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Robust Safety-Critical Control for Systems with
Sporadic Measurements and Dwell Time Constraints

Joseph Breeden, Luca Zaccarian, and Dimitra Panagou

Abstract—This paper presents extensions of control barrier
function (CBF) theory to systems with disturbances wherein a
controller only receives measurements infrequently and operates
open-loop between measurements, while still satisfying state
constraints. The paper considers both impulsive and continuous
actuators, and models the actuators, measurements, disturbances,
and timing constraints as a hybrid dynamical system. We
then design an open-loop observer that bounds the worst-case
uncertainty between measurements. We develop definitions of
CBFs for both actuation cases, and corresponding conditions on
the control input to guarantee satisfaction of the state constraints.
We apply these conditions to simulations of a satellite rendezvous
in an elliptical orbit and autonomous orbit stationkeeping.

Index Terms—Constrained control, hybrid systems, aerospace

I. INTRODUCTION

This paper considers the design of Control Barrier Function
(CBF) [1] based safety filters for systems with infrequent mea-
surements, and either impulsive or continuous actuators. In the
authors’ prior work [2], the authors developed safety filters for
systems with impulsive actuators and deterministic evolution.
This paper builds on [2] by 1) introducing a timed measure-
ment model and extending [2] to ensure set invariance for
systems with bounded disturbances, 2) rewriting the dynamics
[2, Eq. (1)] and the new measurement model as a general
hybrid system, and 3) also applying this timed measurement
model to set invariance with continuously-applied actuators.

This work and the prior work [2] are motivated by the
challenge of satellite control design. Most satellite actuators
are either A) impulsive, causing a (practically) instantaneous
change in the satellite velocity [3], or B) low-thrust, causing
a small change in the satellite velocity that accumulates over
time [4]. The former is often modelled by impulse differential
equations [5] or hybrid systems [6], while the latter is mod-
elled by conventional continuous-time dynamics. In this work,
we utilize hybrid dynamics, or rather hybrid inclusions, as a
natural way to model both the system uncertainties and the
impulsive actuations. Several works [6]–[9] have considered
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CBF-like conditions for hybrid systems, but [2] was the first
to our knowledge to consider a minimum dwell time between
actuations. As shown in [2], the consideration of a minimum
delay between actuations makes the control synthesis problem
more similar to that of a sampled-data controller [10], [11],
which must satisfy all constraints at least until the next sample
time, than to [6]–[9], [12], [13]. However, the dwell time is
often too large to use the bounding approximations in [10],
[11], so [2] also uses explicit trajectory predictions, which this
work generalizes to tubes of predicted possible trajectories.
Using these tubes, the minimum dwell time can be naturally
extended to a minimum time between measurements as well.

Such measurement timings are important because satellites
are generally incapable of measuring their own state without
external equipment. Rather, satellites outside the GNSS regime
rely on scheduled ranging measurements communicated from
ground stations. The capacity of existing ground stations is
limited, so satellites may run long periods open-loop before
receiving updated measurements. Measurement-robust CBFs
were studied in [14], [15] and observers with CBFs were con-
sidered in [16]–[18]. Sampled-data considerations were added
in [19], but to our knowledge, no work has considered systems
that run open-loop for long durations between measurements
using CBFs. By contrast, this work allows for arbitrarily many
control samples to occur between consecutive measurements.

This paper is organized as follows. Section II presents
the impulsive actuation model and the observer design with
minimum dwell time between actuations and bounded de-
lays between measurements. Section III presents the safety-
preserving control design for this model. Section IV presents
related safety conditions for continuously-applied actuators.
Section V presents simulation case studies. Finally, Section VI
presents concluding remarks. All theorem proofs are found in
the extended version [20]. We note that while this work is
motivated by satellite control, the following formulations may
also be relevant to other infrequently-measured systems.
Notations: Let Br(x) denote the unit ball of radius r centered
at x. To avoid excessive notation, the domains and ranges of
most functions in this paper are implied. All norms are the
two-norm. Let K be the set of extended class-K functions.

II. IMPULSIVE CONTROL AND MEASUREMENT MODELS

A. Impulsive Control Explanation
In this section, we present the impulsive actuation and

measurement models that we later control. We suppose that
the satellite possesses only impulsive actuators, and impose
several rules on the timing of these actuation impulses, which
are incorporated into three timers σs, σa, σm, shown in Fig. 1.
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Fig. 1: Visualization of the three timers (same units for both axes).

Rule 1. The controller is sampled with fixed period Ts ∈ R>0

and a control impulse can only be applied at the sample times.

That is, the control law computation requires finite time, so
we assume that these computations occur at a fixed rate. This
is encoded in the sampling timer, σs ∈ [0, Ts]. Note that σs is
for control sampling, not measurement sampling. An actuation
can occur only if σs = 0, as shown in the bottom plot of Fig. 1.

Rule 2. A control impulse can only be applied at least Ta ∈
R>0 after the last nonzero control impulse.

That is, the actuators have a “cool-down” period or dwell-
time between uses. This is encoded in the actuation timer,
σa ∈ (−∞, Ta]. An actuation can occur only if σa ≤ 0, as
indicated by the red and blue dots in the center plot of Fig. 1.

Rules 1-2 also appeared in our prior work [2]. New to this
work, we now consider model and measurement uncertainty.
In practice, the procedure to measure a satellite’s state is to
take several range measurements over a time-interval and then
to compute a curve fitting. This implies that 1) measurements
must be scheduled and coordinated with the ground station,
2) there may be a long delay between measurements during
which the satellite runs open-loop, and 3) the satellite must not
apply any control during the measuring time-interval so as to
not corrupt the measurement, as captured in the following rule.

Rule 3. A control impulse cannot be applied in the Tm ∈ R≥0

time interval before the next measurement.

That is, Tm is the time-interval required to complete the
measurement. To model this, we introduce the measurement
timer, σm ∈ [0, TM ], where TM is explained in Rule 4
in Section II-C and where σm is the time until the next
measurement. Due to Rule 3, no control input can be applied
when σm ∈ [0, Tm), as represented by the red dots in Fig. 1.

The timers σ = (σs, σa, σm) evolve in the set Σ ≜ [0, Ts]×
(−∞, Ta]× [0, TM ]. Any σ that satisfies all of Rules 1-3 is an
impulse opportunity, shown by blue dots in Fig. 1, and lies in

Σa ≜ {σ ∈ Σ | σs = 0 and σa ≤ 0 and σm ≥ Tm}. (1)

B. Hybrid Dynamical Model of Impulsive Control

We model the impulsive actuator and the above rules with
a hybrid dynamical system, visualized fully in Fig. 2. Denote
the set of considered times as T ⊆ R. Suppose a continuous
state x = (r, v) ∈ X (t) ⊆ R2n. Here, X encodes the
set of “reasonable states” and is used to define Lipschitz
constants later. We assume x is divided into two parts r, v
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Fig. 2: Block diagram of the impulsive system

with the second-order structure ṙ= v, because this will allow
for reduced conservatism, as explained later in Remark 1.

We model Rules 1-3 using two control inputs. The first
control input, b ∈ {0, 1}, encodes whether an impulse actually
occurs at each impulse opportunity. If b=0, then the controller
is allowed to apply an impulse but chooses not to, so the timer
σa is not reset. The second control input, u ∈ U ⊆ Rm models
the magnitude of an impulse, if one occurs. Otherwise, we
require that b = 0 =⇒ u = 0.

Now, we present the hybrid model. Assume that the system
is capable of flowing for all x ∈ X , so only the timers σ and
discrete control b are part of the definition of the flow and
jump sets. For brevity, denote z=(b, σ) and Z ≜ {0, 1} ×Σ.
The first of the three jump sets is when a measurement occurs:

Dm ≜ {z ∈ Z | σm = 0}. (2a)

Note that, unlike control impulses, measurements always occur
when σm = 0, regardless of the other states/timers. The second
jump set is when a sample and an actuation impulse occur:

Da ≜ {z ∈ Z | σ ∈ Σa and b = 1}. (2b)

Finally, the third jump set is when a sample occurs but an
actuation impulse does not occur:

Dc ≜ {z ∈Z | σs =0 and (σa ≥ 0 or σm ≤Tm or b=0)}. (2c)

The flow set is the closure of the complement

C ≜ cl(Z \ (Dm ∪ Da ∪ Dc)). (3)

We are now ready to write the hybrid dynamics:

ṙ = v

v̇ ∈ F (t, x)

σ̇s = −1 z ∈ C
σ̇a = −1

σ̇m = −1

,



r+ = r

v+ = v

σ+
s = σs z ∈ Dm

σ+
a = σa

σ+
m = σ̄m(j)

r+ = r

v+ ∈ v +G(t, u)

σ+
s = σs z ∈ Da

σ+
a = Ta

σ+
m = σm

,



r+ = r

v+ = v

σ+
s = Ts z ∈ Dc

σ+
a = σa

σ+
m = σm

(4)

Here, F and G are our model dynamics, which are set-valued
and obey Assumption 1 below, and σ̄m is the time until the



next measurement. A solution is parameterized by hybrid time
(t, j) ∈ T × Z≥0. Assume that F is sufficiently regular that
solutions of (4) exist for all time. Note that multiple jumps
may occur at a single instant, but Zeno behavior is impossible
provided that σ̄m > 0 (as will be ensured by Rule 4 below).

Assumption 1. The dynamics F,G obey the following:
1) There exists known function f(t, x) and constant wc ∈

R≥0 such that F (t, x) ⊆ Bwc(f(t, x)) for all t, x.
2) There exist known functions g(t, u) and wg : R≥0 → R≥0

such that g(t, 0) = 0, wg(0) = 0, wg is continuous,
and G(t, u) ⊆ Bwg(∥u∥)(g(t, u)). Additionally, let Wg =
supu∈U wg(∥u∥) and assume that Wg is finite.

3) There exist global Lipschitz constants ℓf,r, ℓf,v ∈ R≥0

such that ∥f(t, (r1, v1)) − f(t, (r2, v2))∥ ≤ ℓf,r∥r1 −
r2∥+ℓf,v∥v1−v2∥ for all (r1, v1), (r2, v2) ∈ X (t), t ∈ T .

That is, we possess “best estimate” functions f and g with
bounded uncertainties compared to the real model F and G.
Here, wc might represent modeling error and wg might rep-
resent actuator misalignment. We note that both systems in
Section V satisfy the global Lipschitzness assumption, though
this assumption can be relaxed [20, Remark 3].

C. Measurements and Impulsive Open-Loop Observer

As explained above, a satellite is often unable to measure its
own state, and must rely on measurements communicated from
ground stations. We say that a measurement instant occurs
when σm = 0 and the system jumps according to Dm.

Rule 4. At each measurement instant, the ground transmits
i) a new estimate x̄ = (r̄, v̄) ∈ X of the satellite’s state,

ii) bounds on the estimate error ρ̄ = (ρ̄r, ρ̄v) ∈ [0, ρr] ×
[0, ρv] where ρr, ρv are the maximal errors of the station,

iii) the time σ̄m ∈ [TL, TM ] to the next measurement instant,
where ρr, ρv ∈ R≥0, and TL, TM ∈ R>0 are known values
and where the real state satisfies r ∈ Bρ̄r (r̄) and v ∈ Bρ̄v (v̄).

That is, at regular intervals (intervals of length bounded by
TM ), the observer block in Fig. 2 receives updated estimates
of the system state and error bounds. Due to the disturbances,
the state knowledge will gradually degrade before the next
measurement. Let x̂ = (r̂, v̂) be an estimate of the state and
ρ̂ = (ρ̂r, ρ̂v) be an upper bound on the uncertainty. Assume
that the timers are all known perfectly. Consider the following
open-loop observer design:

˙̂r = v̂
˙̂v = f(t, x̂)
˙̂ρr = ρ̂v
˙̂ρv = ℓf,rρ̂r + ℓf,vρ̂v + wc

z ∈ C ,


r̂+ = r̄(j)

v̂+ = v̄(j)

ρ̂+r = ρ̄r(j)

ρ̂+v = ρ̄v(j)

z ∈ Dm


r̂+ = r̂

v̂+ = v̂ + g(t, u)

ρ̂+r = ρ̂r

ρ̂+v = ρ̄v + wg(∥u∥)

z ∈ Da ,


r̂+ = r̂

v̂+ = v̂

ρ̂+r = ρ̂r

ρ̂+v = ρ̂v

z ∈ Dc

(5)

Note that we have constructed (5) so that the flow dynamics
of ρ̂ are linear time-invariant

d

dt

[
ρ̂r
ρ̂v

]
=

[
0 1
ℓf,r ℓf,v

]
︸ ︷︷ ︸

=A

[
ρ̂r
ρ̂v

]
+

[
0
wc

]
. (6a)

Thus, the uncertainties ρ̂ have an explicit solution. If ℓf,r >
0, then this flowing solution is (where I is the identity matrix)[
ρ̂r(τ, j)
ρ̂v(τ, j)

]
= eA(τ−t)

[
ρ̂r(t, j)
ρ̂v(t, j)

]
+A−1(eA(τ−t)−I)

[
0
wc

]
. (6b)

Remark 1. The authors chose to specify the second order
structure of (r, v) in (4) so that the linear system (6) would
appear. If one instead treats ẋ = f(x) as a general system
with a single Lipschitz constant ℓf ∈ R≥0, then the solution
to ˙̂ρ = ℓf ρ̂+ wc is more conservative than the structure (6).

Lemma 1. Let (t1, j1) be the instant after the first jump
according to Dm in (4)-(5). Then the solutions to (4)-(5) satisfy
∥r(t, j)− r̂(t, j)∥ ≤ ρ̂r(t, j) and ∥v(t, j)− v̂(t, j)∥ ≤ ρ̂v(t, j)
for all (t, j) ≥ (t1, j1).

Going forward, we also impose the following assumption.

Assumption 2. Let (t, j) and (t, j + 1) be the times imme-
diately before and after a measurement instant. Assume that
Bρ̄r(j+1)(r̄(j + 1)) ⊆ Bρ̂r(t,j)(r̂(t, j)) and Bρ̄v(j+1)(v̄(j +
1)) ⊆ Bρ̂v(t,j)(v̂(t, j)).

By Lemma 1, it must hold that Bρ̂r(t,j)(r̂(t, j)) ∩
Bρ̄r(j+1)(r̄(j+1)) is nonempty. Assumption 2 further requires
that the entirety of the new set Bρ̄r(j+1)(r̄(j +1)) lies within
the previous uncertainty ball Bρ̂r(t,j)(r̂(t, j)). This is not
restrictive and can be enforced via measurement filtering.

D. Prediction Functions

Because the observer (6) is entirely open-loop, the controller
can predict what the state will be at any time in the future. To
capture these predictions, define the function p similarly to [2,
Eq. (3)] as the solution, for τ ≥ t, to the following differential
equation with initial condition p(t, t, x̂) = y(t) = x,

p(τ, t, x̂) ≜

[
yr(τ)
yv(τ)

]
where

[
ẏr(s)
ẏv(s)

]
=

[
yv(s)

f(s, y(s))

]
. (7)

That is, p(τ, t, x̂) is the future value of x̂ if no jumps were to
occur between t and τ . Similarly, following from (6b), denote

q(∆, ρ̂) ≜ eA∆ρ̂+A−1(eA∆ − I)[0, wc]
T (8)

with A as in (6), to encode the solution for ρ̂ without jumps.
Recall that ˙̂ρ is time-invariant, so we drop argument t in (8).

Remark 2. If the system is subject to input delay, this can
easily be captured through p, q, and Tm. Thus, we do not
further address input delay here. See [20, Remark 2].

III. CONTROL LAW FOR IMPULSIVE ACTUATORS

In this section, we develop conditions on the control input
to guarantee forward invariance of a specified safe set under
model (4). Let h : T × X → R be a given function. Suppose
that the system is considered safe as long as x(t) ∈ H(t) ≜
{x ∈ X (t) | h(t, x) ≤ 0}. Since the state is uncertain, the
value of h is also uncertain, so we assume the following.



Assumption 3. Assume h is locally Lipschitz continuous; i.e.
there are known functions ℓh,r(t, x, ρ̂), ℓh,v(t, x, ρ̂) such that
|h(t, (r1, v1))−h(t, (r2, v2))| ≤ ℓh,r(t, (r1, v1), ρ̂)∥r1−r2∥+
ℓh,v(t, (r1, v1), ρ̂)∥v1−v2∥,∀r2 ∈Bρ̂r

(r1), v2 ∈Bρ̂v
(v1). Fur-

ther, for any x1, x2 ∈ X and associated ρ̂1, ρ̂2, if Bρ̂1,r
(r1) ⊆

Bρ̂2,r
(r2) and Bρ̂1,v

(v1) ⊆ Bρ̂2,v
(v2), assume ℓh,r(t, x1, ρ̂1) ≤

ℓh,r(t, x2, ρ̂2) and ℓh,v(t, x1, ρ̂1) ≤ ℓh,v(t, x2, ρ̂2).

That is, if one set P1 is entirely contained in a second set P2,
then the Lipschitz constant on P1 is assumed less than the
Lipschitz constant on P2. This is trivially true if the minimal
Lipschitz constant is used. We thus have the bound

h(t, x) ≤ h(t, x̂) + ℓh,r(t, x̂, ρ̂)ρ̂r + ℓh,v(t, x̂, ρ̂)ρ̂v︸ ︷︷ ︸
≜ĥ(t,x̂,ρ̂)

. (9)

which further satisfies Lemma 2 below (proven in [20]). For
brevity, define ℓh(t, x̂, ρ̂) ≜ [ℓh,r(t, x̂, ρ̂), ℓh,v(t, x̂, ρ̂)]

T.

Lemma 2. Let (t, j) and (t, j + 1) be the times immediately
before and after a measurement instant. Let ĥ be as in (9).
Then ĥ(t, x̂(t, j + 1), ρ̂(t, j + 1)) ≤ ĥ(t, x̂(t, j), ρ̂(t, j)).

Next, proceeding similar to [2], denote by ψh any function
satisfying

ψh(τ, t, x̂) ≥ h(s, p(s, t, x̂)), ∀s ∈ [t, τ ] , (10)

where [2] cites several possible methods to compute ψh. The
method [2, Eq. (16)] is also applicable here via ψh = max[ψ∗

h].
To use (9) with (10), we will also need a “Lipschitz constant

along a trajectory”, defined as

ℓph,r(τ, t, x̂, ρ̂) ≜ max
s∈[t,τ ]

ℓh,r(s, p(s, t, x̂), q(s− t, ρ̂)) . (11)

Define ℓph,v similarly, and define ℓph similar to ℓh above.
We now have bounds on h and ℓh in (9), so next we bound

ρ̂. First, we define the set of guaranteed impulse opportunities

Σint
a ≜ {σ ∈ Σ | σs = 0 and σa < 0 and σm > Tm} . (12)

The set Σint
a is important because in that set, the controller’s

choice of b entirely determines which jump in (4) occurs. That
is, if σ ∈ Σint

a , then b = 1 =⇒ (b, σ) ∈ Da \ Dc and
b = 0 =⇒ (b, σ) ∈ Dc \ Da.

Next, we assume that the minimum time between measure-
ments TL is sufficiently long that at least one guaranteed im-
pulse opportunity will occur during each measurement cycle:

Assumption 4. TL > Tm + Ts +max{Ta − Tm, 0}.

Next, the longest possible delay between a measurement
and an actuation is TM − Tm. Assuming no prior actuations,
the accumulated uncertainty over that time-span is less than

q1 = eA(TM−Tm)[ρr, ρv]
T+A−1(eA(TM−Tm)−I)[0, wc]

T. (13)

Next, the maximum number of actuations during that time-
span is N = 1 + floor((TM − Tm)/Ta). Excluding the last
actuation impulse, the maximal uncertainty due to the impulses
over this time-span is less than

q2 =
∑N−1

i=1 eA(TM−Tm−Ta(i−1))[0, Wg]
T . (14)

By linearity of (6), we can simply add these two uncertainties
to define q3 ≜ q1 + q2, the maximal uncertainty that will ever
be present before an actuation.

We can thus state a definition of CBF as follows.

Definition 1. Let ψh satisfy (10) and let q3 = q1 + q2 be as
in (13)-(14). Let δr = Ta + Tm + 2Ts. A continuous function
h is a Robust Impulsive Timed CBF (RIT-CBF) if

0 ≥ inf
u∈U

[ψh(t+ δr, t, x̂
+) + ℓph(t+ δr, t, x̂

+, ρ̂+)Tq(δr, ρ̂
+)]

with x̂+ = [r̂, v̂ + g(t, u)]T, ρ̂+ = ρ̂+ [0, wg(∥u∥)]T (15)

for all (x̂, ρ̂) ∈ {x ∈ X (t), ρ̂ ≤ q3 | ĥ(t, x̂, ρ̂) ≤ 0}, t ∈ T .

That is, h is an RIT-CBF if at any state (x̂, ρ̂) and time t
such that ĥ(t, x̂, ρ̂) ≤ 0, one can find a control input such that
ĥ at the next impulse opportunity, which will always occur
before t+ δr, can be made nonpositive. Intuitively, this means
that the reduction in h must outpace the increase in uncertainty
ℓph(·)Tq(·). Since uncertainty grows exponentially, this implies
a limit on the maximal allowable TM .

If h is an RIT-CBF, then we know that H is a “good” choice
of safe set, i.e. a safe set that can be rendered forward invariant
under (4). Condition (15) can be verified offline, and if it is
satisfied, then Theorem 1 below provides an online condition
that the control law should satisfy to guarantee that trajectories
remain within H. Similar to [2, Thm. 1], Theorem 1 provides
two possible conditions. Suppose that at time (t, j) the timers
σ are such that the controller block in Fig. 2 is activated. If
the “system checks” in Fig. 2 selects b = 0 and applies no
impulse, then the next guaranteed impulse opportunity will
occur either exactly at t + Ts, or if σm is close to Tm, then
sometime during [t+σm, t+σm+Ts]. Thus, define the horizon

δ1(σm) =

{
σm + Ts if σm ≤ Tm + Ts

Ts otherwise.
(16a)

That is, the system can save fuel by coasting with no actuation
if the “system checks” predicts that the system will remain safe
at least until t+ δ1, which is verified by (17a) below.

Alternatively, if the controller selects b = 1, then the next
guaranteed impulse opportunity will occur sometime during
(t + Ta, t + Ta + Ts], or if σm is close to Tm, then by
Assumption 4, such an opportunity will occur within Ts of
the latter of t+ Ta and t+ σm. Thus, define the horizon

δ2(σm)=

{
max{σm, Ta}+ Ts if σm ≤Ta +Tm +Ts

Ta + Ts otherwise.
(16b)

In this case, the “nonlinear program” block of Fig. 2 is
activated to compute a control input satisfying (17b) below.

Theorem 1. Let (t0, 0) be the initial time. Suppose that
σm(t0, 0) = 0, σm(t0, 1) > 0, σa(t0, 1) < 0, σs(t0, 1) = 0,
and ĥ(t0, x̄(0), ρ̄(0)) ≤ 0. That is, (t0, 0) is a measurement
instant and (t0, 1) is a guaranteed impulse opportunity. If the
control inputs b, u are such that either A) b = 0 and

0 ≥ ψh(t+ δ1, t, x̂) + ℓph(t+ δ1, t, x̂, ρ̂)
Tq(δ1, ρ̂) (17a)

or B) b = 1 and

0 ≥ ψh(t+ δ2, t, x̂
+) + ℓph(t+ δ2, t, x̂

+, ρ̂+)Tq(δ2, ρ̂
+)

with x̂+ = [r̂, v̂ + g(t, u)]T, ρ̂+ = ρ̂+ [0, wg(∥u∥)]T (17b)



for all σ ∈ Σa, x̂ ∈ X (t), ρ̂ ≤ q3, t ∈ T , then x(t, j)∈H(t)
for all (t, j) ≥ (t0, 1).

The proof follows by construction of (16)-(17), as well as
Lemma 2, and is included in [20, Thm. 1].

That is, any control law that satisfies (17) will guarantee
that trajectories always remain in the safe set H. Frequently,
(17) is enforced using optimization-based control laws such
as [1, Sec. IIc] or [2, Eq. (18)]. Note that the quantity δr
in Definition 1 is an upper bound on δ2 in (16), so if h is an
RIT-CBF, then such optimizations will be recursively feasible.
Thus, we have extended our prior work [2] to perturbed models
and measurements.

IV. CONTROL LAW FOR CONTINUOUS ACTUATORS

In this section, we suppose the satellite possesses only
continuously-applied actuators (or sampled actuators with
sampling period Ts ≪ TM that are approximated as continu-
ous). With these actuators, the model (4) simplifies to
ṙ = v

v̇ ∈ C(t, x, u) σm ≥ 0

σ̇m = −1

,


r+ = r

v+ = v σm = 0,

σ+
m = σ̄m(j)

(18)

where C(t, x, u) ≜ F (t, x)+G(t, u) and Assumptions 1-2 and
Rule 4 still apply. Assume that F , G, and u are sufficiently
regular that solutions to (18) exist for all times t ∈ T . We
construct an open-loop observer similar to (5) as

˙̂r = ˙̂v
˙̂v = f(t, x̂) + g(t, u)
˙̂ρr = ρ̂v
˙̂ρv = ℓf,rρ̂r + ℓf,vρ̂v + wc + wg(∥u∥)


r̂+ = r̄(j)

v̂+ = v̄(j)

ρ̂+r = ρ̄r(j)

ρ̂+v = ρ̄v(j)

(19)

where the flow and jump sets are the same as in (18).

Lemma 3. Let (t1, j1) be the instant after the first jump in
(18)-(19). Then the solutions to (18)-(19) satisfy ∥r(t, j) −
r̂(t, j)∥ ≤ ρ̂r(t, j) and ∥v(t, j) − v̂(t, j)∥ ≤ ρ̂v(t, j) for all
(t, j) ≥ (t1, j1).

Since the control input acts at every instant, there is no need
for the prediction functions p and ψh in the prior section. We
now assume that Tm = 0 and TL > 0. Since the observer (19)
is slightly different from (5), the formula for the predicted
error is now given by q∗ as below

ρ̂(t+∆, j) ≤ eA∆ρ̂(t, j) +A−1(eA∆ − I)[0, wc +Wg]
T︸ ︷︷ ︸

≜q∗(∆,ρ̂(t,j))

(20)

and the maximal uncertainty that could occur between a
measurement and actuation is now q4 ≜ q∗(TM , (ρr, ρv)).

Let h(t, x) and H(t) be as in Section III, and suppose the
following assumption, from which Definition 2 follows.

Assumption 5. Let Assumption 3 hold. Further assume that
ℓh(·) = [ℓh,r(·), ℓh,v(·)]T are continuously differentiable.

Definition 2. Let ĥ be as in (9) and q4 = q∗(TM , (ρr, ρv)) as
in (20). A continuously differentiable function h is a Robust
Timed CBF (RT-CBF) if there exists α ∈ K such that

inf
u∈U

d
dt [ĥ](t, x̂, ρ̂, u) ≤ α(−ĥ(t, x̂, ρ̂)) (21)

for all (x̂, ρ̂) ∈ {x ∈ X (t), ρ̂ ≤ q4 | ĥ(t, x̂, ρ̂) ≤ 0}, t ∈ T .

Similar to Definition 1, h is an RT-CBF if the reduction
in h can always outpace the increase in uncertainty. This will
only hold up to some maximal time TM . Similar to the prior
section, condition (21) can be checked offline. Then the online
control law should satisfy the following condition.

Theorem 2. Let (t0, 0) be the initial time. Suppose that
σm(t0, 0)=0, σm(t0, 1)> 0, and ĥ(t0, x̄(0), ρ̄(0))≤ 0. Let O
be an open set satisfying O ⊃ T ×H×{ρ̂ ∈ R2 | 0 ≤ ρ̂ ≤ q4}.
If there exists α ∈ K such that the control law u satisfies

d
dt [ĥ](t, x̂, ρ̂, u) ≤ α(−ĥ(t, x̂, ρ̂)) (22)

for all (t, x̂, ρ̂) ∈ O, then x(t, j) ∈ H(t) for all (t, j) ≥ (t0, 1).

The proof follows from typical CBF theory involving (22),
along with Lemma 2, and is included in [20, Thm. 2].

Similar to Section III, we often enforce (22) using
optimization-based control laws, and if h is an RT-CBF, then
such control laws will be recursively feasible. Thus, we have
extended Sections II-III to continuously-applied actuators too.

V. SIMULATION CASE STUDIES

We verify the strategies of Sections III-IV in simulation.
For the impulsive model (4), we use the example studied in
[2, Sec. IV]. Let r, v, u ∈ R2 and let µ ∈ R>0 be a constant.
Let

f(t, x) = −µr/∥r∥3, g(t, u) = u . (23)

Specifically, we consider a chaser satellite performing ren-
dezvous with a target satellite in a elliptical orbit with semi-
major axis of 7775 km and eccentricity of 0.1. Let X be a
neighborhood of this nominal orbit; in this regime, ℓf,r =
0.000921 and ℓf,v = 0. Let wc = 9.2(10)−6 m/s2 and
wg(λ) = min{0.05λ, 5 m/s}. For the CBF, we use the same
h, ψh as in [2, Eqs. (14),(16)] with γ = 1 and δ = TM/12
for 7 time-varying exclusion zones (7 CBFs) and we use the
same optimization-based control law as in [2, Eq. (18b)], now
with ĥ as in (9) in place of ψh in [2, Eq. (18e)]. We also did
not change any of the control Lyapunov function work from
[2]. For simplicity, we programmed this control law to always
perform one actuation per measurement cycle and chose TL =
TM . More details can be found in the simulation code below1.
We then simulated the above control law for various choices
of TM . Plots of the real trajectories and uncertainty regions
(shaded zones) for three choices of TM are shown in Fig. 3 and
a video showing the complete orbital dynamics is also avail-
able at https://youtu.be/ZVhYwji5Qg8. Finally, the
CBF values h(t, x) and estimated bounds h(t, x̂)± ℓh(·)Tq(·)
for the longest of these three simulations is shown in Fig. 4.

In summary, we were able to generalize our prior work in
[2] to perturbed dynamics with the measurement model (5).
For these disturbances, the longest measurement interval for
which this choice of h is an RIT-CBF is 390 s, whereas the
controller was able to handle much longer periods between
actuations in the case without disturbances in [2].

1https://github.com/jbreeden-um/phd-code/tree/
main/2024/LCSS%20Robust%20Hybrid

https://youtu.be/ZVhYwji5Qg8
https://github.com/jbreeden-um/phd-code/tree/main/2024/LCSS%20Robust%20Hybrid
https://github.com/jbreeden-um/phd-code/tree/main/2024/LCSS%20Robust%20Hybrid


Fig. 3: Left: Plots of trajectories and uncertainties for the impulsive
case study for various TM , plotted in a rotating frame centered at
the target, with the x axis always along the target’s radial direction.
Note that the obstacles perform ellipses about the origin and are not
static in this frame. Right: Plots of the real and estimated trajectories
of the continuous case study inside a specified icosahedron.

Fig. 4: Top: Plot of the 7 CBF values and estimates (shaded) for
TM = 360 s in the impulsive case study. Bottom: Plot of the max
of the 20 CBF values and estimates in the continuous case study.

Next, we tested the continuous actuation model (18).
The f and g functions are still as in (23), now with
wc = 4.56(10)−6 m/s2, which is the solar radiation pres-
sure on a 10 kg/m2 object at Earth, and with wg(λ) =
min{0.02λ, 0.00005 m/s2}, ρ̄r = 5 m, and ρ̄v = 5 mm/s.
Though f and g are the same, instead of satellite rendezvous
in Low Earth Orbit, we now consider stationkeeping in a
geosynchronous orbit. Now, the target satellite is a “virtual
target”, and the chaser satellite is commanded to stay within
a 10 km sphere of this target. This sphere is approximated
by an inscribed 20-sided polytope, yielding 20 constraints
κi(r) = pT

i r − ρ and 20 CBFs hi(x) = κi(r) + γκ̇i(r, v)
with γ = 120. We choose the control

u = argmin
u∈R3

∥u∥2 s.t. d
dt [ĥi](t, x, u) ≤ α(−ĥi(t, x))∀i (24)

for α(λ) = 0.004λ. Selecting TM = 11.4 hours, the real and
estimated trajectories are shown inside the specified polytope
in Fig. 3 (see also https://youtu.be/7MeRHWCWc8E)
and the maximal of the 20 CBF values and the corresponding
estimates are shown in Fig. 4. We have tuned γ so that the
maximal u applied is 8(10)−4 m/s2, thus maintaining the low-
thrust regime. Note that for these disturbances and this choice
of hi, 8.18 hours is the upper limit on allowable TM for which
these hi functions are RT-CBFs, but the simulation still worked
up to 11.4 hours because of the conservatism in Wg in (20).

VI. CONCLUSIONS

This paper has presented set invariance conditions for
second-order systems with infrequent measurements and open-
loop observers. We started by generalizing our prior work with
impulsive actuators to non-deterministic dynamics, and then
developed similar results for continuously-applied low-thrust
actuators. These advances make CBF theory more relevant to
perturbed dynamics such as those in our simulations. In the
future, we are interested in possible extensions of these results
to satellite attitude dynamics, and to analyzing the stability
properties of systems subject to this hybrid dynamical model.
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