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Abstract—Butterfly Species identification accounts nowadays
for a challenge to evaluate the biodiversity state. Using special
compact Hyperspectral Cameras for this task is more attractive.
Whereas usual techniques use a sequence of images to compute
a datacube, we focus here on a single image resulting in a partial
butterfly datacube. With a pre-identification of the features
from a butterfly library, we propose a combined probabilistic
clustering technique based on a weighted combination of Z-score
and Gaussian Naive Bayes probability, which aims to recognize
the associated cluster from the particular butterfly species.
Results obtained in this context achieve good performance with
respect to Gaussian Naive Bayes probability or Z-score-based
techniques.

Index Terms—Biodiversity, Species recognition, Hyperspectral
imaging, Spatio-spectral camera, Gaussian mixture models

I. INTRODUCTION

Butterflies are pivotal for ecosystems, especially as pollina-
tors aiding plant reproduction and biodiversity. However, while
they contribute positively to the environment, some species
can also pose significant threats such as pests, which may
cause damage to crops and forests. This duality underscores
the need for effective butterfly species management, beginning
with accurate species identification. Among the methods for
their automatic recognition, imaging-based techniques have
proven to be highly effective over the years. Traditionally,
these systems have relied on RGB images captured by standard
cameras [1]. Using traditional machine learning techniques,
models are designed with a variety of features extracted
from labeled butterfly images. The Gray Level Co-occurrence
Matrix (GLCM) is a widely-used method for texture features
extraction of butterfly images, which helps to create accurate
models using K-Nearest Neighbors (K-NN) [2], Multinomial
Logistic Regression (MLR) [3], and Rough Set approach [4].
Texture features using Local Binary Patterns (LBP) have also
been explored with a Support Vector Machine (SVM) classifier
[5]. Deep learning techniques, through the application of Con-
volutional Neural Networks (CNN) were studied [6]. Zhu et al.
[7] applied CNN on an image database of 10 butterfly species.
In contrast, in the case of a large species database—i.e., with
more than 80 species—advanced deep learning techniques like
YOLO [8] and ResNet [9] have proven to be effective for
classification purpose.

The authors thank IITA Benin, for the PhD co-funding.

However, with the advent of Hyperspectral Imaging (HSI),
some studies began exploring its use. HSI is a technique
that generates a 3D Datacube, where two dimensions are
dedicated to spatial dimensions and the third is related to
wavelengths. This datacube may be viewed as a collection
of spatial maps, each one representing a specific wavelength.
HSI enables analysis at more than 100 wavelengths, unlike
Multispectral Imaging (MSI) which enables analysis with less
than 100 wavelengths. We note that there are very few studies
using HSI for butterfly analysis, and those that exist primarily
focus on analyzing the physiological aspects of butterfly wings
[10], [11]. Moreover, due to the analytical complexity and the
abundance of HSI data, butterfly research studies tend to focus
on a limited number of species simultaneously. The use of
hyperspectral cameras is also limited due to their high cost, but
more affordable compact surveillance cameras are available.
However, the images they produce require extensive process-
ing before obtaining the hyperspectral cube [12]. Among the
alternative solutions, MSI snapshot cameras provide a very
limited spectral information and require a demosaicing stage
[13]. There are also HSI CASSI cameras which provide a
much finer spectral resolution [14], but these are not proposed
nowadays in a commercial versions.

Our study introduces a spatio-spectral camera-based method
that precisely identifies species of stationary butterflies cap-
tured by a single spatio-spectral image in few spectral lay-
ers, focusing on distinguishing among four distinct species.
This identification will be done in real-time without the
need for datacube reconstruction. For this study, we use the
XIMEA MQ022HG-IM-LS150-VISNIR spatio-spectral cam-
era [15] because of its compact size and an excellent spectral
resolution. Furthermore, as a hyperspectral camera, it enables
identification in more complex environments and can distin-
guish differences between visually similar species by capturing
spectral information in the invisible domain.

The spatio-spectral camera’s complexity lies in its need for
a complete scan to ensure an object to be captured across
all spectral strips. Then this step is usually followed by a
datacube reconstruction. This process can be time-consuming
and impractical for real-time decision-making in critical tasks,
such as early detection of crop-damaging butterflies. Our goal
is to set up our stationary camera, which monitors a specific
part of a vegetation-covered field. Then, the random movement



of several butterflies across the camera spectral layers enables
to gather some partial information. In contrast to conventional
methods, we would like to investigate whether we can rec-
ognize butterfly species in real-time using efficient methods,
without the need for spectral datacube reconstruction. As a
preliminary task, we here focus on the ability to identify the
species of a stationary butterfly detected on a very limited
number of spectral layers with a single raw image captured
by the HSI camera. To the best of our knowledge, our work
is the first to perform recognition directly on a raw spatio-
spectral image. The main contributions of this work are a
proposed method for species recognition using a raw single
spatio-spectral image and, secondly, a classification model of
4 important butterfly species for biodiversity preservation.

II. SPATIO-SPECTRAL CAMERA DESCRIPTION

A. Characteristics of the Spatio-Spectral Camera

(a) (b)

Fig. 1. Captured HSI content from (a) a conventional and (b) a spatio-spectral
camera (structure of our camera).

Unlike conventional HSI data—which consists of a com-
plete 3D cube—we here consider a compact spatio-spectral
camera which only acquires a part of the hyperspectral content
(see Fig. 1). In particular, our camera is an ultra-compact
hyperspectral camera that can capture images for a wide range
of wavelengths—i.e., from 470 nm to 900 nm—with a fine
spectral resolution. The camera is considered to be spatio-
spectral owing to its ability to capture a specific profile of
spatial and spectral information for each raw image. Fig. 1-
b depicts the structure of a raw image from our camera.
The raw image typically has dimensions of 1088 × 2048
pixels. However, due to the absence of information in the
first and last 4 rows of pixels, and due to a dead zone of
120 pixels, the effective informative area is 960×2048 pixels,
corresponding to 192 different spectral strips of 5 pixels width.
These strips form a staircase pattern in the datacube, with each
step representing the wavelength difference between strips

B. Spatio-Spectral Camera Scanning

The normal use of the camera typically involves one of
two procedures. Either the target to be captured remains
stationary, and the camera executes a slow, linear, and uniform
movement above the target using appropriate equipment. Or
the camera remains stationary, and the target is moving slowly,
linearly, and uniformly below the camera’s field of view with
a displacement system. In both cases, each spectral strip of
the camera sweeps across the object of interest, capturing
only a portion of the object’s wavelengths at any given time.

Obtaining the complete spectrum requires capturing a series of
images, which are subsequently stitched together using post-
processing methods [12].

III. DATA COLLECTION

A. Studied Butterfly Species

Our study focuses on Hypolimnas Misippus (HM), Danaus
Chrysippus (DC), Amauris Ochlea (AO), and Acraea Egina
(AE), four butterfly species belonging to the Nymphalidae
family and exhibiting a broad distribution across Asia, Africa,
and Australia. Fig. 2 provides a visual representation of their
distinct appearances. In their butterfly form, these species
primarily serve as pollinators and generally do not pose any
real danger, subsisting on nectar and select leaves. However,
an excessive population of these butterflies could potentially
become problematic. These species were captured due to their
high predominance in a citrus and legume experimental field at
the International Institute of Tropical Agriculture (IITA) [16]
station in Benin. In order to construct some spectral datacube
for each species to obtain their complete spectrum for their
characterization, some complete scans were performed, each
one with a different individual specimen for each butterfly
species using a conveyor belt system.

(a) species HM (b) species DC (c) species AO (d) species AE

Fig. 2. Butterfly species considered in this work.

B. Hypercube reconstruction

Using images from the complete scans of each species
enables us to reconstruct the spectral hypercube for each one.
The reconstruction process typically involves three steps, i.e.,
spectral strip stitching—which involves accurately positioning
each strip within the datacube based on movement knowledge
[12]—a realignment process—to correct misalignments across
spectral images—and the reflectance calculation of each pixel.
This process produces 192 reflectance 2D images. These
reflectance images are then sequentially concatenated to form
the hyperspectral datacube.

IV. PROPOSED METHODOLOGY FOR BUTTERFLY SPECIES
IDENTIFICATION

A. Species characteristic features

The first step in getting species characteristic features is
to identify regions with similar spectra for each butterfly
species, using K-means clustering. The K-means algorithm
divides the observations into K groups with the closest mean
values, and minimizes the variance within each cluster until it
becomes stable. Determining the optimum number of clusters
K for each butterfly species is crucial, as it significantly
affects the subsequent results. A very small number of clusters
could result in overlapping features between species, while a



very large number of clusters could result in unrepresentative
features of the species, making them difficult to capture
in other butterflies of the same species. Based on visual
observation and Elbow curve method investigation, we assume
K = 5 with one cluster for background, for each of the
four investigated butterfly species. Fig. 3 shows the clustering
map for each pixel spectrum of the considered species. Let
si = [r1i , r

2
i , ...r

192
i ]T denote the spectral value of a single

pixel pi where rbi denotes the reflectance of a spectral layer
b ∈ {1, . . . , 192} of pi. We denote G(u,k) as the set of spectra
belonging to Cluster k (k ∈ K , {1, . . . ,K}) for species
u. Let I(u,k) , {i ∈ N s.t. sui ∈ Cluster k} be the set of
indices of extended pixels indices that belong to Cluster k.
Then, G(u,k) is defined as ∀i ∈ I(u,k), G(u,k)(i) , sI(u,k)(i).

(a) HM (b) Spec. C. HM (c) DC (d) Spec. C. DC

(e) AO (f) Spec. C. AO (g) AE (h) Spec. C. AE

Fig. 3. Spectral clusters (Spec. C.) of butterfly species

Having the K spectra clusters for each butterfly species, we
assume that for any given species u, the random variable repre-
senting the reflectance values within the same spectral layer b
in Cluster k follows a Gaussian distribution N (µ

(u,k)
b , σ

(u,k)
b ).

We will use the Maximum Likelihood Estimation (MLE) [17]
to find (µ

(u,k)
b , σ

(u,k)
b ). For this purpose, we assume that all

species and different parts of a butterfly represented by our
clusters are equiprobable because we used the same amount
of data for each species and the area of pattern on their bodies
can vary depending on the life stage of the specimen. This
Gaussian distribution is identified using the n(u,k) reflectance
values G(u,k)(b, :) = [G(u,k)(b, 1) . . . G(u,k)(b, n(u,k))]. As
one cluster was considered for the background, we didn’t take
it into consideration resulting into 4 clusters per species. So
for each cluster k from species u, we consider the 2 × 192
matrix M (u,k) defined as

M (u,k) =

[
µ
(u,k)
1 µ

(u,k)
2 ... µ

(u,k)
192

σ
(u,k)
1 σ

(u,k)
2 ... σ

(u,k)
192

]
and its extension Mu = [M (u,1),M (u,2),M (u,3),M (u,4)].
Identifying the parameters amounts to search for 1536
features—i.e., 2 parameters · 4 clusters · 192 spectral layers—
for each species. This is equivalent to a Gaussian Mixture
Model (GMM) with 16 classes per spectral layer. Fig. 4 shows
the Gaussian distributions for our four species within spectral
layer 154 (located in NIR) with a fixed cluster number k = 4.
This confirms that our data fits a Gaussian distribution and
shows that the distributions for each species are sufficiently

distinct, except for occasional overlaps that may challenge
butterfly identification. This suggests to propose an approach
that is robust to the overlap of multiple Gaussian distributions.

Fig. 4. Gaussian distribution in Spectral Layer 154.

B. Partial reflectance extraction from a single raw image

We define I(x, y) as a raw image from a spatio-spectral
camera containing a butterfly specimen. We compute a mask—
denoted Mask(x, y)—which specifies the location of the
butterfly. Fig. 5 describes this process. The mask is obtained
by normalizing the image and then subtracting the background
using a reference background image. This step is followed
by a series of manual adjustments to produce a mask that
accurately represents the detected butterfly. The resulting mask
corresponds to the amount of information to be used for the
species recognition, which may indirectly affect classification
performance. After obtaining the mask, it is split into spectral
layers, denoted Mask(x, y, b) for Spectral Layer b. We then
remove masks from spectral layers with less than 20 detection
pixels to prevent false detection. Let b∗ be an index of the
set B∗ representing the remaining spectral layers of the masks
(Mask(x, y, b∗)) and Mask∗(x, y) ,

⋃
b∗∈B∗ Mask(x, y, b∗)

be the set of remaining masks. For each Mask(x, y, b∗), we
calculate the reflectance values rib∗ of the detected butterfly
where Mask(x, y, b∗) = 255, using part of spectralon in
the same spectral layer. This provides a vector of reflectance
values in each spectral layer b∗ ∈ B∗ defined as rb∗ =[
r1b∗ , r2b∗ , . . . (r

nb∗
)b∗
]T

where nb
∗

is the number of pixels
representing the butterfly in spectral layer b∗.

(a) Raw image (b) Normalized image (c) Butterfly mask

Fig. 5. Butterfly detection

C. Spectral matching

Before carrying out the spectral comparison, it’s impor-
tant to select the features to compare based on the spectral
layers b∗ identified in the previous step where the butterfly
was detected. For this purpose, the corresponding features
(µ

(u,k)
b∗ , σ

(u,k)
b∗ ) obtained for each species during the previous

step IV-A were selected. Since we have 4 clusters per butterfly



species, this involves extracting the following feature vectors
for each species: µu

b∗
=
[
µ
(u,1)
b∗ µ

(u,2)
b∗ µ

(u,3)
b∗ µ

(u,4)
b∗

]
and

σub∗ =
[
σ
(u,1)
b∗ σ

(u,2)
b∗ σ

(u,3)
b∗ σ

(u,4)
b∗

]
, ∀ b∗ ∈ B∗.

Assuming that the reflectance spectra within the same
cluster follow a Gaussian distribution, a classification approach
using Gaussian Naive Bayes (GNB) [18] may be explored.
This technique uses the Naive Bayes conditional probability
formula to estimate the most likely Gaussian distribution
to which an observation belongs by finding the maximum
probability across all other classes. Let denote Θ

(u,k)
b∗ ,

[µ
(u,k)
b∗ , σ

(u,k)
b∗ ], nb

∗
be the number of detected pixels in spec-

tral layer b∗. In our context, GNB consists in determining, the
most likely distribution for a specific rib∗ ∈ rb∗ , δ(u,k)b∗ (i) with
δ
(u,k)
b∗ (i) = arg max

u=1,..,4||k=1,..,4

p(rib∗ |Θ
(u,k)
b∗ ), ∀ i ∈ {1 . . . nb∗}

where p(rib∗ |Θ
(u,k)
b∗ ) = 1√

2π(σ
(u,k)

b∗ )2
exp

(
− r

i
b∗−(µ

(u,k)

b∗ )2

2(σ
(u,k)

b∗ )2

)
, is

the univariate Gaussian Probability Density Function (PDF)
describes the relative probability of rib∗ occuring within the
distribution Θ

(u,k)
b∗ . This means choosing the best distribution

between 16 possible ones for each rib∗ . Furthermore, as the dis-
tribution is linked to a species, we can attribute this reflectance
to the appropriate species. Given that the butterfly detected in
an image is represented by multiple reflectances across many
spectral layers, to identify a butterfly species in an image, we
start with zero scores for the four species, incrementing for
each classified reflectance. After, normalizing these scores to
ensure their sum equals 1, the species with the highest score
is determined to identify as the one present in the image. Let
us denote this approach GNB-scoring.

Algorithm 1 Proposed scoring algorithm

gnb scr ←
[
0 0 0 0

]
//Scores obtained by GNB-Scoring

zs scr ←
[
0 0 0 0

]
//Scores obtained by ZS-Scoring

for b∗ in B∗ do
for i = 1 to nb

∗
do

Find δ(u,k)b∗ (i) and γ(u,k)b∗ (i)

Find uδ from δ
(u,k)
b∗ (i) and uγ from γ

(u,k)
b∗ (i)

gnb scr[uδ]← gnb scr[uδ] + 1
zs scr[uγ ]← zs scr[uγ ] + 1

end for
end for
final score← (0.65 ∗ zs scr) + (0.35 ∗ gnb scr)
normalized score← final score/

∑4
j=1 final score[j]

In searching for the best approach to reflectance classifi-
cation, we also investigated the z-score method [19] widely
used for identifying the most probable distribution of an
observation. Here, the most likely distribution is the one
with the minimal z-score. Following the same logic as
GNB, the goal is to identify the most probable distribution
γ
(u,k)
b∗ (i) = arg min

u=1,..,4||k=1,..,4

z(rib∗ ,Θ
(u,k)
b∗ ), ∀ i ∈ {1 . . . nb∗}

where z(rib∗ ,Θ
(u,k)
b∗ ) = |rib∗ − µ

(u,k)
b∗ | / σ(u,k)

b∗ denotes the
absolute z-score measures the distance of an observation rib∗

from the mean of a distribution Θ
(u,k)
b∗ in standard deviation

units. Following the same idea, as GNB-scoring, we call the
z-score approach ZS-scoring.

However, these two methods failed to yield satisfactory
results. Analysis of successful classifications by both meth-
ods revealed that the GNB-scoring was more effective for
images with partial butterfly appearances, while the ZS-scoring
performed better for images with complete appearances (see
Fig. 5). This insight led us to introduce a third scoring
method based on a weighted combination of the two previous
approaches, as presented in Alg 1. A preliminary study was
conducted on a training set of 160 raw spatio-spectral images
to find the best weights for the convex combination of the two
approaches, where α represents the weight for Z-Scoring and
(1− α) the weight of GNB-Scoring with α ∈ [0; 1]. Using a
learning rate of αlr = 0.05, we evaluated the accuracy of the
training set based on the value of α. The best performance
was achieved for α = 0.65.

V. RESULT AND DISCUSSIONS

To test our model, we randomly selected 96 spatio-spectral
raw images that were not used for species characterization,
and where the specimens present in the images were not
involved in the characterization process. In a sample image,
a butterfly is located either in the visible spectrum or in the
infrared zone, on average over 25 to 30 successive spectral
layers, and the butterfly species is known for the evaluation
process. For each image, the scores are estimated as in Alg.
1 according to the four species. Based on our methodology,
we also tested the Multinomial Logistic Regression [3] and
KNN models [2] (MLR-scoring and KNN-scoring). Table I
presents the confusion matrix for all 96 images, revealing
that our method achieved an accuracy of 75%, better than
GNB-scoring and ZS-scoring methods applied separately. It
also performs better than some of the state-of-the-art models
used to classify butterfly species in RGB images. The results
also indicate significant confusion between the DC and AO
species. This confusion is due to the overlap of some Gaussian
distributions extracted during the characterization phase of
each species. Given the strong correlation between successive
and closely related spectral layers, this distribution overlap
can occur across several successive spectral layers. From the
confusion matrix, we note a slightly higher accuracy on images
where the butterfly is detected in the near-infrared spectrum, at
85%, compared to 65% for detection in the visible spectrum.

To evaluate the robustness of our method compare to others,
we repeated the previous experiment on our 96 images, but
this time adding Gaussian noise to the reflectance vectors
rb∗ . This is to simulate the additive noise introduced during
acquisition step due to the camera’s high temperature or when
the illumination is very strong. For this purpose, we evaluate
the accuracy of our proposed method compared to others
across various signal-to-noise ratio (SNR) values (see Fig. 6).
We observe better performance for our method and a good
stability of the overall accuracy around 27 dB. Furthermore,
better performance is observed for NIR detections compared



(a) our method vs. others (b) our method in all spectral zones

Fig. 6. Accuracy classification given multiple SNR on test images

to those in VIS. This indicates a greater robustness of NIR
to noise and demonstrates the relevance of detecting these
butterfly species in the near-infrared.

VI. CONCLUSION

Recognizing butterfly species in an outdoor area with an
HSI camera becomes attractive owing to the faculty to provide
information in several spectral layers. However, we propose
here to use a spatio spectral camera in a non conventional
way by using a single image thus providing a partial datacube
of the sample butterfly. Using a pre trained probabilistic model
for characterization of species, a combined method based on
both Z-score and Gaussian Naive Bayes approach is proposed
for real time processing. Results on noisy sample images show
good accuracy with respect to both Z-score based methods or
Gaussian Naive Bayes methods. Perspective work may focus
on non binary local decision to keep alive a doubt when two
hypotheses are similar and also includes more relevant species.
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12/12
(100 %)
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