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New results on biorthogonal families in cylindrical domains

and controllability consequences

F. Ammar Khodja∗, A. Benabdallah†, M. González-Burgos‡, M. Morancey§

and L. de Teresa¶

Abstract

In this article we consider moment problems equivalent to null controllability of
some linear parabolic partial differential equations in space dimension higher than one.
For these moment problems, we prove existence of an associated biorthogonal family
and estimate its norm. The considered setting requires the space domain to be a
cylinder and the evolution operator to be tensorized.

Roughly speaking, we assume that the so-called Lebeau-Robbiano spectral inequal-
ity holds but only for the eigenvectors of the transverse operator. In the one dimensional
tangent variable we assume the solvability of block moment problem as introduced in
[Benabdallah, Boyer and Morancey - Ann. H. Lebesgue. 3 (2020)].

We apply this abstract construction of biorthogonal families to the characterization
of the minimal time for simultaneous null controllability of two heat-like equations in
a cylindrical domain. To the best of our knowledge, this result is unattainable with
other known techniques.
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1 Introduction

1.1 Biorthogonal families and moment method

The first results on the boundary or internal null-controllability at a positive time T of the
heat equation were obtained in the 70’s (see [14], [15], [13]) using the moment method. This
technique consists in writting a null controllability objective as a moment problem satisfied
by the control. In those references, this moment problem is solved thanks to a biorthogonal
family in L2(0, T ; R) to

{
t 7→ e−λkt

}
k≥1

where {−λk}k≥1 is the sequence of eigenvalues of

the Dirichlet Laplace operator. As proved in [27] a necessary and sufficient condition of
existence of such biorthogonal family is the convergence of the series

∑
k≥1

1
λk

. Therefore, the

Weyl’s asymptotic restricts this approach to the one dimensional heat equation.
In several space dimensions, other techniques were required to control to zero the heat

equation. In particular, the use of Carleman inequalities (see [21] and [17] for the main
references) generated a lot of results.

Yet, in the last fifteen years the moment method was used again in the context of
parabolic control problems. In particular, it allowed to solve control problems that seemed
unattainable by Carleman’s inequalities. One can cite for example, the boundary control
of coupled parabolic equations [16]. It also allowed to deal with some parabolic control
problems in which a positive minimal time or geometric conditions on the control region
may be required for null controllability to hold (see for instance [2, 3, 11, 24]). These are
high-frequency phenomena due for instance to eigenvalue condensation and/or eigenvector
localization which are well captured by the biorthogonal families.

Let us also mention that this strategy also allowed to study null controllability for
degenerate parabolic operators [9, 10].

Recently, to take into account condensation of eigenvectors, the use of biorthogonal
families to solve moment problems was replaced by the resolution of appropriate block
moment problems (see [5, 8]) still under the assumption that the series of the inverse of
the eigenvalues converges. This allows to consider situations in which the eigenvectors also
condensate.

The natural question is then to study the phenomenon in higher dimensions, i.e., when
this series does not converge. Very few results are available in this direction. Let us mention
the recent work [7] where the authors prove null controllability in any time of two coupled
heat equations in a rectangle with distinct diffusion speeds when the controls acts on two
non parallel sides. Their proof relies on the moment method with a subtle decomposition
of the moment problem into an infinite family of one dimensional moment problems. Their
construction does not seem to be easily generalizable and the proved result is not contained
in our study.

Thus, the main question addressed in this paper is the construction of biorthogonal
families associated with moment problems coming from parabolic control problems in space
dimensions larger than one.
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1.2 Biorthogonal families in higher dimension and strategy of proof

To expose more precisely the problem solved in this article, we introduce an abstract control
problem

(1)

{
y′ +Ay = Bu
y(0) = y0

on a Hilbert space H. Assume that A generates a C0−semigroup and that B ensures well-
posedness for any u ∈ L2(0, T ;U) where U is the Hilbert space of controls. The precise
setting under study (with tensorized operators and cylindrical geometry) will be specified
later on. We assume that the operator A∗ has a family of eigenvalues Λ ⊂ (0,+∞) and
that the family of associated eigenvectors {φλ}λ∈Λ forms a complete family in the state
space. Then, the control u ∈ L2(0, T ;U) is such that y(T ) = 0 if and only if

(2)

∫ T

0

〈
u(T − t), e−λtB∗φλ

〉
U
dt = −e−λT 〈y0, φλ〉 , ∀λ ∈ Λ.

Thus, an appropriate generalization of biorthogonal families to the time exponentials is a
family {qµ}µ∈Λ ⊂ L2(0, T ;U) such that

(3)

∫ T

0

〈
qµ(t), e−λtB∗φλ

〉
U
dt = δλµ, ∀λ, µ ∈ Λ

where δλ,µ denotes the Kronecker delta function. As noticed for instance in [23], when the
family of eigenvectors {φλ}λ∈Λ forms a Hilbert basis of the state space, then (2) gives that
spectral null controllability in time T (that is when the initial condition is any eigenvector)
implies the existence of a biorthogonal family satisfying (3) and every bound on the control
cost translates into bounds on this biorthogonal family. Thus, for example, if Ω is any
smooth domain in Rn, A is the Laplace-Dirichlet operator and B = 1ω with ω ⊂ Ω an open
set, then for any T > 0 a biorthogonal family in the sense of (3) exists and satisfies

‖qλ‖L2((0,T )×ω;R) ≤ CeC
√
λ, ∀λ ∈ Λ.

More generally, following the Lebeau-Robbiano iteration scheme (see [21]) this holds in
any setting where {φλ}λ∈Λ is a Hilbert basis and the following so-called Lebeau-Robbiano
spectral inequality holds∥∥∥∥∥∥

∑
√
λ≤N

aλφλ

∥∥∥∥∥∥
L2(Ω;R)

≤ eCN
∥∥∥∥∥∥
∑
√
λ≤N

aλφλ

∥∥∥∥∥∥
L2(ω;R)

for any N ≥ 1 and {aλ}λ∈Λ ⊂ R.
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Our goal is thus to prove the existence of biorthogonal families as defined in (3) with
suitable estimates but under weaker assumptions. Namely, we consider Ω = Ω1 × (0, π)
and the underlying evolution operator is assumed to be tensorized. A precise formulation
of the assumptions is given in Section 2.1. We still assume such a spectral inequality but
only for the eigenvectors associated to the transverse operator. In the tangential variable,
we will use results from [5]. Thus, our assumptions on the eigenvalues of the adjoint of
the tangential operator include the summability of the series of their inverse as well as a
weak-gap condition (see (13)).

Let us insist on the fact that our main result, Theorem 1, is about biorthogonal families.
Though the moment problem (2) (and thus the definition of biorthogonal families in (3))
comes from the null controllability of system (1), the study of these biorthogonal families
is of interest regardless of the controllability properties. For instance, at a given final time
T > 0, problem (1) might not be null controllable whereas at the same time a biorthogonal
family in the sense of (3) does exist.

To avoid drowning the ideas into technicalities and notation, let us present our strategy
of proof on the following example. Let Ω = (0, π)2 and

(4)


∂ty −∆y = δx01ω(x′)u(t, x′, x), (t, x′, x) ∈ (0, T )× Ω,

y = 0, on (0, T )× ∂Ω,

y(0, x′, x) = y0(x′, x), (x′, x) ∈ (0, π)2.

We emphasize that our study is not limited to this particular example but encompasses
the abstract setting described in Section 2.

In (4), the control has its support located on a segment parallel to one of the axes.
This generalizes the study of [12] for the one dimensional system

(5)


∂ty − ∂xxy = δx0u(t, x), (t, x) ∈ (0, T )× (0, π),

y(t, 0) = y(t, 1) = 0, t ∈ (0, T ),

y(0, x) = y0(x), x ∈ (0, π).

There it is proved that the minimal time for null controllability in H−1(0, π;R) is

T0(x0) = lim sup
k→+∞

− ln | sin(kx0)|
k2

.

In [26], the author proved that the 2D system (4) is null controllable in any time T > 0 un-
der assumptions on x0 that implies that T0(x0) = 0 and that the cost of null controllability
in small time of (5) is dominated by eC/T .

His strategy consists in proving first the null controllability of (4) when ω = (0, π)
using the null controllability of the associated one dimensional system (5) and the fact
that {x′ 7→ sin(mx′)}m≥1 is a Hilbert basis of L2(0, π;R). Then, using a Lebeau-Robbiano
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like strategy inspired by [4], this null controllability is transferred to (4) with ω an open set
in (0, π). This step uses, in a crucial way, that the associated one dimensional problem (5)
is null controllable in any final time T > 0, as well as the estimate on the cost of null
controllability.

The general construction of a biorthogonal family given by Theorem 1 applies to the
moment problem associated with (4) for any x0 ∈ (0, π) such that x0

π 6∈ Q, which is a
necessary and sufficient condition for the approximate controllability. The estimates on
this biorthogonal family given in Theorem 1 imply that T0(x0) is also the minimal null
control time for system (4) from H−1((0, π) × (0, π);R). To the best of our knowledge,
such a result is not known and, at present, not attainable by other techniques than the
moment method.

Let us present our construction of a biorthogonal family associated to the problem (4).

• Notion of biorthogonal family.

In this case the eigenvalues of (the adjoint of) the evolution operator are explicitly
given by

Λ = {k2 +m2 : k,m ≥ 1}

and for k,m ≥ 1 an eigenvector associated to k2 +m2 is given by

ϕm,k : (x′, x) ∈ (0, π)2 7→ sin(kx) sin(mx′).

Thus, the moment problem (2) reads as follows: the solution y of (4) satisfies y(T ) = 0
if and only if for any k,m ≥ 1,
(6)∫ T

0

∫
ω
u(T−t, x′)e−(k2+m2)t sin(mx′) sin(kx0)dx′dt = −e−(k2+m2)T 〈y0, ϕm,k〉H−1,H1

0
.

Thus, we look for a biorthogonal family {Qm,k}k,m≥1 ⊂ L2((0, T )×ω;R) in the sense
that

(7) sin(kx0)

∫ T

0

∫
ω
Qn,`(t, x

′)e−(k2+m2)t sin(mx′)dx′dt = δk`δmn,

for any k, ` ≥ 1 and any m,n ≥ 1.

In the general setting we will look for a biorthogonal family to F
(j)
m,k as defined by (24).

• A simpler problem.

In this article we were strongly inspired by [15]. There, the authors design biorthog-
onal families to

{
t 7→ e−λt

}
λ∈Λ

in L2(0, T ;R). Following [27], their strategy first

consists in solving the simpler problem to find a biorthogonal family in L2(0,+∞;R)
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and then to deduce a biorthogonal family in L2(0, T ;R) studying the properties of the
restriction operator on appropriate spaces. We follow this idea but with a restriction
in the x′ variable instead of the time variable.

Thus, a first step is to design a biorthogonal family in the sense of (7) but in the
simpler case where ω = (0, π). From previous results (for instance [5, 18]), for any
fixed m ≥ 1, there exists {q̃m,k}k≥1 ⊂ L

2(0, T ;R) such that

sin(kx0)

∫ T

0
q̃m,`(t)e

−(k2+m2)tdt = δk`, ∀k, ` ≥ 1,

and

‖q̃m,k‖L2(0,T ;R) ≤ C
eC
√
k2+m2

| sin(kx0)|
, ∀k, ` ≥ 1.

This step crucially uses that the series of the inverse of the eigenvalues of (the adjoint
of) the tangential operator converges. The general version of this result is Proposi-
tion 18.

Then, we define

qm,k : (t, x′) ∈ (0, T )× (0, π) 7→ q̃m,k(t) sin(mx′), ∀k,m ≥ 1.

Thus, for any k, ` ≥ 1 and any m,n ≥ 1, we have

sin(kx0)

∫ T

0

∫
ω
qn,`(t, x

′)e−(k2+m2)t sin(mx′)dx′dt

= sin(kx0)

∫ T

0
q̃n,`(t)e

−(k2+m2)tdt

∫ π

0
sin(nx′) sin(mx′)dx′

=δmn sin(kx0)

∫ T

0
q̃n,`(t)e

−(k2+m2)tdt

=δmnδk`

and

‖qm,k‖L2((0,T )×(0,π);R) ≤ C
eC
√
k2+m2

| sin(kx0)|
, ∀k, ` ≥ 1.

This step crucially uses orthogonality of the eigenvectors of the transverse operator

which allows to consider a biorthogonal family to
{
t 7→ e−(k2+m2)t

}
k≥1

for every fixed

m ≥ 1.

The general version of this construction of a biorthogonal family in L2((0, T )×Ω1;U2)
is given in Proposition 12.
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• The restriction operator.

Now, following the strategy developed in [15, 27], we prove that the restriction oper-
ator

Rω : ϕ 7→ ϕ|ω

is an isomorphism between appropriate spaces. Having in mind integrated observ-
ability inequalities (see for instance [22, Section 3.3], which was the other great source
of inspiration for the present paper), we introduce a weight function and prove that
for α > 0 sufficiently large we have

(8)

∫ T

0

∫ π

0
e−

α
t

∣∣PN (t, x′)
∣∣2 dx′dt ≤ C ∫ T

0

∫
ω
e−

α
t

∣∣PN (t, x′)
∣∣2 dx′dt,

for any N ≥ 1 and any PN given by

PN (t, x′) =
∑

k,m≤N
am,ke

−(k2+m2)t sin(mx′).

The weight function in the left-hand side of (8) led us to modify the biorthogonal
family designed in the previous step requiring that it vanishes near t = 0.

The proof of (8) is too technical to be completely detailed in this introductory section
but let us present the main ingredients. It relies on the fact that the eigenvectors in
the transverse variable {x′ 7→ sin(mx′)}m≥1 satisfy the spectral inequality

∫ π

0

∣∣∣∣∣∣
∑
m≤N

bm sin(mx′)

∣∣∣∣∣∣
2

dx′ ≤ CeCN
∫
ω

∣∣∣∣∣∣
∑
m≤N

bm sin(mx′)

∣∣∣∣∣∣
2

dx′

and the identity ∫ T

0

∫ π

0
PN (t, x′)qm,k(t, x

′)dx′dt = am,k

where {qm,k}k,m≥1 is the biorthogonal family designed at the previous step. The
estimate of the norm of this biorthogonal family allows to estimate the coefficients
am,k with the norm of PN (see Lemma 7 in the general setting). Then, the proof
of (8) amounts to estimate the rest of a converging series (see (51)) which converges
since the dissipation speed in the transverse variable is stronger than the cost coming
from the spectral inequality. Hence, the proof of (8) uses the same ingredients as the
classical Lebeau-Robbiano strategy, especially from the point of view of observability
as developed in [22], but without using a partition of the time interval that usually
requires controllability (or observability) in arbitrary small time.

Then, inequality (8) implies that the restriction operator

Rω : ϕ 7→ ϕ|ω
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is an isomorphism between appropriate Hilbert spaces (see (34)). This gives, from
{qm,k}k,m≥1 (the biorthogonal family in L2((0, T )×(0, π);R)) the sought biorthogonal

family (7) satisfying

‖Qm,k‖L2(0,T ;R) ≤ C
eC
√
k2+m2

| sin(kx0)|
, ∀k, ` ≥ 1.

The general version of (8) is given in Theorem 2 and the general version of the
isomorphism property is given in Theorem 3.

1.3 Structure of the article

To end this introduction, let us present the structure of this article.
In Section 2, we precisely state our assumptions and our main result (see Theorem 1)

concerning the existence and estimate of biorthogonal families.
Section 3 is devoted to the restriction operator in the variable x′. We state (see Theo-

rem 3) and prove the needed isomorphism property between appropriate spaces.
Then, in Section 4 we prove Theorem 1: we design biorthogonal families in the simpler

case ω = Ω1 in Section 4.1 and detail how the isomorphism property of the restriction
operator allows to conclude (see Proposition 11).

We provide in Section 5 an application of this abstract construction of biorthogonal
families to the characterization of the minimal time for simultaneous controllability of two
linear parabolic partial differential equations.

In Section 6, we provide an extension to the resolution of moment problem associated
with operators with geometrically multiple eigenvalues.

In Appendix A we recall the construction of biorthogonal families obtained in [8].
Finally, in Appendix B, we revisit the classical Leabeau-Robbiano construction from the
point of view of biorthogonal families. In particular, we prove that the obtained estimates
on the restriction operator are sufficiently sharp to recover the bounds given by Miller
in [22] on the cost of null-controllability of the heat equation in small time.

2 Main results

Let us fix d ≥ 2, T > 0, Ω = Ω1 × (0, π) ⊂ Rd, with Ω1 ⊂ Rd−1 a bounded domain with
boundary ∂Ω1 ∈ C1, and ω ⊂ Ω1, an arbitrary non-empty open set of Rd−1.

Let us fix some general notations that will be used all along this work. First, we will
write

(9)

{
(x′, x) ∈ Rd, with x′ = (x1, · · · , xd−1) ∈ Ω1 and x ∈ (0, π),

QT := (0, T )× Ω and ΣT := (0, T )× ∂Ω.
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Secondly, if S ⊂ (0,∞) is a sequence, we will use the notation NS for the counting
function associated to S, i.e., for the function NS given by

(10) NS(r) := ] {λ ∈ S : λ ≤ r} , r ∈ (0,∞).

The main result of this paper establishes the existence of a biorthogonal family to an
appropriate sequence of functions in L2(QT ). Before stating it, let us introduce the main
hypotheses of this work.

2.1 Assumptions

Let us consider two real non-decreasing sequences Λ1 ⊂ (0,∞) and Λ2 ⊂ (0,∞) satisfying
the following properties:

Λ1: There exist positive constants κ1 and θ1 such that

(11) NΛ1(r) ≤ κ1r
θ1 , ∀r ∈ (0,∞)

whereNΛ1 is the counting function associated to Λ1, see (10). We denote the elements
of Λ1 by Λ1 := {µm}m≥1.

Λ2: There exist two constants κ > 0 and θ ∈ (0, 1) such that

(12) |NΛ2(r1)−NΛ2(r2)| ≤ κ
(

1 + |r1 − r2|θ
)
, ∀r1, r2 ∈ (0,∞),

where NΛ2 is the counting function associated to Λ2.

Notice that (12) implies the weak-gap condition: for any ρ > 0 and any x > 0

] [Λ2 ∩ (x− ρ/2, x+ ρ/2)] ≤ NΛ2

(
x+

ρ

2

)
−NΛ2

(
x− ρ

2

)
≤ κ(1 + ρθ).

In all what follows we consider ρ > 0 fixed and p ∈ N such that

(13) ] [Λ2 ∩ (x− ρ/2, x+ ρ/2)] ≤ p, ∀x > 0.

Following [8, Proposition 2.2], if the sequence Λ2 satisfies (13) there exists a countable
family {Gk}k≥1 of disjoint subsets of Λ2 satisfying

Λ2 =
⋃
k≥1

Gk, Gk =
{
λ

(1)
k , . . . , λ

(gk)
k

}
, λ

(1)
k < λ

(2)
k < · · · < λ

(gk)
k ,(14)

gk ≤ p, maxGk −minGk ≤ ρ, C(p, ρ) ≤ minGk+1 −maxGk, ∀k ≥ 1,(15)

with C(p, ρ) a new positive constant only depending on p and ρ.
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Let B1 := {ψm}m≥1 be an orthonormal basis of L2(Ω1).
Let U2 be a Hilbert space with inner product and associated norm respectively denoted

by (·, ·)U2 and ‖ · ‖U2 . Let us also consider an operator

C2 ∈ L(H2(0, π) ∩H1
0 (0, π),U2).

Let us assume that, associated to the sequence Λ2 given by (14), we have B2 ⊂ L2(0, π), a
family of L2(0, π), given by

(16) B2 :=
⋃
k≥1

Bk, Bk =
{
φ

(1)
k , . . . , φ

(gk)
k

}
⊂ H2(0, π) ∩H1

0 (0, π), ∀k ≥ 1,

and satisfying

(17) C2φ
(j)
k 6= 0, ∀k ≥ 1 and j : 1 ≤ j ≤ gk.

Finally, we assume that there exists β > 0 and ϑ ∈ (0, 1) such that the following inequality

(18)

∫
Ω1

∥∥∥∥∥∥
∑
µϑm≤λ

Gmψm(x′)

∥∥∥∥∥∥
2

U2

dx′ ≤ eβλ
∫
ω

∥∥∥∥∥∥
∑
µϑm≤λ

Gmψm(x′)

∥∥∥∥∥∥
2

U2

dx′,

holds for any λ ∈ (0,∞) and any Gm ∈ Span
{
C2φ

(j)
k : k ≥ 1, 1 ≤ j ≤ gk

}
for any m ≥ 1.

Remark 1. For applications to the study of null controllability for parabolic problems the
main settings we have in mind are boundary control or distributed control that is to say,
respectively,

U2 = R and C2φ
(j)
k = −

(
φ

(j)
k

)′
(0)

or
U2 = L2(0, π) and C2φ

(j)
k = 1(a,b)φ

(j)
k

with 0 ≤ a < b ≤ π. Let us mention that, in these two settings, the validity of inequal-
ity (18) is a direct consequence of the following so-called spectral inequality associated with
B1:

(19)

∫
Ω1

∣∣∣∣∣∣
∑
µϑm≤λ

bmψm(x′)

∣∣∣∣∣∣
2

dx′ ≤ eβλ
∫
ω

∣∣∣∣∣∣
∑
µϑm≤λ

bmψm(x′)

∣∣∣∣∣∣
2

dx′,

for any λ ∈ (0,∞) and {bm}m≥1 ∈ `2. This will be detailed on actual examples in Section 5.

The above hypotheses can be written more concisely as follows:
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Assumption 1. We have two positive real sequences Λ1 and Λ2, an orthonormal basis B1

of L2(Ω1), a sequence B2 in L2(0, π), a Hilbert space U2, and an operator C2 ∈ L(H2(0, π)∩
H1

0 (0, π),U2) such that
Λ1 satisfies (11) with κ1, θ1 > 0;

Λ2 satisfies (12) and (13) with p ∈ N, ρ, κ > 0 and θ ∈ (0, 1);

B2 is given by (16) and satisfies (17) ;

the spectral inequality (18) holds with β > 0 and ϑ ∈ (0, 1).

The sequence Λ2 is labeled accordingly to the grouping (14), (15).

Remark 2. Notice that assumption (12) also implies

(20) NΛ2(r) ≤ 2κrθ, ∀r ∈ (1,∞).

From Weyl’s law, this explains why the tangential variable x is one dimensional in our
study. To fit into the framework of [8], we will write Λ2 ∈ L(p, ρ, θ, κ), where

(21) L(p, ρ, θ, κ) := {Λ : Λ ⊂ (0,∞) is a sequence satisfying (13) and (12)} .

2.2 The main result

With the notations of Section 2.1 (see Assumption 1), let us consider

(22)

 e
(j)
k (t) = e−λ

(j)
k tC2φ

(j)
k ∈ U2, ∀k ≥ 1 and j : 1 ≤ j ≤ gk,

e
(j)
m,k(t) = e−λ

(j)
m,ktC2φ

(j)
k ∈ U2, ∀m, k ≥ 1 and j : 1 ≤ j ≤ gk,

where t ∈ (0, T ) and λ
(j)
m,k is given by

(23) λ
(j)
m,k = µm + λ

(j)
k , (m, k) ∈ N2, 1 ≤ j ≤ gk.

We will also use the sequence F :=
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

of elements of U2 given by

(24) F
(j)
m,k(t, x

′) := e
(j)
m,k(t)ψm(x′) = e−λ

(j)
m,ktψm(x′)C2φ

(j)
k , (t, x′) ∈ (0, T )× Ω1,

for any m, k ≥ 1 and j : 1 ≤ j ≤ gk, where λ
(j)
m,k is given by (23). For any k ≥ 1, we define

the matrix

(25) Mk =

gk∑
`=1

GramU2

(
δ1
k,`C2φ

(1)
k , . . . , δgkk,`C2φ

(gk)
k

)
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where

(26)


δjk,1 = 1, ∀1 ≤ j ≤ gk,

δjk,` =
`−1∏
i=1

(
λ

(j)
k − λ

(i)
k

)
.

From [8, Proposition 13], we have that assumption (17) implies that the matrix Mk is
invertible.

The main result of this paper establishes the existence of a biorthogonal family associ-

ated to the sequence
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T ) × ω;U2) and provides an estimate of the

norm of its elements. It reads as follows:

Theorem 1. Let us assume that (Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 1. Then, there
exists a constant C > 0, only depending on p, ρ, θ, κ, β, ϑ, θ1 and κ1, such that for any

T > 0, the sequence
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

(see (24)) admits a biorthogonal family
{
Q

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )× ω;U2), i.e., such that for any m,n ≥ 1, any k, ` ≥ 1, any j : 1 ≤ j ≤ gk and
any i : 1 ≤ i ≤ g` we have∫ T

0

∫
ω

〈
Q

(j)
m,k(t, x

′), F
(i)
n,`(t, x

′)
〉
U2
dx′dt = δmnδk`δji,

that satisfies
(27)∥∥∥Q(j)

m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ C exp

(
C
T b

+
C
T θ′

)
exp

(
C
[
λ

(1)
m,k

] b
1+b

+ C
[
λ

(1)
m,k

]θ)(
M−1
k

)
j,j
,

for any m, k ≥ 1 and j : 1 ≤ j ≤ gk, where Mk is the matrix defined in (25) and θ′ is given
by

(28) θ′ =
θ

1− θ
∈ (0,∞),

and b is given by and

(29) b := ϑmax

{
1

1− ϑ
,

1

1− θ

}
.

The proof of Theorem 1 will be done in the next two sections. First, the idea consists
in proving that the sequence F (see (24)) has a biorthogonal family in L2((0, T )×Ω1;U2).
In this step we will use that the set {ψm}m≥1 is an orthonormal basis of L2(Ω1) (see
Section 4.1).

12



Then, the main argument in the proof of Theorem 1 is the following one: we define the
restriction operator from the closed subspace of L2

ρ((0, T ) × Ω1;U2) (with an appropriate
weight function which blows up near t = 0) spanned by F into Eω, the subspace of
L2((0, T )×ω;U2) spanned by the restriction to ω of the elements of F . We prove that this
operator is a bi-continuous bijection between the two spaces (see Section 3) which allows
to deduce that F has a biorthogonal family in L2((0, T )×ω;U2) (see Section 4.2). In fact,

this biorthogonal family
{
Q

(j)
m,k

}
m,k≥1
1≤j≤gk

belongs to the space Eω and, in consequence, is

unique and optimal.

Remark 3. From the expression of the constant b (see (29)), we deduce:

• If ϑ ≤ θ then b = ϑ
1−θ ≤ θ

′ and b
1+b ≤ θ. In this case, inequality (27) becomes∥∥∥Q(j)

m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ C exp

(
C
T θ′

)
exp

(
C
[
λ

(1)
m,k

]θ)(
M−1
k

)
j,j
,

for a new positive constant C and any m, k ≥ 1 and j : 1 ≤ j ≤ gk.

• If ϑ ≥ θ then b = ϑ
1−ϑ ≥ θ

′ and θ ≤ b
1+b . In this case, inequality (27) becomes∥∥∥Q(j)

m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ C exp

(
C
T b

)
exp

(
C
[
λ

(1)
m,k

] b
1+b

)(
M−1
k

)
j,j
,

for a new positive constant C and any m, k ≥ 1 and j : 1 ≤ j ≤ gk.

Remark 4. The formulation of assumption (18) can be compared with [22, Assumption
(6)]. Roughly stated, in [22], the author proves that

• if observability holds in any time for a reference operator

• and the considered observation operator and this reference operator satisfy a spectral
inequality [22, Assumption (6)]

then observability holds in any time for the considered operator.
Theorem 1 can somehow be seen as the analogous of [22] for biorthogonal families.

Indeed our assumptions on Λ2 implies the existence of biorthogonal families in L2((0, T )×
Ω1;U2) and the spectral inequality (18) allows to transfer it to a biorthogonal families in
L2((0, T )× ω;U2).

The geometrical setting we consider is less general than the one of [22] but our assump-
tions are weaker since the spectral inequality is only assumed for the eigenvectors of the
transverse operator. Also our results allow to study null controllability for a fixed given
final time T > 0 and is not limited to situations where null controllability holds at any
time. Thus our results are not contained in [22] and conversely they do not completely
cover the setting of [22]. Nevertheless, our method allows us to obtain some of the results
of [22]. This is illustrated in Appendix B where, for simplicity, we only treat a particular
case. The method can be extended to more general cases.

13



2.3 Notation

We gather in this section some notation that will be used throughout this article.

Divided differences.

In all this manuscript the notation f [x1, . . . , xn] denotes divided differences. For
pairwise distinct x1, . . . , xn ∈ R and f1, . . . , fn in a real vector space, the divided
differences are defined by

f [xi] = fi, ∀i ∈ {1, . . . , n}

and then recursively for any k ∈ {2, . . . , n}, for any pairwise distinct i1, . . . , ik ∈
{1, . . . , n}, by

f [xi1 , . . . , xik ] =
f [xi1 , . . . , xik−1

]− f [xi2 , . . . , xik ]

xi1 − xik
.

We will use the mean value theorem for divided differences. It states that if f is a
n times differentiable function then, for any k ∈ {2, . . . , n}, for any pairwise distinct
i1, . . . , ik ∈ {1, . . . , n}, there exists z ∈ Conv {xi1 , . . . , xik} such that

f [xi1 , . . . , xik ] =
f (k−1)(z)

(k − 1)!

where fi = f(xi).

Linear combination.

Recall that F
(j)
m,k is defined in (24) by

F
(j)
m,k(t, x

′) = e−λ
(j)
m,ktψm(x′)C2φ

(j)
k ∈ U2,

for (t, x′) ∈ (0, T )×Ω1, m, k ≥ 1 and j : 1 ≤ j ≤ gk. In this article we will often deal
with elements of

span
{
F

(j)
m,k : k,m ≥ 1, j : 1 ≤ j ≤ gk

}
.

These finite combinations of the functions F
(j)
m,k will be denoted by

(30) PN (t, x′) :=
∑

µϑm,k≤N

gk∑
j=1

a
(j,N)
m,k F

(j)
m,k(t, x

′) =
∑
µϑm≤N

G(N)
m (t)ψm(x′),

where (t, x′) ∈ (0, T )× Ω1, λ
(j)
m,k is given in (23),

(31) G(N)
m (t) :=

N∑
k=1

g
(N)
m,k(t), g

(N)
m,k(t) :=

gk∑
j=1

a
(j,N)
m,k e−λ

(j)
m,ktC2φ

(j)
k ∈ U2,

and a
(j,N)
m,k ∈ R, for any k,m ≥ 1 : k, µϑm ≤ N and 1 ≤ j ≤ gk.
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Weights and functional spaces.

For any α > 0, let us introduce the function

(32) ηα(x′) =

{
0 if x′ ∈ ω
αβ if x′ ∈ Ω1\ω,

where β > 0 is the constant appearing in (18). We also introduce the Hilbert spaces

(33) L2
ηα ((0, T )× Ω1;U2) :=

{
f :

∫ T

0

∫
Ω1

e
− ηα(x′)

tb
∥∥f(t, x′)

∥∥2

U2 dt dx
′ <∞

}
,

with b > 0 given by (29). This space is equipped with the scalar product

(f, g)L2
ηα ((0,T )×Ω1;U2) =

∫ T

0

∫
Ω1

e
− ηα(x′)

tb 〈f, g〉U2 dt dx
′, ∀f, g ∈ L2

ηα((0, T )× Ω1;U2).

We can now define the Hilbert spaces:

(34)


Eηα = span

{
F

(j)
m,k : k,m ≥ 1, j : 1 ≤ j ≤ gk

}L2
ηα ((0,T )×Ω1;U2)

,

Eω = span
{
F

(j)
m,k|ω : k,m ≥ 1, j : 1 ≤ j ≤ gk

}L2((0,T )×ω;U2)

,

where F
(j)
m,k is given in (24).

3 The restriction operator

In this section we provide the main idea used in the proof of Theorem 1. We will prove
(see Theorem 3) that the restriction operator 1ω is a bi-continuous bijection between the

closed subspace of L2
ηα((0, T ) × Ω1;U2) spanned by

{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

and the subspace of

L2((0, T )×ω;U2) spanned by
{
F

(j)
m,k|ω

}
m,k≥1
1≤j≤gk

. Recall that we are using the notations and

assumptions of Section 2.1 for the sequences Λ1 and Λ2.
The key point to study the restriction operator is the following result:

Theorem 2. Let us assume that (Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 1. Then, there
exist α > 0 (only depending on p, ρ, θ, κ, β, ϑ and θ1) and τ0 ∈ (0, 1] (only depending on
p, ρ, θ, κ, β, ϑ, θ1 and κ1) such that

(35)

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 6

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt,

for any T ∈ (0, τ0], any N ≥ 1 and any PN given by (30), β is the constant in (18) and b
is given by (29).
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The proof of Theorem 2 is postponed to Section 3.2.

Remark 5. When T > 0 is arbitrary, it is possible to prove a slightly different version of
Theorem 2. For the details, see Remark 9 and Theorem 10.

The weight appearing in the left-hand side of inequality (35) motivates the definition
of the function ηα (see (32)). From this definition, it is clear that

L2((0, T )× Ω1;U2) ↪→ L2
ηα((0, T )× Ω1;U2)

with continuous injection. On the other hand, if ϕ ∈ L2
ηα((0, T ) × Ω1;U2), we then have

ϕ|ω ∈ L2((0, T )× ω;U2). Therefore, we can define the restriction operator

Rω : L2
ηα((0, T )× Ω1;U2)→ L2((0, T )× ω;U2)(36)

ϕ 7→ Rω(ϕ) = ϕ|ω

which satisfies Rω ∈ L
(
L2
ηα((0, T )× Ω1;U2), L2((0, T )× ω;U2)

)
. The main result of this

section reads as follows:

Theorem 3. Let us assume that (Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 1 and consider
τ0, α > 0, the constants provided by Theorem 2, b given by (29) and ηα, the function defined
in (32) with β > 0 given in (18). Then, if T ∈ (0, τ0], the operator Rω satisfies

(37) ‖ϕ‖2L2
ηα ((0,T )×Ω1;U2) ≤ 7 ‖Rω(ϕ)‖2L2((0,T )×ω;U2) ≤ 7 ‖ϕ‖2L2

ηα ((0,T )×Ω1;U2) , ∀ϕ ∈ Eηα .

Moreover, Rω (Eηα) = Eω and, therefore, Rω ∈ L (Eηα , E
ω) is an isomorphism.

Proof. Let us take α, τ0 > 0 provided by Theorem 2 and b > 0 given by (29). With these
constants, it is possible to apply Theorem 2. As a consequence, let us first prove that

(38) ‖PN‖2L2
ηα

((0,T )×Ω1;U2) ≤ 7 ‖Rω(PN )‖2L2((0,T )×ω;U2) ≤ 7 ‖PN‖2L2
ηα

((0,T )×Ω1;U2) ,

for any N ≥ 1 and PN given by (30), with a
(j,N)
m,k ∈ R, for any k,m ≥ 1 : k, µϑm ≤ N and

1 ≤ j ≤ gk. Using Theorem 2, we have

‖PN‖2L2
ηα

((0,T )×Ω1;U2) =

∫ T

0

∫
(Ω1\ω)

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt+

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

≤
∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt+

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

≤ 7

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt = 7 ‖Rω(PN )‖2L2((0,T )×ω;U2) .
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On the other hand, one has

‖ϕ‖2L2
ηα ((0,T )×Ω1;U2) =

∫ T

0

∫
(Ω1\ω)

e
−αβ
tb
∥∥ϕ(t, x′)

∥∥2

U2 dx
′ dt+

∫ T

0

∫
ω

∥∥ϕ(t, x′)
∥∥2

U2 dx
′ dt

≥
∫ T

0

∫
ω

∥∥ϕ(t, x′)
∥∥2

U2 dx
′ dt.(39)

for any ϕ ∈ Eηα . Thus, (38) holds for any PN given by (30).
Let us prove that Rω (Eηα) ⊆ Eω. Indeed, first, we have

Rω ∈ L
(
Eηα , L

2((0, T )× ω;U2)
)
.

Secondly, we also have

Eω = span
{
Rω
(
F

(j)
m,k

)
: k,m ≥ 1, j : 1 ≤ j ≤ gk

}L2((0,T )×ω;U2)

.

Thus, if ϕ ∈ Eηα there exists a sequence {PN}N≥1 (PN given by (30)) such that PN → ϕ

in L2
ηα((0, T )×Ω1;U2). In particular, Rω (PN ) ∈ Eω and, from (39), Rω (PN )→ Rω(ϕ) in

L2((0, T )× ω;U2). We deduce therefore that Rω(ϕ) ∈ Eω.
Let us now prove the inclusion Eω ⊆ Rω (Eηα). To this end, let us consider ψ ∈ Eω.

From the definition of this space, again, there exists a sequence {PN}N≥1 (PN given by (30))

such that Rω(PN )→ ψ in L2((0, T )×ω;U2). This implies that {Rω(PN )}N≥1 is a Cauchy

sequence in L2((0, T ) × ω;U2) and, from (38), {PN}N≥1 is also a Cauchy sequence in

L2
ηα((0, T )×Ω1;U2). Thus, there exists ϕ ∈ Eηα such that PN → ϕ in L2

ηα((0, T )×Ω1;U2).
Since Rω(PN ) → Rω(ϕ) in L2((0, T ) × ω;U2) (see (39)), we infer that ψ = Rω(ϕ). This
completes the proof of the inclusion.

Finally, inequality (37) is a direct consequence of (38). This ends the proof of the
result.

Remark 6. As in Remark 5, it is possible to prove a new version of Theorem 3 valid for
any T > 0. In this case the positive constant α > 0 depends on p, ρ, θ, κ, β, ϑ, θ1, κ1 and
T . The proof can be deduced using Theorem 10 instead of Theorem 2 and following the
same argument as in the proof of Theorem 3.

The remaining part of this section is dedicated to prove Theorem 2. The proof will use
the preliminary results stated in the following section.

3.1 Preliminary results

Let us start by stating and proving a technical result that will be used below:
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Lemma 4. Let us consider S := {νm}m≥1 ⊂ (0,∞) an increasing sequence satisfying

NS(r) ≤ C̃rq, ∀r ∈ (0,∞),

for two constants C̃ > 0 and q > 0 (the counting function NS is defined in (10)). Then,
there exists a positive constant Ĉ (only depending on C̃ and q) such that

(40)
∑
γ<νm

e−σνm ≤ Ĉ 1 + (σγ)q

σq
e−σγ ,

for any σ, γ > 0.

Proof. Given σ, γ > 0, we can write∑
γ<νm

e−σνm =

∫ ∞
γ

e−σr dNS(r) =
[
e−σrNS(r)

]∞
γ

+ σ

∫ ∞
γ

e−σrNS(r)dr

≤ C̃σ
∫ ∞
γ

rqe−σr dr.

With the change of variable s = σ(r − γ) in this last integral, we get:

∑
γ<νm

e−σνm ≤ C̃
σq
e−σγ

∫ ∞
0

(s+ σγ)q e−s ds =
C̃
σq
e−σγ (J1 + J2) ,

where

J1 =

∫ 1

0
(s+ σγ)q e−s ds ≤ (1 + σγ)q

∫ 1

0
e−s ds ≤ (1 + σγ)q ,

and

J2 =

∫ ∞
1

(s+ σγ)q e−s ds ≤ (1 + σγ)q
∫ ∞

1
sqe−s ds ≤ (1 + σγ)q Γ(q + 1),

where Γ(z) is the gamma function. Therefore,∑
γ<νm

e−σνm ≤ C̃ (1 + Γ(q + 1))
(1 + σγ)q

σq
e−σγ .

Finally, taking into account the inequality

(1 + x)q ≤ max
{

1, 2q−1
}

(1 + xq) , ∀x ∈ [0,∞),

we deduce the existence of a new constant Ĉ, only depending on C̃ and q, for which (40)
holds. This finishes the proof of the result.
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As an intermediate tool, we will use the resolution of some block moment problems as
developed in [5]. The refined estimates given in the following theorem are proved in [8,
Appendix A, Theorem 46].

Theorem 5. Let us fix p ∈ N, ρ, κ > 0 and θ ∈ (0, 1). Then, there exists a constant
C̃0 > 0 (only depending on p, ρ, θ and κ) such that for any T > 0, any Λ2 ∈ L(p, ρ, θ, κ)

(which we will assume is given by (14)) and any
{
f

(j)
k

}
k≥1

1≤j≤gk
⊂ R, there exists a family

{rk}k≥1 ⊂ L2(0, T ) satisfying
∫ T

0
e−λ

(j)
k tr`(t) dt = 0, ∀k, ` ≥ 1 and 1 ≤ j ≤ gk : k 6= `,∫ T

0
e−λ

(j)
k trk(t) dt = f

(j)
k , ∀k ≥ 1 and 1 ≤ j ≤ gk,

and

‖rk‖L2(0,T ) ≤ C̃0 exp

(
C̃0

T θ′

)
e
C̃0

[
λ
(1)
k

]θ
max

1≤j≤gk

{∣∣∣f [λ(1)
k , . . . , λ

(j)
k

]∣∣∣} , ∀k ≥ 1,

with f
[
λ

(j)
k

]
= f

(j)
k , for any k ≥ 1 and j : 1 ≤ j ≤ gk, and θ′ given in (28).

Actually, we will use the following moment problem. It will allow us to deal with the

blow-up of the weight t 7→ exp
(
αβ
tb

)
near t = 0 and to obtain uniform estimates with

respect to m.

Corollary 6. Let us fix p ∈ N, ρ, κ > 0 and θ ∈ (0, 1). Then, there exists a positive
constant C0 (only depending on p, ρ, θ and κ) such that for any T > 0, ε ∈ (0, T/4),

m ≥ 1, Λ2 ∈ L(p, ρ, θ, κ) (given by (14)) and
{
f

(j)
m,k

}
k≥1

1≤j≤gk
⊂ R, there exists a family{

rεm,k

}
k≥1
⊂ L2(0, T ) satisfying

(41)


∫ T

0
e−λ

(j)
m,ktrεm,`(t) dt = 0, ∀k, `,m ≥ 1 and 1 ≤ j ≤ gk : k 6= `,∫ T

0
e−λ

(j)
m,ktrεm,k(t) dt = f

(j)
m,k, ∀k,m ≥ 1 and 1 ≤ j ≤ gk,

(λ
(j)
m,k is given in (23)) and

(42)


rεm,k ≡ 0 in (0, ε),∥∥rεm,k∥∥L2(0,T )

≤ C0 exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
eεµmKεm,k,
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for any (m, k) ∈ N2, where

(43) Kεm,k = max
1≤j≤gk

{∣∣∣fm,ε [λ(1)
k , . . . , λ

(j)
k

]∣∣∣} , ∀k ≥ 1,

with fm,ε

[
λ

(j)
k

]
= eελ

(j)
k f

(j)
m,k, for any k ≥ 1 and j : 1 ≤ j ≤ gk, and θ′ given in (28).

Proof. Let us consider the positive constant C̃0 associated to p ∈ N, ρ, κ > 0 and θ ∈ (0, 1)
provided by Theorem 5. Let us also consider Λ2 ∈ L(p, ρ, θ, κ) (given by (14)) and µm ∈
(0,∞). Thus, the sequence

Λ(m) = µm + Λ2 =
{
λ

(j)
m,k

}
k≥1,1≤j≤gk

satisfies Λ(m) ∈ L(p, ρ, θ, κ). Indeed, condition (13) holds for the parameters ρ > 0 and
p ∈ N. On the other hand, it is not difficult to check

NΛ(m)(r) =

{
0 if r ∈ (0, µm],

NΛ2(r − µm) if r ∈ (µm,∞),

and, therefore, Λ(m) satisfies (20) for the parameters κ and θ ∈ (0, 1). Finally, let us check
condition (12) for Λ(m). This condition is direct if r1, r2 ∈ (0, µm]. If r1, r2 ∈ (0,∞) are
such that r1 ≤ µm < r2, then

|NΛ(m)(r1)−NΛ(m)(r2)| = NΛ2(r2 − µm) ≤ κ(r2 − µm)θ ≤ κ
(

1 + (r2 − r1)θ
)
.

Now, if r1, r2 ∈ (µm,∞) one has:

|NΛ(m)(r1)−NΛ(m)(r2)| = |NΛ2(r1 − µm)−NΛ2(r2 − µm)| ≤ κ
(

1 + |r2 − r1|θ
)
.

If we fix T > 0, ε ∈ (0, T/4) and a sequence
{
f

(j)
m,k

}
k≥1

1≤j≤gk
⊂ R, we can apply Theo-

rem (5) to the sequence Λ(m) and obtain the existence of a family
{
r̂εm,k

}
k≥1
⊂ L2(0, T −ε)

satisfying
∫ T−ε

0
e−λ

(j)
m,ktr̂εm,`(t) dt = 0, ∀k, `,m ≥ 1 and 1 ≤ j ≤ gk : k 6= `,∫ T−ε

0
e−λ

(j)
m,ktr̂εm,k(t) dt = eεµmeελ

(j)
k f

(j)
m,k, ∀k,m ≥ 1 and 1 ≤ j ≤ gk,

and ∥∥r̂εm,k∥∥L2(0,T−ε) ≤ C̃0 exp

(
C̃0

(T − ε)θ′

)
e
C̃0

[
λ
(1)
m,k

]θ
eεµmKεm,k

≤ C̃0 exp

(
4θ
′
C̃0

(3T )θ′

)
e
C̃0

[
λ
(1)
m,k

]θ
eεµmKεm,k, ∀(m, k) ∈ N2,
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with Kεm,k given in (43). Finally, it is not difficult to check that the function rεm,k given by:

rεm,k(t) =

{
0, if t ∈ (0, ε],

r̂εm,k(t− ε), if t ∈ (ε, T ),

satisfies (41) and (42) for C0 =
(

4
3

)θ′
C̃0. This ends the proof.

Using the resolution of block moment problems given by Corollary 6 we obtain the
following estimate.

Lemma 7. Let us consider (Λ1,B1,Λ2,B2,U2,C2) satisfying Assumption 1. Let us also
consider C0 > 0 and β > 0 the constants provided, resp., by Corollary 6 and inequality (18).
Then, for any N ≥ 1, T > 0, ε ∈ (0, T/4), τ ∈ (ε, T ), α, b > 0 and (m, k) ∈ N2 : µϑm, k ≤ N ,
if PN is given by (30), we have:

(44)
∥∥∥g(N)

m,k(τ)
∥∥∥
U2
≤ H̃(ε, T )e

C0
[
λ
(1)
m,k

]θ
e−(τ−ε)λ(1)m,k

(∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt

)1/2

,

where λ
(1)
m,k, g

(N)
m,k, and θ′ are respectively given in (23), (31) and (28), and

H̃(ε, T ) := C0 max{1, T p−1} exp

(
αβ

2εb
+
C0

T θ′

)
.

Proof. Fixed T > 0, ε ∈ (0, T/4) and τ ∈ (ε, T ), let us consider the constant C0 > 0 and

the family
{
rτ,εm,k

}
k≥1
⊂ L2(0, T ) provided by Corollary 6 associated with f

(j)
m,k = e−λ

(j)
m,kτ .

On the other hand, we define:

Rτ,εm,k(t, x
′) := rτ,εm,k(t)ψm(x′), ∀(m, k) ∈ N2, (t, x′) ∈ (0, T )× Ω1.

Let us first note that, from the properties of rτ,εm,k (see Corollary 6), we deduce:
Rτ,εm,k ≡ 0 in (0, ε)× Ω1,∥∥∥Rτ,εm,k∥∥∥

L2((0,T )×Ω1)
≤ C0 exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
eεµmKτ,εk ,

for any (m, k) ∈ N2, where

Kτ,εm,k = max
1≤j≤gk

{∣∣∣f τm,ε [λ(1)
k , . . . , λ

(j)
k

]∣∣∣} , ∀k ≥ 1,

with f τm,ε

[
λ

(j)
k

]
= eελ

(j)
k e−λ

(j)
m,kτ , for any k ≥ 1 and j : 1 ≤ j ≤ gk. Using the expression (23),

we can write
Kτ,εm,k = e−µmτ max

1≤j≤gk

{∣∣∣fτ,ε [λ(1)
k , . . . , λ

(j)
k

]∣∣∣} , ∀k ≥ 1,
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with fτ,ε

[
λ

(j)
k

]
= e−(τ−ε)λ(j)k , for any k ≥ 1 and j : 1 ≤ j ≤ gk. If we introduce the function

fτ,ε : x 7→ e−(τ−ε)x, then, from the mean value theorem for divided differences, for any

j : 1 ≤ j ≤ gk there exists ξj ∈
(
λ

(1)
k , λ

(j)
k

)
such that

∣∣∣fτ,ε [λ(1)
k , . . . , λ

(j)
k

]∣∣∣ =

∣∣∣∣dj−1fτ,ε
dxj−1

(ξj)

∣∣∣∣ ≤ T j−1e−(τ−ε)λ(1)k .

Taking into account (15), we deduce

Kτ,εm,k ≤ max{1, T p−1}e−µmτe−(τ−ε)λ(1)k , ∀k ≥ 1,

and

(45)
∥∥∥Rτ,εm,k∥∥∥

L2((0,T )×Ω1)
≤ C0 max{1, T p−1} exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
e−(τ−ε)λ(1)m,k ,

for any (m, k) ∈ N2.
Let us now demonstrate the result. To do so, let us consider N ≥ 1, PN given by (30)

and α, b > 0. Using successively the orthonormality of the sequence B1 = {ψm}m≥1 in

L2(Ω1) and the block moment problem (41) (remember that f
(j)
m,k = e−λ

(j)
m,kτ ) we get

∫ T

0

∫
Ω1

Rτ,εm,k(t, x
′)PN (t, x′) dx′ dt =

N∑
k′=1

∑
µϑ
m′≤N

∫
Ω1

ψm′(x
′)ψm(x′) dx′

∫ T

0
rτ,εm,k(t)g

(N)
m′,k′(t) dt

=

N∑
k′=1

gk′∑
j=1

a
(j,N)
m,k

∫ T

0
rτ,εm,k(t)e

−λ(j)
m,k′ t dtC2φ

(j)
k

=

gk∑
j=1

aj,Nm,ke
−λ(j)m,kτC2φ

(j)
k

= g
(N)
m,k(τ).

Then, recalling that Rτ,εm,k ≡ 0 in (0, ε)× Ω1 we obtain

∥∥∥g(N)
m,k(τ)

∥∥∥
U2
≤
(∫ T

ε

∫
Ω1

e
αβ

tb

∣∣∣Rτ,εm,k(t, x′)∣∣∣2 dx′ dt)
1
2
(∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt

) 1
2

≤ e
αβ

2εb

(∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt

) 1
2 ∥∥∥Rτ,εm,k∥∥∥

L2((0,T )×Ω1)
,

for any (m, k) ∈ N2 : µϑm, k ≤ N . This inequality together with (45) provide (44) and the
proof of the result.
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3.2 Proof of Theorem 2

In what follows, we will prove Theorem 2. To do so, we will work with α, b > 0 (to be
determined below). We will first assume that α, b, N and T satisfy( α

N

) 1
b
< T,

and we will divide the proof into two steps. See Remark 7 for the case T ≤ (α/N)
1
b .

First step: working on
(

0, (α/N)
1
b

)
. This step is devoted to the proof of the following

result:

Lemma 8. Under the conditions of Theorem 2, for any α, b > 0 and T > (α/N)
1
b , we

have:

(46)

∫ ( αN )
1
b

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤

∫ ( αN )
1
b

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt,

where PN is given by (30).

Proof. Let t ∈
(

0, (α/N)
1
b

)
be fixed. This implies that N < α

tb
.

Using the expression (30), we can apply to PN the spectral inequality (18) with b
(j)
m,k =

a
(j,N)
m,k e−λ

(j)
m,kt and λ = N to obtain∫

Ω1

∥∥PN (t, x′)
∥∥2

U2 dx
′ ≤ eβN

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ ≤ exp

(
αβ

tb

)∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′.

Thus,

(47) exp

(
−αβ
tb

)∫
Ω1

∥∥PN (t, x′)
∥∥2

U2 dx
′ ≤

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′, ∀t ∈

(
0,
( α
N

) 1
b

)
.

Integrating with respect to t in
(

0, (α/N)
1
b

)
, we deduce inequality (46). This ends the

proof.

Remark 7. It is interesting to note that if T ≤ (α/N)
1
b then the proof of Theorem 2 is

straightforward. Indeed, if t ∈ (0, T ), in particular, t < (α/N)
1
b and inequality (47) holds

for any t ∈ (0, T ). Again, integrating with respect to t in (0, T ), we deduce the proof of
Theorem 2.
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Second step and main argument: working on
(

(α/N)
1
b , T

)
. In this part we will

work with t in the interval
(

(α/N)
1
b , T

)
and prove an estimate similar to (46) but in the

open set
(

(α/N)
1
b , T

)
× Ω1. One has:

Lemma 9. Under the conditions of Theorem 2, let us consider the positive constant b
given by (29). Then, there exist positive constants C1 (only depending on p, ρ, θ, κ, θ1 and
κ1) and α1 (only depending on p, ρ, θ, κ, β, ϑ and θ1) such that for any T ∈ (0, 1] and

α ≥ α1 satisfying (α/N)
1
b < T , one has

(48)

∫ T

( αN )
1
b

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 3

∫ T

( αN )
1
b

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

+ C1e
2C0
Tθ
′H(α, β, T )

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

for any PN given by (30). In (48), C0 > 0, β > 0 and θ′ are the constants provided, resp.,
by Corollary 6, inequality (18) and (28), and H(α, β, T ) is given by

(49) H(α, β, T ) =
(
T aθ1 + α

θ1
ϑ

) 1

Cα
exp (−Cα) exp

(
−Cα
T a

)
, a = max

{
1

1− ϑ
,

1

1− θ

}
−1,

and

(50) Cα :=
1

2

(
α1/ϑ − 4bαβ − 2(1− θ)C

1
1−θ
0 (4θ)θ

′
)
≥ 1

2
.

Proof. Fix t ∈ (0, T ). Using orthogonality of the sequence B1 = {ψm}m≥1 in L2(Ω1), we
can write (see (30) and (31)):

∫
Ω1

∥∥PN (t, x′)
∥∥2

U2 dx
′ =

∫
Ω1

∥∥∥∥∥∥
∑
µϑm≤λ

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′

+

∫
Ω1

∥∥∥∥∥∥
∑

λ<µϑm≤N

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′,

for any λ ∈ (0, N) and t ∈ (0, T ). The first sum in (51) is estimated by applying the
spectral inequality (18). It follows that:

∫
Ω1

∥∥∥∥∥∥
∑
µϑm≤λ

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′ ≤ eβλ
∫
ω

∥∥∥∥∥∥
∑
µϑm≤λ

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′,

︸ ︷︷ ︸
:=I
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for any t ∈ (0, T ). Using orthonormality of the sequence B1 = {ψm}m≥1 in L2(Ω1), the
second term in (51) writes

∫
Ω1

∥∥∥∥∥∥
∑

λ<µϑm≤N

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′ =
∑

λ<µϑm≤N

∥∥∥G(N)
m (t)

∥∥∥2

U2
.

But,

I =

∫
ω

∥∥∥∥∥∥
 ∑
µϑm≤N

−
∑

λ<µϑm≤N

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′

≤ 2

∫
ω

∥∥∥∥∥∥
∑
µϑm≤N

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′ + 2

∫
Ω1

∥∥∥∥∥∥
∑

λ<µϑm≤N

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′

≤ 2

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ + 2

∑
λ<µϑm≤N

∥∥∥G(N)
m (t)

∥∥∥2

U2
.

Thus, one obtains:

∫
Ω1

∥∥∥∥∥∥
∑
µϑm≤λ

G(N)
m (t)ψm(x′)

∥∥∥∥∥∥
2

U2

dx′ ≤ 2eβλ
∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′

+2eβλ
∑

λ<µϑm≤N

∥∥∥G(N)
m (t)

∥∥∥2

U2
,

for any λ ∈ (0, N) and t ∈ (0, T ). Inserting this last inequality in (51) and dividing by eβλ

we get:

e−βλ
∫

Ω1

∥∥PN (t, x′)
∥∥2

U2 dx
′ ≤ 3

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ +

∑
λ<µϑm≤N

∥∥∥G(N)
m (t)

∥∥∥2

U2

 ,

for any λ ∈ (0, N) and t ∈ (0, T ).

From now on we restrict ourselves to the case t ∈
(

(α/N)
1
b , T

)
(recall that b is given

by (29)). If in the last inequality we take λ = α
tb

, then λ ∈ (0, N). Introducing the notation

(51) Σ(N)(t) :=
∑

α

tb
<µϑm≤N

∥∥∥G(N)
m (t)

∥∥∥2

U2
, t ∈

(( α
N

) 1
b
, T

)
,
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this becomes

(52) e
−αβ
tb

∫
Ω1

∥∥PN (t, x′)
∥∥2

U2 dx
′ ≤ 3

(∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ + Σ(N)(t)

)
,

for any t ∈
(

(α/N)
1
b , T

)
.

Our next objective is to provide an estimate of Σ(N)(t) for t ∈
(

(α/N)
1
b , T

)
. Let us

start with G
(N)
m . Using (31) and estimate (44) in Lemma 7 for α > 0, b given in (29),

ε = t/4 ∈ (0, T/4) and τ = t ∈ (t/4, T ), we infer

∥∥∥G(N)
m (t)

∥∥∥
U2
≤ C0 max{1, T p−1} exp

(
4bαβ

2tb
+
C0

T θ′

)
Am

(∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt

) 1
2

,

for any t ∈
(

(α/N)
1
b , T

)
where

Am =
N∑
k=1

exp

(
−3

4
λ

(1)
m,kt+ C0

[
λ

(1)
m,k

]θ)
and the constants C0 > 0, β > 0 and θ′ are provided, resp., by Corollary 6, inequality (18)
and (28). If we now use the inequality

C0

[
λ

(1)
m,k

]θ
≤ t

4
λ

(1)
m,k + (1− θ)C

1
1−θ
0 (4θ)θ

′ 1

tθ′
,

valid for any t > 0, we deduce

∥∥∥G(N)
m (t)

∥∥∥
U2
≤ C0 max{1, T p−1}e

1
2
Hαe−

1
2
µmtS2(t)

(∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt

) 1
2

,

for any α > 0 and t ∈
(

(α/N)
1
b , T

)
, where

Hα :=
4bαβ

tb
+

2(1− θ)C
1

1−θ
0 (4θ)θ

′

tθ′
+

2C0

T θ′
and S2(t) :=

∑
k≥1

e−
1
2
λ
(1)
k t.

We can now estimate Σ(N)(t) for any t ∈
(

(α/N)
1
b , T

)
and N ≥ 1 (see (51)):

Σ(N)(t) ≤ C2
0 max{1, T p−1}2eHαS1(t)S2(t)2

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,
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where
S1(t) :=

∑
α

tb
<µϑm

e−µmt

We can bound the series appearing in the previous inequality using Lemma 4. Indeed,

the sequence {µm}m≥1 satisfies (11). From inequality (40) applied to q = θ1, γ = α1/ϑ

tb/ϑ
> 0

and σ = t > 0 (b is given in (28)), we can write

S1(t) =
∑

α1/ϑ

tb/ϑ
<µm

e−µmt ≤ Ĉ1
taθ1 + α

θ1
ϑ

t(a+1)θ1
exp

(
−α

1/ϑ

ta

)
, ∀t ∈

(( α
N

) 1
b
, T

)
,

where α > 0,

a =
b

ϑ
− 1 = max

{
1

1− ϑ
,

1

1− θ

}
− 1,

and Ĉ1 = Ĉ1(κ1, θ1) > 0 is the constant provided by Lemma 4.
On the other hand, the sequence Λ2 satisfies (20). Thus, again using Lemma (4) and

inequality (40), we get

S2(t) =
∑
k≥1

e−
1
2
λ
(1)
k t ≤

∑
λ∈Λ2

e−
1
2
λt ≤ Ĉ2

tθ
, ∀t > 0,

where Ĉ2 is a positive constant depending on κ and θ.
Coming back to the estimate of Σ(N)(t), we deduce

Σ(N)(t) ≤ C1

3
max{1, T p−1}2eHα t

aθ1 + α
θ1
ϑ

t(a+1)θ1+2θ
exp

(
−α

1/ϑ

ta

)∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt

=
C1

3
max{1, T p−1}2e

2C0
Tθ
′ h(t)

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

for any α > 0, t ∈
(

(α/N)
1
b , T

)
and x ∈ (0, π), where a and b are given in (49) and (29),

C1 is a new positive constant, only depending on p, ρ, θ, κ, θ1 and κ1, and h is the function

(53) h(t) :=
taθ1 + α

θ1
ϑ

t(a+1)θ1+2θ
exp

(
A

tb
+
B

tθ′
− α1/ϑ

ta

)
, A = 4bαβ, B = 2(1− θ)C

1
1−θ
0 (4θ)θ

′
,

with t ∈ (0,∞).
Going back to (52), we get:

e
−αβ
tb

∫
Ω1

∥∥PN (t, x′)
∥∥2

U2 dx
′ ≤ 3

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′

+ C1 max{1, T p−1}2e
2C0
Tθ
′ h(t)

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,
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for any α > 0 and t ∈
(

(α/N)
1
θ′ , T

)
.

At this point, as 1/ϑ > 1, we can choose α0 = α0(β, θ, ϑ, C0) > 0 (C0 > 0 is the
constant provided by Corollary 6) sufficiently large such that α1/ϑ −A−B = 2Cα ≥ 1 for
any α ≥ α0 (see (50)). Using the expression (53), we deduce that h ∈ L1(0, T ). Integrating

the previous inequality with respect to t in
(

(α/N)
1
b , T

)
, we obtain

(54)

∫ T

( αN )
1
b

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 3

∫ T

( αN )
1
b

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

+ C1 max{1, T p−1}2e
2C0
Tθ
′ I
∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

where

I :=

∫ T

0
h(t) dt,

and h, A and B are given in (53) and b > 0 in (29). Let us estimate I and, to this end, let
us assume that T ≤ 1. Thanks to the expressions of a and b (see (49) and (29)) one has
a ≥ b and a ≥ θ′ (see (28)). Thus, we deduce

h(t) ≤ T aθ1 + α
θ1
ϑ

t(a+1)θ1+2θ
exp

(
−2Cα
ta

)
, ∀t ∈ (0, T ), ∀α ≥ α0,

(Cα ≥ 1 is given in (50)), and,

I ≤
∫ T

0

T aθ1 + α
θ1
ϑ

t(a+1)θ1+2θ
exp

(
−2Cα
ta

)
dt

≤M
(
T aθ1 + α

θ1
ϑ

)∫ T

0

1

ta+1
exp

(
−Cα
ta

)
dt

=M
(
T aθ1 + α

θ1
ϑ

) 1

aCα
exp

(
−Cα
T a

)
,

where

M = sup
t∈(0,1)

1

t(a+1)(θ1−1)+2θ
exp

(
−Cα
ta

)
= exp (−Cα) , if Cα ≥

1

a
((a+ 1)(θ1 − 1) + 2θ) .

Summarizing, there exists a new constant α1 > 0 (only depending on p, ρ, θ, κ, β, ϑ
and θ1) such that for any T ≤ 1 and α ≥ α1 one has

I ≤
(
T aθ1 + α

θ1
ϑ

) 1

aCα
exp (−Cα) exp

(
−Cα
T a

)
.

Coming back to (54), we obtain (48) for a new positive constant C1, only depending on
p, ρ, θ, κ, θ1 and κ1. This completes the proof of the result.
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Remark 8. In the proof of Lemma 9 we have assumed that T ∈ (0, 1]. In this case, the
constant α1 > 0 provided by this result is independent of T . In the general case T > 1,
it is possible to prove a slightly different version of this result. Indeed, let us consider
inequality (54) with α ≥ α0 (recall that if α ≥ α0, one has that Cα ≥ 1/2, see (50)). In
this case, h ∈ L1(0, T ) (see (53)). The goal is again to obtain an estimate of I. To do so,
we rewrite

h(t) ≤ T aθ1 + α
θ1
ϑ

t(a+1)θ1+2θ
exp

(
A

tb
+
B

tθ′
− α1/ϑ

ta

)
=
(
T aθ1 + α

θ1
ϑ

)
h1(t)h2(t), ∀t ∈ (0, T ),

with

h1(t) =
1

t
a+1
2

exp

(
−Cα
ta

)
, Cα =

1

2

(
α1/ϑ −A−B

)
,

h2(t) =
1

tγ
exp

(
Cα
ta

)
exp

(
A

tb
+
B

tθ′
− α1/ϑ

ta

)
, γ = (a+ 1)

(
θ1 −

1

2

)
+ 2θ.

Thus,

(55)
I =

∫ T

0
h(t) dt ≤

(
T aθ1 + α

θ1
ϑ

)(∫ T

0
h1(t)2 dt

)1/2(∫ T

0
h2(t)2 dt

)1/2

=
(
T aθ1 + α

θ1
ϑ

)
I1F (α)1/2.

On one hand,

I1 =
1√

2aCα
exp

(
−Cα
T a

)
, ∀α ≥ α0.

On the other hand, F : α ∈ [α0,∞) 7→ F (α) ∈ R is the function

F (α) =

∫ T

0
h2(t)2 dt,

which is well defined when α ≥ α0. Then, F is differentiable in any compact set of [α0,∞)
and

F ′(α) =

∫ T

0

1

ta
h2(t)2

(
2 · 4bβta−b − 4bβ − 1

ϑ
α

1
ϑ
−1

)
dt

≤
(

2 · 4bβT a−b − 4bβ − 1

ϑ
α

1
ϑ
−1

)∫ T

0

1

ta
h2(t)2 dt ≤ 0, ∀α ∈ [α1(T ),∞) ,

with

α̂1(T ) = max

{
α0,
[
4bβϑ

(
2T a−b − 1

)] ϑ
1−ϑ
}
.
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Coming back to (55), we deduce therefore

I ≤
(
T aθ1 + α

θ1
ϑ

)
F (α̃1(T ))1/2 1√

2aCα
exp

(
−Cα
T a

)
∀α ≥ α̂1(T ),

when T > 1.
From (54), we infer the existence of two constants Ĉ1 > 0, only depending on p, ρ, θ,

κ, β, ϑ, θ1, κ1 and T , and α̂1 > 0, only depending on p, ρ, θ, κ, β, ϑ and T , such that for

any α ≥ α̂1 satisfying (α/N)
1
b < T , one has

(56)

∫ T

( αN )
1
b

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 3

∫ T

( αN )
1
b

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

+ Ĉ1T
p−1e

2C0
Tθ
′ Ĥ(α, β, T )

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

with PN given by (30). In (56), C0 > 0, β > 0 and θ′ are the constants provided, resp., by
Corollary 6, inequality (18) and (28), and Ĥ(α, β, T ) is given by

(57) Ĥ(α, β, T ) =
(
T aθ1 + α

θ1
ϑ

) 1√
Cα

exp

(
−Cα
T a

)
.

and Cα ≥ 1/2 by (50).

We are now in a position to prove Theorem 2:

Proof of Theorem 2. We will prove this result as a consequence of Lemmas 8 and 9. Let
us first take a final time T ∈ (0, 1] and α > 0 satisfying (50). We prove the result for any

N ≥ 1 and PN given by (30), with a
(j,N)
m,k ∈ R, for any k,m ≥ 1 : k, µam ≤ N and 1 ≤ j ≤ gk.

If T ≤ α/N then the proof of Theorem 2 can be deduced reasoning as in Remark 7.
Let us now assume that T > α/N and consider the constants C1, α1 > 0 provided by

Lemma 9. Combining inequalities (46) and (48), for any α ≥ α1, we get:

(58)

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 3

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

+ C1e
2C0
Tθ
′H(α, β, T )

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

where C0 > 0, β > 0 θ′, b and Cα are the constants provided, resp., by Corollary 6,
inequality (18), (28), (29) and (49), and H(α, β, T ) is given by (49).

Let us remember that Cα ≥ 1/2 for any α ≥ α1. On the other hand, there exists a new
positive constant α2 ≥ α1 (only depending on p, ρ, θ, κ, β, ϑ and θ1) such that Cα ≥ 2C0 +1
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for any α ≥ α2. In particular, if we take into account that 0 < T ≤ 1 and θ′ ≤ a (see (28)
and (49)) and take α = α2, from the expression of H(α, β, T ), we deduce∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 3

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

+H0(T )

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

where

H0(T ) = C2

(
T aθ1 + α

θ1
ϑ

)
exp

(
− 1

T a

)
,

and C2 > 0 is a new constant only depending on p, ρ, θ, κ, β, ϑ, θ1 and κ1.
From the previous expression, it is clear that there exists τ0 ∈ (0, 1], only depending on

p, ρ, θ, κ, β, ϑ, θ1 and κ1, such that

H0(T ) ≤ 1

2
, ∀T ∈ (0, τ0].

This implies that the following inequality

(59)

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 3

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt

+
1

2

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt,

holds for any T ∈ (0, τ0] with α = α2. This concludes the proof of Theorem 2.

Remark 9. Taking into account Remark 8, it is possible to prove a version of Theorem 2
valid for any T > 0. Indeed, let us take T > 0, N ≥ 1 and PN given by (30), with

a
(j,N)
m,k ∈ R, for any k,m ≥ 1 : k, µam ≤ N and 1 ≤ j ≤ gk. As in the proof of Theorem 2,

if T ≤ α/N then we can reason as in Remark 7. If T > α/N , we take α ≥ α̂1 and we
combine inequalities (46) and (56). We obtain an inequality as (58) with the constant

Ĉ1T
p−1e

2C0
Tθ
′ Ĥ(α, β, T ),

instead of C1e
2C0
Tθ
′H(α, β, T ) where Ĥ(α, β, T ) is given in (57). We can argue as in the proof

of Theorem 2 and obtain a new positive constant α̂2 ≥ α̂1 (only depending on p, ρ, θ, κ,
β, ϑ, θ1, κ1 and T ) such that

Ĉ1T
p−1e

2C0
Tθ
′ Ĥ(α, β, T ) ≤ 1

2
, ∀α ≥ α̂2.

In particular, taking α = α̂2 we deduce the following version of Theorem 2 which is valid
for any T > 0:
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Theorem 10. Let us assume that (Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 1. Then,
there exists α > 0 (only depending on p, ρ, θ, κ, β, ϑ, θ1, κ1 and T ) such that∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 6

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt,

for any T > 0, any N ≥ 1 and any PN , where PN is given by (30), β is the constant
in (18) and b is given by (29).

4 Proof of the main result: Existence of biorthogonal fami-
lies in L2((0, T )× ω;U2)

We devote this section to prove Theorem 1. Its proof is done in two steps. First, we design

a suitable biorthogonal family to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

(see (24)) in L2((0, T ) × Ω1;U2) using in

a fundamental way the biorthogonal family coming from Appendix A. This is done in
Section 4.1 (see Proposition 12).

Then, in Section 4.2 we deduce the existence of a biorthogonal family to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )× ω;U2) and end the proof of Theorem 1 thanks to the following consequence
of Theorem 3.

Proposition 11. Assume that (Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 1 and consider
τ0, α > 0, the constants provided by Theorem 2, b given by (29) and ηα, the function defined
in (32) with β > 0 given in (18). Assume that T ∈ (0, τ0].

For any q ∈ L2((0, T )× Ω1;U2) such that

(60)

∫ T

0

∫
Ω1

e
ηα(x′)
tb

∥∥q(t, x′)∥∥2

U2 dx
′dt < +∞,

there exists Q ∈ Eω ⊂ L2((0, T ) × ω;U2) (see (34)) such that, for any (m, k) ∈ N2 and
j : 1 ≤ j ≤ gk,

(61)

∫ T

0

∫
ω

〈
F

(j)
m,k(t, x

′), Q(t, x′)
〉
U2
dx′dt =

∫ T

0

∫
Ω1

〈
F

(j)
m,k(t, x

′), q(t, x′)
〉
U2
dx′dt

and

(62) ‖Q‖2L2((0,T )×ω;U2) ≤ 7

∫ T

0

∫
Ω1

e
ηα(x′)
tb

∥∥q(t, x′)∥∥2

U2 dx
′dt.

Proof. We proved, in Theorem 3, that the restriction operator Rω ∈ L (Eηα , E
ω) is an

isomorphism satisfying (37) or, equivalently,

(63) 1 ≤
∥∥R−1

ω

∥∥2

L(Eω ,Eηα )
≤ 7.
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Recall that the Hilbert spaces Eηα and Eω are given in (34) and consider

Pηα : L2
ηα((0, T )× Ω1;U2) −→ Eηα ,

the orthogonal projection operator.
Let q ∈ L2((0, T )× Ω1;U2) and define

q̃ : (t, x′) ∈ (0, T )× Ω1 7→ e
ηα(x′)
tb q(t, x′).

From (60), we have that q̃ ∈ L2
ηα((0, T )× Ω1;U2). Finally, we set

Ψ := Pηα (q̃) and Q :=
(
R−1
ω

)∗
(Ψ) ∈ Eω.

Then, (63) implies

‖Q‖2L2((0,T )×ω;U2) =
∥∥∥(R−1

ω

)∗ Pηα (q̃)
∥∥∥2

L2((0,T )×ω;U2)
≤ 7 ‖Pηα (q̃)‖2L2

ηα
((0,T )×Ω1;U2)

≤ 7 ‖q̃‖2L2
ηα

((0,T )×Ω1;U2)

which proves (62). We now prove (61). For any (m, k) ∈ N2 and j : 1 ≤ j ≤ gk,∫ T

0

∫
Ω1

〈
F

(j)
m,k(t, x

′), q(t, x′)
〉
U2
dx′dt =

∫ T

0

∫
Ω1

e
− ηα(x′)

tb

〈
F

(j)
m,k(t, x

′), e
ηα(x′)
tb q(t, x′)

〉
U2
dx′dt

=
(
F

(j)
m,k, q̃

)
L2
ηα

((0,T )×Ω1;U2)

=
(
F

(j)
m,k,Pηα q̃

)
L2
ηα

((0,T )×Ω1;U2)

=
(
R−1
ω Rω

(
F

(j)
m,k

)
,Ψ
)
L2
ηα ((0,T )×Ω1;U2)

=
(
Rω
(
F

(j)
m,k

)
,
(
R−1
ω

)∗
(Ψ)
)
L2((0,T )×ω;U2)

=

∫ T

0

∫
ω

〈
F

(j)
m,k(t, x

′), Q(t, x′)
〉
U2
dx′dt

which ends the proof of Proposition 11.

4.1 Existence of biorthogonal families in L2((0, T )× Ω1;U2)

Let us consider the sequence
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

given by (24). Our first objective will be to

prove the existence of a biorthogonal family to it in L2((0, T )×Ω1;U2) and give a bound on
its norm. More precisely, to deal with the weighted norm appearing in the assumption (60),
we prove the following stronger result.
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Proposition 12. Let us consider (Λ1,B1,Λ2,B2,U2,C2) satisfying Assumption 1. Then,
there exists a positive constant C0 such that for any T > 0 and ε ∈ (0, T/4), the family{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

admits a biorthogonal family
{
q
ε,(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )×Ω1;U2) satisfying

(64)


q
ε,(j)
m,k (t, ·) ≡ 0, ∀t ∈ (0, ε),∥∥∥qε,(j)m,k

∥∥∥2

L2((0,T )×Ω1;U2)
≤ C0 exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
e2ελ

(j)
m,k
(
M−1
k

)
j,j
,

for any (m, k) ∈ N2 and j : 1 ≤ j ≤ gk where θ′ is defined by (28) and Mk is the matrix
given by (25).

Proof. Let C̃1 > 0 be the constant given by Proposition 18. Let us fix T > 0, ε ∈ (0, T/4)
and m ≥ 1. Applying Proposition 18 on the time interval (0, T−ε) we deduce the existence

of a biorthogonal family
{
q̃

(j)
ε,m,k

}
k≥1

1≤j≤gk
to
{
e

(j)
m,k

}
k≥1

1≤j≤gk
(see (22)) in L2(0, T − ε;U2)

satisfying

∥∥∥q̃(j)
ε,m,k

∥∥∥2

L2(0,T−ε;U2)
≤ C̃1 exp

(
C̃1

(T − ε)θ′

)
e
C̃1

[
λ
(1)
m,k

]θ (
M−1
k

)
j,j

≤ C0 exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ (
M−1
k

)
j,j
,

for any k ≥ 1 and j : 1 ≤ j ≤ gk, where C0 = (4
3)θ
′
C̃1.

Let us consider the function q̃
ε,(j)
m,k given by:

q̃
ε,(j)
m,k (t) =

{
0, if t ∈ (0, ε],

eελ
(j)
m,k q̃

(j)
ε,m,k(t− ε), if t ∈ (ε, T ).

Then,

δk`δij =

∫ T−ε

0

〈
e

(j)
m,k(t), q̃

(i)
ε,m,`(t)

〉
U2
dt =

∫ T

ε
eελ

(j)
m,k

〈
e

(j)
m,k(t), q̃

(i)
ε,m,`(t− ε)

〉
U2
dt

=

∫ T

0

〈
e

(j)
m,k(t), q̃

ε,(i)
m,` (t)

〉
U2
dt,

for any k, ` ∈ N and i, j : 1 ≤ j ≤ gk, 1 ≤ i ≤ g`. The previous formula proves that, for any

m ∈ N,
{
q̃
ε,(j)
m,k

}
k≥1

1≤j≤gk
is a biorthogonal family to

{
e

(j)
m,k

}
k≥1

1≤j≤gk
in L2(0, T ;U2). Moreover,
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q̃
ε,(j)
m,k (t) ≡ 0 for any t ∈ (0, ε) and∥∥∥q̃ε,(j)m,k

∥∥∥2

L2(0,T ;U2)
= e2ελ

(j)
m,k

∥∥∥q̃(j)
ε,m,k

∥∥∥
L2(0,T−ε;U2)

≤ C0 exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
e2ελ

(j)
m,k
(
M−1
k

)
j,j
,(65)

for any (m, k) ∈ N2 and j : 1 ≤ j ≤ gk.
Finally, let us define

q
ε,(j)
m,k (t, x′) = q̃

ε,(j)
m,k (t)ψm(x′), ∀(t, x′) ∈ (0, T )× Ω1,

with (m, k) ∈ N2 and j : 1 ≤ j ≤ gk. Using that B1 := {ψm}m≥1 is an orthonormal basis

of L2(Ω1) and the expressions of e
(j)
m,k and F

(j)
m,k (see (22) and (24)), one has:∫ T

0

∫
Ω1

〈
F

(j)
m,k(t, x

′), q
ε,(i)
n,` (t, x′)

〉
U2
dx′ dt

=

(∫ T

0

〈
e

(j)
m,k(t), q̃

ε,(i)
n,` (t)

〉
U2
dt

)(∫
Ω1

ψm(x′)ψn(x′) dx′
)

= δmnδk`δij ,

for any (m, k), (n, `) ∈ N2 and i, j : 1 ≤ j ≤ gk, 1 ≤ i ≤ g`. On the other hand,
property (64) is a direct consequence of (65). This ends the proof of Proposition 12.

4.2 Existence of biorthogonal families in L2((0, T )× ω;U2)

We are now in position to prove Theorem 1.

Proof of Theorem 1. Let us first assume that T ∈ (0, τ0], with τ0 > 0 the final time provided
by Theorem 2. Let us also consider α > 0, the constant provided by Theorem 2, and ηα,
the function defined in (32).

Let us construct a family
{
Q

(i)
n,`

}
n,`≥1

1≤i≤g`
biorthogonal to

{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

(see (24)) in

L2((0, T )×ω;U2). To this end, we are going to apply Proposition 12 in order to construct an

appropriate sequence
{
q
ε,(j)
m,k

}
m,k≥1
1≤j≤gk

(depending on a parameter ε ∈ (0, T/4)) biorthogonal

to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )×Ω1;U2). From this sequence and as a consequence of Propo-

sition 11, we will construct the family
{
Q

(j)
m,k

}
m,k≥1
1≤j≤gk

⊂ Eω, biorthogonal to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )× ω;U2). Observe that this family belongs to Eω ⊂ L2((0, T )× ω;U2) (for the
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definition of Eω, see (34)) and, therefore, is unique and optimal in the following sense: if{
Q̃

(j)
m,k

}
m,k≥1
1≤j≤gk

is biorthogonal to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )× ω;U2), then

∥∥∥Q(j)
m,k

∥∥∥2

L2((0,T )×ω;U2)
≤
∥∥∥Q̃(j)

m,k

∥∥∥2

L2((0,T )×ω;U2)
, ∀m, k ≥ 1 and j : 1 ≤ j ≤ gk.

Thus, the family
{
Q

(i)
n,`

}
n,`≥1

1≤i≤g`
⊂ Eω is independent of ε, but not its estimate which comes

from Proposition 12. To optimize this estimate, we will make a convenient choice of the
parameter ε. More precisely, let us fix (n, `) ∈ N2 and i : 1 ≤ i ≤ g`, We begin by applying

Proposition 12 for ε = ε
(i)
n` ∈ (0, T/4) given by

(66) ε
(i)
n` =


T

8
, if

T

4
≤
(
λ

(i)
n,`

) −1
1+b

,(
λ

(i)
n,`

) −1
1+b

, if
T

4
>
(
λ

(i)
n,`

) −1
1+b

,

where b is given in (29). We deduce then the existence of a biorthogonal family{
q
ε
(i)
n` ,(j)

m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )× Ω1;U2) to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

that satisfies (64) for ε
(i)
n` .

Since q
ε
(i)
n` ,(i)

n,` = 0 for any t ∈ (0, ε
(i)
n` ) we obtain that q

ε
(i)
n` ,(i)

n,` satisfies the assumption (60).

Thus, applying Proposition 11 to q
ε
(i)
n` ,(i)

n,` , it comes that there exists Q
(i)
n,` ∈ E

ω ⊂ L2((0, T )×
ω;U2) such that, for any (m, k) ∈ N2 and j : 1 ≤ j ≤ gk, one has∫ T

0

∫
ω

〈
F

(j)
m,k(t, x

′), Q
(i)
n,`(t, x

′)
〉
U2
dx′ dt =

∫ T

0

∫
Ω1

〈
F

(j)
m,k(t, x

′), q
ε
(i)
n` ,(i)

n,` (t, x′)

〉
U2
dx′ dt

= δmnδk`δij .(67)

Hence, we conclude that the family
{
Q

(j)
m,k

}
m,k≥1
1≤j≤gk

is biorthogonal to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in

L2((0, T )×ω;U2). To finish the proof, let us check that
{
Q

(j)
m,k

}
m,k≥1
1≤j≤gk

satisfies (27). From

estimate (62), it comes that∥∥∥Q(j)
m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ 7

∥∥∥∥e ηα(·)
tb q

ε
(j)
mk,(j)

m,k

∥∥∥∥2

L2
ηα

((0,T )×Ω1;U2)
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where ηα and b are given in (32) and (29). From (64) we obtain∥∥∥∥e ηα(·)
tb q

ε
(j)
mk,(j)

m,k

∥∥∥∥2

L2
ηα

((0,T )×Ω1;U2)

=

∫ T

ε
(j)
m,k

∫
Ω1

e
ηα(x′)
tb

∥∥∥∥qε(j)mk,(j)m,k

∥∥∥∥2

U2
dx′ dt

≤ exp

 αβ(
ε

(j)
mk

)b
∥∥∥∥qε(j)mk,(j)m,k

∥∥∥∥2

L2((0,T )×Ω1;U2)

≤C0 exp

 αβ(
ε

(j)
mk

)b
 exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
e2ε

(j)
mkλ

(j)
m,k
(
M−1
k

)
j,j
,

for n, ` ≥ 1 and i : 1 ≤ i ≤ g`.

When T/4 ≤
(
λ

(j)
m,k

) −1
1+b

, the previous inequality provides (see (66))

∥∥∥Q(j)
m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ 7C0 exp

(
8bαβ

T b

)
exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
e

[
λ
(j)
m,k

] b
1+b (

M−1
k

)
j,j
,

for any (m, k) ∈ N2 and j : 1 ≤ j ≤ gk. On the other hand, when T/4 >
(
λ

(j)
m,k

) −1
1+b

, we

infer∥∥∥Q(j)
m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ 7C0 exp

(
αβ
[
λ

(j)
m,k

] b
1+b

)
exp

(
C0

T θ′

)
e
C0

[
λ
(1)
m,k

]θ
e

2
[
λ
(j)
m,k

] b
1+b (

M−1
k

)
j,j
,

for any m, k ≥ 1 and j : 1 ≤ j ≤ gk. Taking into account (15), from the two previous
inequalities we deduce inequality (27) when T ∈ (0, τ0].

The case T > τ0 can be easily deduced reasoning as follows: We consider a family{
Q

(j)
m,k

}
m,k≥1
1≤j≤gk

biorthogonal to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, τ0) × ω;U2) satisfying (27) for a

positive constant C. It is clear that the extension by zeros of Q
(j)
m,k:

Q̃
(j)
m,k(t, ·) =

{
Q

(j)
m,k(t, ·) if t ≤ τ0,

0 if t > τ0,

is a biorthogonal family to
{
F

(j)
m,k

}
m,k≥1
1≤j≤gk

in L2((0, T )×ω;U2) that also satisfies (27). This

ends the proof of Theorem 1.
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5 Application: Null controllability of a coupled parabolic
system

In this section we use the biorthogonal family designed in Theorem 1 to study simultaneous
null controllability for a system of two parabolic equations. This system is the extension
in higher dimension of the system studied in [24]-[25].

Let T > 0 and Ω = Ω1 × (0, π) ⊂ Rd with Ω1 ⊂ Rd−1 (d ≥ 2), a bounded domain with
boundary ∂Ω1 ∈ C1. In Section 5.2, we address the boundary null controllability problem
for the following diagonal system of two coupled parabolic equations

(68)


∂ty +Ay = 0 in QT ,

y = bu1ω×{0} on ΣT ,

y|t=0 = y0, in Ω,

where ω ⊂ Ω1 is an arbitrary non-empty open set of Rd−1, y = (y1, y2) is the state and

(69) b =

(
b1

b2

)
∈ R2, A =

(
−∆ 0
0 −∆ + q

)
,

with q ∈ L2(Ω) satisfying

(70) q(x′, x) = q(x), a.e. in Ω.

For a given initial condition y0 ∈ H−1(Ω;R2) the question is the possibility of finding a
control u ∈ L2((0, T )× ω) such that y(T ) = 0.

Similarly, in Section 5.3, we address the internal null controllability problem for the
following diagonal system of two coupled parabolic equations

(71)


∂ty +Ay = bu1ω×(a,b) in QT ,

y = 0 on ΣT ,

y|t=0 = y0, in Ω,

where 0 ≤ a < b ≤ π and y0 ∈ L2(Ω;R2).
First, in Section 5.1, we prove that these systems fit into the framework of Theorem 1.

5.1 Moment problem and spectral assumptions

Boundary control moment problem. First, let us deal with the boundary control
problem (68).

The operator −A with domain D(A) = H2(Ω;R2) ∩ H1
0 (Ω;R2) is self-adjoint and

generates a C0−semigroup on L2(Ω;R2). Thus, given y0 ∈ H−1(Ω;R2) and u ∈ L2((0, T )×
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ω), the initial value problem (68) has a unique solution y ∈ C0
(
[0, T ];H−1(Ω;R2)

)
that

satisfies

〈y(T ), z〉H−1,H1
0
−
〈
y0, e

−TAz
〉
H−1,H1

0
=

∫ T

0

∫
ω
u(t, x′)

((
b1∂x
b2∂x

)
· e−(T−t)Az

)
|x=0

(x′) dx′dt

for any z ∈ H1
0 (Ω;R2). Thus, y(T ) = 0 if and only if v := u(T − ·) satisfies

(72) −
〈
y0, e

−TAz
〉
H−1,H1

0
=

∫ T

0

∫
ω
v(t, x′)

((
b1∂x
b2∂x

)
· e−tAz

)
|x=0

(x′) dx′dt

for any z ∈ H1
0 (Ω;R2).

Spectral analysis. Let us introduce some notations. First, A1 : L2(Ω1)→ L2(Ω1) is the
Dirichlet-Laplace operator on the open set Ω1 ⊂ Rd−1 defined by:

A1 = −∆1 = −
d−1∑
k=1

∂2

∂x2
k

, D(A1) = H2(Ω1) ∩H1
0 (Ω1).

We denote its spectrum as σ(A1) = Λ1 := {µm}m≥1 and B1 := {ψm}m≥1 is the associated
sequence of normalized eigenfunctions in L2(Ω1). Secondly, we will also consider

Λ2 = Λ
(1)
2 ∪ Λ

(2)
2

where Λ
(1)
2 =

{
ν

(1)
k

}
k≥1

and Λ
(2)
2 =

{
ν

(2)
k

}
k≥1

are, resp., the sequences of eigenvalues of

the operators − ∂2

∂x2
and − ∂2

∂x2
+q in (0, π) with homogenous Dirichlet boundary conditions.

To fit in the framework studied in this article we assume in all what follows that

(73) ν
(1)
k 6= ν

(2)
` , ∀k, ` ≥ 1,

We will denote
B2 =

{
φ

(1)
k , φ

(2)
k

}
k≥1
⊂ H2(0, π) ∩H1

0 (0, π),

the corresponding eigenfunctions associated to the previous operators satisfying

(74)
(
φ

(j)
k

)′
(0) = 1, for j = 1, 2.

In fact,

(75) ν
(1)
k = k2, φ

(1)
k (x) =

1

k
sin(kx), x ∈ (0, π), ∀k ≥ 1,

and, from [20], Theorem 4.11, page 135, one has:

(76) ν
(2)
k = ν

(1)
k + q + ξk, ∀k ≥ 1, q =

1

π

∫ π

0
q(x) dx,

where {ξk}k≥1 ∈ `2.
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Remark 10. In order to study the controllability properties of system (68), we can assume,

without loss of generality, that ν̂ := infk≥1 ν
(2)
k > 0. Indeed, if ν̂ ≤ 0, we can perform in

problem (68) the change ỹ = e−cty with c = −ν̂ + 1 > 0. This change transforms (68) into
the equivalent null controllability problem for ỹ:

∂tỹ + (A+ c) ỹ = 0 in QT ,

ỹ = be−ctu1ω×{0} on ΣT ,

ỹ|t=0 = y0, ỹ|t=T = 0 in Ω.

This is equivalent to adding the constant c > 0 to the sequences Λ
(1)
2 and Λ

(2)
2 . The same

remark holds for system (71).

For the operator (69), thanks to (70), one has that its spectrum is given by

(77) σ(A) =
{
ν

(1)
m,k := µm + ν

(1)
k , ν

(2)
m,k := µm + ν

(2)
k : (m, k) ∈ N2

}
.

The associated eigenfunctions of A are defined on Ω by

Φ
(1)
m,k(x

′, x) :=

(
ψm(x′)φ

(1)
k (x)

0

)
, Φ

(2)
m,k(x

′, x) :=

(
0

ψm(x′)φ
(2)
k (x)

)
,

for any m, k ≥ 1. Thus, getting back to (72), it comes that the solution y of (68) satisfies
y(T ) = 0 if and only if

(78) − e−ν
(j)
m,kT

〈
y0,Φ

(j)
m,k

〉
H−1,H1

0

= bj

∫ T

0

∫
ω
v(t, x′)e−ν

(j)
m,ktψm(x′) dx′dt

for any m, k ≥ 1 and j : 1 ≤ j ≤ 2, where we have used the normalization condition (74).

Internal control problem. For the internal control problem, we consider the normal-
ization condition

(79)

∫ b

a

(
φ

(j)
k (x)

)2
dx = 1

instead of (74). Then, the solution y of (71) satisfies y(T ) = 0 if and only if

(80) − e−ν
(j)
m,kT

〈
y0,Φ

(j)
m,k

〉
L2

= bj

∫ T

0

∫
ω

∫ b

a
v(t, x′, x)e−ν

(j)
m,ktψm(x′)φ

(j)
k (x) dxdx′dt

for any m, k ≥ 1 and j : 1 ≤ j ≤ 2.
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5.2 A boundary controllability problem for a coupled parabolic system

In this section we analyze the boundary null controllability problem associated with (68)
with a particular focus on the minimal final time T needed to achieve such property.

The one-dimensional version of this question (d = 1) has been analyzed in [24]-[25].
Let us describe the results obtained in this work. First, in order to solve the null control-
lability problem associated with (68) (d = 1 and Ω = (0, π)), it is necessary to impose the
conditions (73) and

(81) b1b2 6= 0.

It is clear that conditions (73) and (81) are also necessary to solve (78) in the general case
d > 1. In fact, (73) and (81) are equivalent conditions to the corresponding approximate
controllability property for the parabolic system associated to the null controllability prob-
lem (68). Secondly, in [24] the author analyzes problem (68) when d = 1 and (73) and (81)
holds. Setting

(82) T0(q) := lim sup
k→+∞

− log
∣∣∣ν(2)
k − ν

(1)
k

∣∣∣
ν

(1)
k

∈ [0,∞] ,

the author proves, using the moment method, that:

• if T > T0(q), for any y0 ∈ H−1(Ω;R) there exists u ∈ L2(0, T ) such that the solution
y of problem (68) (with d = 1) satisfies y(T ) = 0.

• if T0(q) > 0 and 0 < T < T0(q), then there exists y0 ∈ H−1(Ω;R) such that for any
u ∈ L2(0, T ) the solution y of problem (68) (with d = 1) satisfies y(T ) 6= 0.

Notice that when q 6= 0, one has T0(q) = 0 and, under assumptions (73) and (81), null
controllability for problem (68) (with d = 1) holds for any time T > 0.

However, when q ∈ L2(0, π) satisfies q = 0, the elements of the sequence
{
ν

(1)
k , ν

(2)
k

}
k≥1

condense: ∣∣∣ν(2)
k − ν

(1)
k

∣∣∣ = |ξk| → 0

and it can happen that T0(q) > 0. More precisely, for any τ0 ∈ [0,+∞], there exists
q ∈ L2(0, π) such that T0(q) = τ0.

This result has been extended in [25] to the case d > 1 in two particular settings

• first, where ω = Ω1 in [25, Section 4.1]. In this case, the problem remains roughly
one-dimensional and the proof uses the study in the one-dimensional case and the
fact that {ψm}m≥1 is a Hilbert basis of L2(Ω1).
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• then, the case where ω ⊂ Ω1 in [25, Section 4.2] but with extra assumptions ensuring
that T0(q) = 0. In this case, the proof uses in a fundamental way the cost of null con-
trollability in the one-dimensional setting to develop a Lebeau-Robbiano’s iteration
scheme as in [4].

Our objective is now to generalize this controllability result to the setting described at
the beginning of Section 5. In this sense, one has:

Theorem 13. Let Ω and ω be as defined at the beginning of Section 5. Let b and A defined
by (69) with q ∈ L2(Ω) satisfying (70) and assume conditions (73) and (81). Consider
T0(q) ∈ [0,∞] given by (82). Let T > 0. Then,

1. if T > T0(q), for any y0 ∈ H−1(Ω;R2) there exists u ∈ L2((0, T ) × ω) such that the
solution y of problem (68) satisfies y(T ) = 0.

2. if T < T0(q), then there exists y0 ∈ H−1(Ω;R2) such that for any u ∈ L2((0, T )× ω)
the solution y of problem (68) satisfies y(T ) 6= 0.

The proof of Theorem 13, item 2 . is a direct consequence of the results obtained in [25,
Section 4.1]: if problem (68) is not controllable with ω = Ω1 it cannot be controllable in
the more restrictive setting ω ⊂ Ω1.

Theorem 13, item 1 . will be proved applying the moment method. It strongly relies
on the biorthogonal family designed in Theorem 1 applied to the framework described in
Section 5.1.

In order to prove it, let us first establish the existence of a biorthogonal family in

L2((0, T )× ω) of the sequence F :=
{
F̃

(j)
m,k

}
m,k≥1
j=1,2

given by

(83) F̃
(j)
m,k(t, x

′) := e−ν
(j)
m,ktψm(x′), (t, x′) ∈ (0, T )× Ω1,

with m, k ≥ 1 and j = 1, 2 (ν
(j)
m,k is given in (77)). One has:

Proposition 14. Under the previous notations, let us assume that q ∈ L2(Ω) and the

sequence
{
ν

(1)
k , ν

(2)
k

}
k≥1

satisfies (70) and (73). Then, there exists a constant C > 0, only

depending on q, such that for any T > 0, the sequence
{
F̃

(j)
m,k

}
m,k≥1
1≤j≤2

(see (83)) admits a

biorthogonal family
{
Q̃

(j)
m,k

}
m,k≥1
1≤j≤2

in L2((0, T )× ω) that satisfies

(84)
∥∥∥Q̃(j)

m,k

∥∥∥
L2((0,T )×ω)

≤ C exp

(
C
T

)
exp

(
C
√
ν

(j)
m,k

)
1∣∣∣ν(1)

k − ν
(2)
k

∣∣∣ ,
for any m, k ≥ 1 and j : 1 ≤ j ≤ 2.
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Proof. Let us consider U2 = R and C2 the linear operator

C2 : φ ∈ H2(0, π) ∩H1
0 (0, π) 7→ C2φ = φ′(0) ∈ R,

which satisfies C2 ∈ L(H2(0, π) ∩H1
0 (0, π),R). Let us also consider (Λ1,B1,Λ2,B2) given

in Section 5.1. To apply Theorem 1, let us check that (Λ1,B1,Λ2,B2,U2,C2) satisfies
Assumption 1.

Using Weyl’s law, it is classical that the sequence {µm}m≥1 satisfies

NΛ1(r) ≤ κ1r
d−1
2 , ∀r ∈ (0,∞).

for a positive constant κ1, only depending on Ω1 ⊂ Rd−1 and d (the definition of NΛ1 is
given in (10)). So, (11) holds for κ1 and θ1 = (d− 1)/2.

Let us now check conditions (13)–(12) for sequence Λ2. Recall that Λ2 = Λ
(1)
2 ∪ Λ

(2)
2

with (see (75) and (76))

Λ
(1)
2 =

{
ν

(1)
k

}
k≥1

and Λ
(1)
2 =

{
ν

(2)
k

}
k≥1

.

Using a general result for Sturm-Liouville operators (see for instance [6, Theorem IV.1.3]

we can deduce that, for i = 1, 2, Λ
(i)
2 ∈ L(1, ρi, 1/2, κi) for appropriate constants ρi, κi > 0

(recall that the class L is defined in (21)). In our particular case and using (75) and (76),
it is not difficult to see that

Λ
(1)
2 ∈ L(1, 3, 1/2, 1) and Λ

(2)
2 ∈ L(1, ρ2, 1/2, κ2)

with ρ2, κ2 > 0 only depending on q. Now, from [6, Lemma V.4.20], we deduce

Λ2 ∈ L(p, ρ, θ, κ) with p = 2, ρ = min (3, ρ2) , θ = 1/2, κ = 2 (1 + κ2) .

Using [8, Proposition 2.2] we deduce the existence of a countable family {Gk}k≥1 of disjoint
subsets of Λ2 satisfying (14) and (15). In the same way, we can also rearrange the elements
of B2 in such a way that we have (16). Condition (17) is a direct consequence of the
normalization condition (74).

Finally, inequality (18) is a consequence of a result of Jerison-Lebeau (see [19]): If
Ω1 ⊂ Rd−1 is a bounded domain with boundary ∂Ω1 regular enough, and ω ⊂ Ω1 is
an arbitrary nonempty open subset of Rd−1, then, there exists a constant β > 0, only
depending on ω and Ω1, such that for any sequence {bm}m≥1 ⊂ C and any λ ∈ (0,∞), one
has

(85)

∫
Ω1

∣∣∣∣∣∣
∑
√
µm≤λ

bmψm(x′)

∣∣∣∣∣∣
2

dx′ ≤ eβλ
∫
ω

∣∣∣∣∣∣
∑
√
µm≤λ

bmψm(x′)

∣∣∣∣∣∣
2

dx′.
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As already noticed in Remark 1, applying the previous inequality to

bm =
∑
k≤λ

gk∑
j=1

b
(j)
m,kC2φ

(j)
k

implies the validity of (18) with β > 0 and ϑ = 1/2. We have therefore proved that
(Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 1.

We now apply Theorem 1 to obtain a biorthogonal family
{
Q̃

(j)
m,k

}
m,k≥1
1≤j≤2

to
{
F̃

(j)
m,k

}
m,k≥1
1≤j≤2

in L2((0, T )×ω) satisfying (27). To prove the estimate (84) it thus only remains to estimate(
M−1
k

)
j,j

where Mk is the matrix given in (25). For any k ≥ 1, we consider the two possible
cases.

• If ]Gk = 2 then there exists ` ≥ 1 such that Gk =
{
ν

(1)
` , ν

(2)
`

}
. Then, from (25),

using the normalization condition (74) we have

Mk =

(
1 1

1 1 +
(
ν

(1)
` − ν

(2)
`

)2

)
.

Thus, for any j ∈ {1, 2}, we have

(
M−1
k

)
j,j
≤ 1 + ρ2∣∣∣ν(1)

` − ν
(2)
`

∣∣∣2 .
• If ]Gk = 1 then there exists ` ≥ 1 and i ∈ {1, 2} such that Gk =

{
ν

(i)
`

}
. Then,

from (25), we have Mk = 1.

To obtain an estimate valid in both cases, notice that, from (76) it comes that there
exists C > 0 depdending on q such that

(86)
∣∣∣ν(2)
k − ν

(1)
k

∣∣∣ ≤ C, ∀k ≥ 1.

Thus,

M−1
k = 1 ≤ C∣∣∣ν(1)

` − ν
(2)
`

∣∣∣2 .
Gathering both cases proves (84) and ends the proof of Proposition 14.

We now have all the ingredients to prove Theorem 13.
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Proof of Theorem 13. The proof of item 2 . follows from the study done in [25, Section
4.1]: if problem (78) is null controllable with a control u ∈ L2((0, T ) × ω) then it is null
controllable with a control u ∈ L2((0, T ) × Ω1). The latter property does not hold if
T < T0(q).

The proof of item 1 . relies on the moment method. Let T > T0(q) and y0 ∈ H−1(Ω,R2).

Let
{
Q̃

(j)
m,k

}
m,k≥1
1≤j≤2

be the biorthogonal family designed in Proposition 14. Let us consider

v given by the formal series

(87) v : (t, x′) 7→
∑
m≥1

∑
k≥1

2∑
j=1

−1

bj

〈
y0,Φ

(j)
m,k

〉
H−1,H1

0

e−ν
(j)
m,kT Q̃

(j)
m,k(t, x

′).

There exists C > 0 such that ‖ψm‖H1
0 (Ω1) ≤ C

√
µm for any m ≥ 1. Applying classical

results for Sturm-Liouville operator (see for instance [1, Lemma 2.3]), taking into account
the normalization condition (74), there exists C > 0 depending on q such that∣∣∣φ(j)

k (x)
∣∣∣2 +

1

ν
(j)
k

∣∣∣∣(φ(j)
k

)′
(x)

∣∣∣∣2 ≤ C

ν
(j)
k

, ∀x ∈ (0, π), ∀k ≥ 1, ∀j : 1 ≤ j ≤ 2.

Thus, we deduce that

∥∥∥Φ
(j)
m,k

∥∥∥2

H1
0

≤ C

(
1 +

µm

ν
(j)
k

)
, ∀m, k ≥ 1, ∀j : 1 ≤ j ≤ 2.

From (84) we have∥∥∥Q̃(j)
m,k

∥∥∥
L2((0,T )×ω)

≤ C exp

(
C
T

)
exp

(
C
√
ν

(j)
m,k

)
1∣∣∣ν(1)

k − ν
(2)
k

∣∣∣
for any m, k ≥ 1 and j : 1 ≤ j ≤ 2. Recall that T0(q) is defined by (82). Then, since
T > T0(q), it comes that the series (87) converges in L2((0, T )× ω).

Using the biorthogonality property we directly obtain that v solves the moment prob-
lem (78) which ends the proof of Theorem 13.

5.3 A distributed controllability problem for a coupled parabolic system

In this subsection we give the adjustments with respect to Section 5.2 to study the null
controllability with a distributed control problem given in (71). Recall that the associated
moment problem is given by (80) and we considered the normalization condition (79).

45



The following one-dimensional version of this question (d = 1)

(88)


∂ty1 − ∂xxy1 = b11(a,b)u, in (0, T )× (0, π),

∂ty2 − ∂xxy2 + qy2 = b21(a,b)u, in (0, T )× (0, π),

yj(t, 0) = yj(t, π) = 0, t ∈ (0, T ), j = 1, 2,

yj(0, x) = yj0(x), x ∈ (0, π), j = 1, 2,

has also been analyzed in [24] in the particular case

Supp(q) ⊂ (0, a) or Supp(q) ⊂ (b, π).

Then, under conditions (73) and (81), she proved that T0(q) defined by (82) is the minimal
null control time for system (71) from L2(Ω;R2) with controls in L2((0, T )× ω × (a, b)).

In the general setting, we prove the following result.

Theorem 15. Let Ω, ω be as defined at the beginning of Section 5 and let 0 ≤ a < b ≤ π.
Let b and A defined by (69) with q ∈ L2(Ω) satisfying (70) and assume conditions (73)
and (81). For any k ≥ 1 let

Gk := GramL2(a,b)

(
φ

(1)
k , φ

(2)
k

)
and set

(89) T0(q, a, b) := lim sup
k→+∞

− log

∣∣∣∣∣
√

detGk +
∣∣∣ν(2)
k − ν

(1)
k

∣∣∣2∣∣∣∣∣
ν

(1)
k

∈ [0,∞] .

Then,

1. if T > T0(q, a, b), for any y0 ∈ H−1(Ω;R2) there exists u ∈ L2((0, T ) × ω × (a, b))
such that the solution y of problem (71) satisfies y(T ) = 0.

2. if T < T0(q, a, b), then there exists y0 ∈ H−1(Ω;R2) such that for any u ∈ L2((0, T )×
ω × (a, b)) the solution y of problem (71) satisfies y(T ) 6= 0.

Here again, the proof of item 1 . will follow from the moment method and particularly
the use of the following biorthogonal family.

Proposition 16. Under the previous notations, let us assume that q ∈ L2(Ω) and the

sequence
{
ν

(1)
k , ν

(2)
k

}
k≥1

satisfies (70) and (73). Then, there exists a constant C > 0, only

depending on q, such that for any T > 0, there exists a family{
Q̃

(j)
m,k

}
m,k≥1
1≤j≤2

⊂ L2((0, T )× ω × (a, b))
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that satisfies the biorthogonal property

(90)

∫ T

0

∫
ω

∫ b

a
Q̃

(j)
m,k(t, x

′, x)e−ν
(i)
n,`tψn(x′)φ

(i)
` (x)dtdx′dx = δmnδk`δji

for any m, k ≥ 1 and j : 1 ≤ j ≤ 2 and

(91)
∥∥∥Q̃(j)

m,k

∥∥∥2

L2((0,T )×ω×(a,b))
≤ C exp

(
C
T

)
exp

(
C
√
ν

(j)
m,k

)
1

detGk +
∣∣∣ν(2)
k − ν

(1)
k

∣∣∣2 ,
for any m, k ≥ 1 and j : 1 ≤ j ≤ 2.

Proof. Let us consider U2 = L2(a, b) and C2 the linear operator

C2 : φ ∈ H2(0, π) ∩H1
0 (0, π) 7→ C2φ = 1(a,b)φ.

The proof follows the lines of that of Proposition 14. To obtain that (Λ1,B1,Λ2,B2,U2,C2)
satisfies Assumptions 1 it only remains to prove the spectral inequality (18). As stated in
Remark 1 it follows from the spectral inequality (85). Applying it for any fixed x ∈ (a, b)
with

bm =
∑
k≤λ

gk∑
j=1

b
(j)
m,kφ

(j)
k (x)

gives

∫
Ω1

∣∣∣∣∣∣
∑

√
µm,k≤λ

gk∑
j=1

b
(j)
m,kψm(x′)φ

(j)
k (x)

∣∣∣∣∣∣
2

dx′ ≤ eβλ
∫
ω

∣∣∣∣∣∣
∑

√
µm,k≤λ

gk∑
j=1

b
(j)
m,kψm(x′)φ

(j)
k (x)

∣∣∣∣∣∣
2

dx′.

Integrating with respect to x ∈ (a, b) proves (18). Thus (Λ1,B1,Λ2,B2,U2,C2) satisfies
Assumption 1.

We can now apply Theorem 1 to obtain a family
{
Q̃

(j)
m,k

}
m,k≥1
1≤j≤2

satisfying the biorthog-

onal family (90) and the estimate (27). To prove the estimate (91) it thus only remains to
estimate

(
M−1
k

)
j,j

where Mk is the matrix given in (25). For any k ≥ 1, we consider the
two possible cases.

• If ]Gk = 2 then there exists ` ≥ 1 such that Gk =
{
ν

(1)
` , ν

(2)
`

}
. Then, from (25),

using the normalization condition (79) we have

Mk =

 1
〈
φ

(1)
` , φ

(2)
`

〉
L2(a,b)〈

φ
(1)
` , φ

(2)
`

〉
L2(a,b)

1 +
(
ν

(1)
` − ν

(2)
`

)2

 .
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Explicit computations yield

detMk = 1−
〈
φ

(1)
` , φ

(2)
`

〉2

L2(a,b)
+
(
ν

(1)
` − ν

(2)
`

)2

= detG` +
(
ν

(1)
` − ν

(2)
`

)2
(92)

and

(93) M−1
k =

1

detMk

 1 +
(
ν

(1)
` − ν

(2)
`

)2
−
〈
φ

(1)
` , φ

(2)
`

〉
L2(a,b)

−
〈
φ

(1)
` , φ

(2)
`

〉
L2(a,b)

1

 .

Thus, for any j ∈ {1, 2}, we have

(
M−1
k

)
j,j
≤ 1 + ρ2

detG` +
∣∣∣ν(1)
` − ν

(2)
`

∣∣∣2 .
• If ]Gk = 1 then there exists ` ≥ 1 and i ∈ {1, 2} such that Gk = {ν(i)

` }. Then,
from (25), we have Mk = 1.

As in Section 5.2, let us formulate an estimate valid in both cases. Using estimate (86)
and the normalization condition (79), it comes that

detGk +
∣∣∣ν(1)
k − ν

(2)
k

∣∣∣2 ≤ 1 + C2, ∀k ≥ 1.

Thus we obtain

M−1
k = 1 ≤ 1 + C2

detG` +
∣∣∣ν(1)
` − ν

(2)
`

∣∣∣2 .
Gathering both cases proves (91) and ends the proof of Proposition 16.

We now turn to the proof of Theorem 15.

Proof of Theorem 15. The proof of item 1 . follows the line of the proof of Theorem 13
replacing the biorthogonal family coming from Proposition 14 with the one coming from
Proposition 16 and is not detailed.

We now turn to the proof of item 2 . Let T > 0 and assume that for any y0 ∈ H−1(Ω;R2)
there exists u ∈ L2((0, T ) × ω × (a, b)) such that the solution y of problem (71) satisfies
y(T ) = 0. As in the proof of Theorem 15, if system (71) is null controllable then it is also
null controllable with controls in L2((0, T )× Ω1 × (a, b)). This implies

T ≥ T̃0(q, a, b)
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where T̃0(q, a, b) is the minimal null control time of the one dimensional problem (88) from
L2(0, π) with controls in L2((0, T )× (a, b)).

From [8, Theorems 11 and 18], considering the particular initial condition y0
1 = 0 and

y0
2 = φ

(2)
k for system (88) it comes that

T̃0(q, a, b) ≥ lim sup
k→+∞

log
(
M−1
k

)
2,2

ν
(2)
k

.

where the matrix M−1
k has been computed in (93). Finally, using the expression of detMk

given in (92) and the asymptotic (76) we obtain

T ≥ lim sup
k→+∞

− log

∣∣∣∣∣
√

detGk +
∣∣∣ν(2)
k − ν

(1)
k

∣∣∣2∣∣∣∣∣
ν

(1)
k

which ends the proof of item 2 .

6 Moment problems associated with geometrically multiple
eigenvalues in Λ2

In this section we extend Theorem 1 to the case where the moment problem involves
geometrically multiple eigenvalues.

As it appears in the application of our strategy to explicit examples in Section 5, our
assumption on B2 is only valid for geometrically simple eigenvalues in the 1D variable.
However this assumption is not necessary and our strategy also apply with geometrically
multiple eigenvalues. The price to pay is the introduction of extra heavier notation. To
lighten the article we chose to present this extension and indicate the modifications in the
proof in this subsection.

We stick with every assumption except for the assumption concerning B2. We now
assume that we have B2 ⊂ L2(0, π), a family of L2(0, π), given by

(94) B2 :=
⋃
k≥1

⋃
1≤j≤gk

Bk,j , Bk,j =
{
φ

(j,1)
k , . . . , φ

(j,γk,j)
k

}
⊂ H2(0, π) ∩H1

0 (0, π),

and satisfying

(95)
{
C2φ

(j,i)
k

}
1≤i≤γk,j

is linearly independant in U2, ∀k ≥ 1 and j : 1 ≤ j ≤ gk.

More precisely, our main assumption is now the following.
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Assumption 2. We have two positive real sequences Λ1 and Λ2, an orthonormal basis B1

of L2(Ω1), a sequence B2 of L2(0, π), a Hilbert space U2, and an operator C2 ∈ L(H2(0, π)∩
H1

0 (0, π),U2) such that
Λ1 satisfy (11) and with κ1, θ1 and ϑ ∈ (0, 1);

Λ2 ∈ L(p, ρ, θ, κ), p ∈ N, ρ, κ > 0 and θ ∈ (0, 1), satisfying (14), (15);

B2 is given by (94) and satisfies (95); inequality (18) holds with β > 0.

Let us consider the sequence

F :=
{
F

(j,i)
m,k : m, k ≥ 1, 1 ≤ j ≤ gk, 1 ≤ i ≤ γk,j

}
of elements of U2 given by

(96) F
(j,i)
m,k (t, x′) := e

(j,i)
m,k (t)ψm(x′) = e−λ

(j)
m,ktψm(x′)C2φ

(j,i)
k , (t, x′) ∈ (0, T )× Ω1,

We now consider the matrix Mk given by
(97)

Mk =

gk∑
`=1

GramU2

(
δ1
k,`C2φ

(1,1)
k , . . . , δ1

k,`C2φ
(1,γk,1)
k , . . . , δgkk,`C2φ

(gk,1)
k , . . . , δgkk,`C2φ

(gk,γk,gk )

k

)
where δjk,` is given by (26). We consider the associated renumbering function

(98) R : (j, i) ∈ N∗ × N∗ 7→ γk,1 + · · ·+ γk,j−1 + i,

with the convention γk,0 = 0.
With these notation we obtain the following theorem.

Theorem 17. Let us assume that (Λ1,B1,Λ2,B2,U2,C2) satisfies Assumption 2. Then,
there exists a constant C > 0, only depending on p, ρ, θ, κ, β, ϑ, θ1 and κ1, such that for
any T > 0, the sequence F (see (96)) admits a biorthogonal family{

Q
(j,i)
m,k : m, k ≥ 1, 1 ≤ j ≤ gk, 1 ≤ i ≤ γk,j

}
in L2((0, T )× ω;U2), i.e., such that for any m,n ≥ 1, any k, ` ≥ 1, any j : 1 ≤ j ≤ gk any
j′ : 1 ≤ j′ ≤ g`, any i : 1 ≤ i ≤ γk,j and any i′ : 1 ≤ i′ ≤ γ`,j′, we have∫ T

0

∫
ω

〈
Q

(j,i)
m,k (t, x′), F

(j′,i′)
n,` (t, x′)

〉
U2
dx′dt = δmnδk`δjj′δii′ ,

that satisfies
(99)∥∥∥Q(j,i)

m,k

∥∥∥2

L2((0,T )×ω;U2)
≤ C exp

(
C
T b

+
C
T θ′

)
exp

(
C
[
λ

(1)
m,k

] b
1+b

+ C
[
λ

(1)
m,k

]θ)(
M−1
k

)
R(j,i),R(j,i)

,
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for any m, k ≥ 1, any j : 1 ≤ j ≤ gk and any i : 1 ≤ i ≤ γk,j, where Mk is the matrix
defined in (97), θ′ and b are given by (28) and (29) and R is the renumbering function
defined in (98).

Proof. The proof of this theorem follows the same steps as that of Theorem 1. Let us
briefly explain the necessary adjustments.

• Theorem 2. Following the lines of the proof of Theorem 2 directly gives

(100)

∫ T

0

∫
Ω1

e
−αβ
tb
∥∥PN (t, x′)

∥∥2

U2 dx
′ dt ≤ 6

∫ T

0

∫
ω

∥∥PN (t, x′)
∥∥2

U2 dx
′ dt,

for any T ∈ (0, τ0], any N ≥ 1 and any PN given by

(101) PN (t, x′) :=
∑

µϑm,k≤N

gk∑
j=1

γk,j∑
i=1

a
(j,i,N)
m,k F

(j,i)
m,k (t, x′), (t, x′) ∈ (0, T )× Ω1.

where β is the constant in (18) and b is given by (29). Indeed the key estimate given
by Lemma 7 still holds with the same proof taking into account the new definition

of g
(N)
m,k given by

g
(N)
m,k(t) :=

gk∑
j=1

e−λ
(j)
m,kt

γk,j∑
i=1

a
(j,i,N)
m,k C2φ

(j,i)
k ∈ U2.

• Theorem 3. Replacing the spaces Eηα and Eω by

Eηα = span
{
F

(j,i)
m,k : k,m ≥ 1, j : 1 ≤ j ≤ gk, i : 1 ≤ i ≤ γk,j

}L2
ηα

((0,T )×Ω1;U2)

,

Eω = span
{
F

(j,i)
m,k |ω : k,m ≥ 1, j : 1 ≤ j ≤ gk, i : 1 ≤ i ≤ γk,j

}L2((0,T )×ω;U2)

,

we obtain that Theorem 3 holds without any modification. Notice that neither The-
orem 2 nor Theorem 3 uses the assumption (17) (here replaced by (95)).

• Theorem 1. Finally the proof of Theorem 1 combines two steps: the existence
(with estimates) of a biorthogonal family in L2((0, T )×Ω1;U2) and the isomorphism
property of the restriction operator coming from Theorem 3. The latter and its use
to deduce a biorthogonal family in L((0, T )× ω;U2) given in Proposition 11 remains
unchanged.

The existence with suitable estimates of a biorthogonal family under Assumption (2)
follows the line of Section 4.2 replacing the use of Proposition 18 by [8, Theorem 51].
Here it is necessary to assume (95).
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Notice that the use of such biorthogonal families allows to prove that the minimal null
control time for system (71) given in Theorem 15 still holds replacing condition (73) by
the approximate controllability of system (71).

A Biorthogonal families in L2(0, T ;U2)

Recall that we have defined in (22) the following functions

e
(j)
m,k : t 7→ e−λ

(j)
m,ktC2φ

(j)
k ∈ U2, ∀m, k ≥ 1 and j : 1 ≤ j ≤ gk.

In the setting considered in Assumption 1, using results proved in [8], we obtain a biorthog-

onal family to
{
e

(j)
m,k

}
k≥1

1≤j≤gk
in L2(0, T ;U2). More precisely, we obtain the following result.

Proposition 18. Let Λ1 ⊂ (0,∞). Let (Λ2,B2,U2,C2) satisfying Λ2 ∈ L(p, ρ, θ, κ), (16)
and (17). Let (Gk)k≥1 be a grouping satisfying (14) and (15). For any k ≥ 1, let Mk be

the matrix defined by (25). There exists a positive constant C̃1 depending on p, ρ, θ and κ

such that for any T > 0, for any m ≥ 1, there exists a biorthogonal family
{
q

(j)
m,k

}
k≥1

1≤j≤gk

to
{
e

(j)
m,k

}
k≥1

1≤j≤gk
in L2(0, T ;U2), i.e., such that

∫ T

0

〈
q

(j)
m,k(t), e

−(λ
(i)
` +µm)tC2φ

(i)
`

〉
U2
dt = δk`δij , ∀k, ` ≥ 1 and 1 ≤ j ≤ gk, 1 ≤ i ≤ g`.

satisfying the following estimate
(102)∥∥∥q(j)

m,k

∥∥∥2

L2(0,T ;U2)
≤ C̃1 exp

(
C̃1

T θ′

)
e
C̃1

[
λ
(1)
k +µm

]θ (
M−1
k

)
j,j
, ∀k ≥ 1 and 1 ≤ j ≤ gk,

with θ′ given by (28).
Moreover, there exists a positive constant C̃2 depending on p and inf Λ2 such that for

any T > 0, for any m ≥ 1, any biorthogonal family
{
q

(j)
m,k

}
k≥1

1≤j≤gk
to
{
e

(j)
m,k

}
k≥1

1≤j≤gk
in

L2(0, T ;U2) satisfies∥∥∥q(j)
m,k

∥∥∥2

L2(0,T ;U2)
≥ C̃2

(
M−1
k

)
j,j
, ∀k ≥ 1 and 1 ≤ j ≤ gk.
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This proposition is exactly [8, Theorem 51]. The only assumption to check to apply [8,
Theorem 51] is that

Λ
(m)
2 := µm + Λ2 =

{
λ

(j)
k + µm

}
k≥1

1≤j≤gk
∈ L(p, ρ, θ, κ)

for any m ≥ 1 which we proved in the proof of Corollary 6.
Notice that in the particular case U2 = R, then we are dealing with classical biorthog-

onal families to time exponentials and, in this setting, Proposition 18 is a consequence
of [18].

B A Lebeau-Robbiano construction

In this appendix we revisit the classical Lebeau-Robbiano strategy from the point of view of
biorthogonal families. Using the restriction operator of Section 3, we prove in Theorem 24
that the spectral inequality implies the existence of biorthogonal families with estimates
allowing to recover null controllability in arbitrary time without any geometrical extra
condition on the space domain.

In [22] L. Miller was interested in an adaptation of the Lebeau-Robbiano strategy for the
proof of an inequality of observability of heat-like semigroups. In particular, he considered
the Dirichlet-Laplace operator in L2(Ω), where Ω is a sufficiently smooth bounded domain
of Rd with d ≥ 1. Let us denote by

{
etA
}
t≥0

, the semigroup generated by this operator

in L2(Ω) and {µm, ψm}m≥1, its eigenelements (‖ψm‖L2(Ω) = 1). Using that {ψm}m≥1

satisfy (85), with Ω1 replaced by Ω and ω ⊂ Ω an arbitrary nonempty open subset, i.e.,
using

(103)

∫
Ω

∣∣∣∣∣∣
∑
√
µm≤λ

bmψm(x′)

∣∣∣∣∣∣
2

dx′ ≤ eβλ
∫
ω

∣∣∣∣∣∣
∑
√
µm≤λ

bmψm(x′)

∣∣∣∣∣∣
2

dx′,

for any {bm}m≥1 ∈ `2, L. Miller proved that, for all T > 0, the observability inequality

(104)
∥∥etAf∥∥2

L2(Ω)
≤ K(T, ω)

∫ T

0

∫
ω

∣∣etAf ∣∣2 , ∀f ∈ L2(Ω),

holds for a positive constant K(T, ω) satisfying

(105) lim sup
T→0

(T ln(K(T, ω))) ≤ 2β2.

It is well-known that the observability inequality (104) is equivalent to the null control-
lability property for the heat equation at time T > 0 together with an estimate of the

53



associated control cost: for all y0 ∈ L2(Ω), there exists u ∈ L2 (QT ) (QT := (0, T ) × Ω)
satisfying

(106) ‖u‖2L2((0,T )×ω) ≤ K(T, ω)‖y0‖2L2(Ω),

with K(T, ω) the constant in (104), and such that the problem

(107)


∂ty −∆y = 1ωu, in QT ,

y = 0, on ΣT := (0, T )× ∂Ω,

y(0, ·) = y0, y(T, ·) = 0, in Ω,

admits a weak solution y.
The purpose of this appendix is to prove the null controllability result (107), with

controls u satisfying (106) for a constant K(T, ω) fulfiling (105). To be precise, we will
prove:

Theorem 19. Let us assume that Λ1 = {µm}m≥ satisfies (11) for θ1 > 0 and that
B1 = {ψm}m≥1 is an orthonormal basis of L2(Ω) that satisfies (103). Let T > 0. Then,
there exists a constant K(T, ω) > 0 satisfying (105) and such that the null controllability
problem (107) has a solution u ∈ L2((0, T )× ω) satisfying (106).

To this end, we will use a different approach to that of [22]: we will solve (107) by
solving the associated moment problem. This will entail the construction of a biorthogonal
family in L2((0, T )× ω) to the sequence {Fm}m≥1, given by

(108) Fm(t, x) = e−µmt ψm(x), (t, x) ∈ QT , m ≥ 1,

with an explicit estimate with respect to T > 0 of the norms of the elements of this family.
In order to construct an appropriate biorthogonal family in L2((0, T )×ω) to {Fm}m≥1

we will use the restriction argument of the previous sections. In fact, this restriction
argument will allow us to construct the unique optimal biorthogonal family to {Fm}m≥1

in L2((0, T )× ω).
As a first step, we begin by the following result:

Proposition 20. For any ε ∈ (0, T ), there exists a sequence {f εm}m≥1 biorthogonal in

L2(QT ) to {Fm}m≥1, Fm given by (108), satisfying

(109)


Supp (f εm) ⊂ [ε, T ]× Ω,

‖f εm‖
2
L2(QT ) ≤ c

(
1

T − ε
+ µm

)
e2εµm ,

for any m ≥ 1, with c = 2e.
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Proof. Let τ > 0. Using the orthonormality of the sequence {ψm}m≥1 in L2(Ω), a natural
choice of a biorthogonal family {f τm}m≥1 to {Fm}m≥1 in L2 ((0, τ)× Ω) is a sequence of
the form

gτm(t, x) =
1

Cτm
e−µmtψm(x), with Cτm =

∫ τ

0
e−2µmt dt, m ≥ 1.

Now, for any ε ∈ (0, T ), we choose τ = T − ε and we define

f εm(t, x) =

{
0 if t ∈ (0, ε], x ∈ Ω,

eεµmgT−εm (t− ε, x) if t ∈ (ε, T ), x ∈ Ω,

for any m ≥ 1. It is not difficult to check that the sequence {f εm}m≥1 is biorthogonal to

{Fm}m≥1 in L2(QT ) and satisfies the first condition in (109). On the other hand,

‖f εm‖
2
L2(QT ) =

e2εµm

CT−εm

, ∀m ≥ 1.

If 2µm(T − ε) ≤ 1, then

CT−εm =

∫ T−ε

0
e−2µmt dt ≥

∫ T−ε

0
e−1 dt = e−1 (T − ε) , ∀m ≥ 1.

If 2µm(T − ε) > 1, then

CT−εm =

∫ T−ε

0
e−2µmt dt ≥

∫ 1
2µm

0
e−2µmt dt ≥ e−1

2µm
, ∀m ≥ 1.

The two previous inequalities together with the expression of ‖f εm‖L2(QT ) proves the second
condition in (109)). This ends the proof of the result.

For N ≥ 1, let us define

(110) PN (t, x) :=
∑

√
µm≤N

a(N)
m Fm(t, x) =

∑
√
µm≤N

a(N)
m e−µmtψm(x),

where a
(N)
m ∈ R, 1 ≤ m ≤ N . The second step in our approach is:

Proposition 21. For all α > 2β (β is the constant in (103)), any integer N ≥ 1 and any
PN (see (110)), one has
(111)∫ ∫

QT

e−
αβ
t |PN (t, x)|2 dx dt ≤

(
3 ‖PN‖2L2((0,T )×ω) +M(α, T )

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt

)
,
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where 
M(α, T ) = Ĉ χ(T, α)

(α2 − 2αβ)2θ1+1
e−

α2−2αβ
2T ,

χ(T, α) =

(
1

T
+ 1

)[
T θ1+1

(
1 + T θ1+1

)
+ α2θ1+2

]
,

θ1 = d/2 and Ĉ is a positive constant only depending on θ1.

Proof. The proof follows the steps of the proofs of Lemmas 8 and 9 (b = 1). Given N ≥ 1,
α and T > 0, we will assume T > α/N . See Remark 7 when T ≤ α/N .

Recall that for all N ≥ 1 and PN given by (110), one has∫
Ω
|PN (t, x)|2 dx =

∑
√
µm≤N

∣∣aNm∣∣2 e−2µmt, ∀t ∈ (0, T ).

The spectral inequality (103) gives (see the proof of Lemma 8)

(112)

∫ α
N

0

∫
Ω
e−

αβ
t |PN (t, x)|2 dx dt ≤

∫ α
N

0

∫
ω
|PN (t, x)|2 dx dt.

Reasoning as in the proof of Lemma 9 (see (52) with b = 1 and ϑ = 1/2), on the interval
(α/N, T ), one has:

(113) e−
αβ
t

∫
Ω
|PN (t, x)|2 dx ≤ 3

∫
ω
|PN (t, x)|2 dx+

∑
α
t
<
√
µm≤N

|a(N)
m |2e−2µmt

 ,

for any t ∈ (α/N, T ). Now, using Proposition 20 with ε ∈ (0, T ), we obtain

∣∣aNm∣∣2 =

∣∣∣∣∫ T

0

∫
Ω
PN (t, x)f εm(t, x) dx dt

∣∣∣∣2 =

∣∣∣∣∫ T

ε

∫
Ω
e−

αβ
2t PN (t, x)e

αβ
2t f εm(t, x) dx dt

∣∣∣∣2
≤ ce

αβ
ε

(
1

T − ε
+ µm

)
e2εµm

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt.

Let us choose ε = t/2 ∈ (0, T ). Thus, the previous inequality implies
(114)∑
α
t
<
√
µm≤N

∣∣∣a(N)
m

∣∣∣2 e−2µmt ≤ ce
2αβ
t

∑
α
t
<
√
µm

(
2

2T − t
+ µm

)
e−µmt

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt,

≤ e
2αβ
t S(t, α)

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt,

for any t ∈ (α/N, T ), with

S(t, α) = 2c
∑

α
t
<
√
µm

(
1

T
+ µm

)
e−µmt.
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In what follows Ĉ will denote a generic positive constant only depending on θ1 and
whose value can change from one line to the next.

We can bound the series appearing in S(t, α) using Lemma 4. Indeed, the sequence
{µm}m≥1 satisfies (11) for κ1 > 0, only depending on Ω ⊂ Rd and d, and θ1 = d/2 (Weyl’s

law). From inequality (40) applied to q = θ1, γ = α2

t2
> 0 and σ = t > 0, we can write

S1(t) :=
∑

α
t
<
√
µm

e−µmt ≤ Ĉ t
θ1 + α2θ1

t2θ1
e−

α2

t , ∀t ∈ (0, T ).

An adaptation of the proof of Lemma 4 leads to the existence of a new positive constant
Ĉ such that

S2(t) :=
∑

α
t
<
√
µm

µme
−µmt ≤ Ĉ t

θ1+1 + α2θ1+2

t2θ1+2
e−

α2

t , ∀t ∈ (0, T ).

Then, for a new constant Ĉ > 0 we deduce

S(t, α) ≤ Ĉ
(

1

T
+ 1

)(
tθ1+2 + α2θ1t2 + tθ1+1 + α2θ1+2

t2θ1+2

)
e−

α2

t

≤ Ĉ
(

1

T
+ 1

)(
T θ1+2 + α2θ1T 2 + T θ1+1 + α2θ1+2

t2θ1+2

)
e−

α2

t , ∀t ∈ (0, T ).

In order to get a simpler estimate of S(t, α), we will use Young’s inequality as follows:
T a = 1 · T a ≤ b− a

b
1

b
b−a +

a

b
T b ≤ 1 + T b, ∀a, b : 0 < a < b,

α2θ1T 2 ≤ θ1

θ1 + 1
α2θ1+2 +

1

θ1 + 1
T 2θ1+2 ≤ α2θ1+2 + T 2θ1+2,

for any T > 0. Thus, T θ1+2 + α2θ1T 2 + T θ1+1 + α2θ1+2 ≤ T θ1+1
(
T + T θ1+1 + 1

)
+ 2α2θ1+2

≤ 2
(
T θ1+1

(
1 + T θ1+1

)
+ α2θ1+2

)
.

Coming to the last estimate of S(t, α) and (114), we obtain

(115)
∑

α
t
<
√
µm≤N

∣∣∣a(N)
m

∣∣∣2 e−2µmt ≤ Ĉ χ(T, α)h(α, t)

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt,

for any t ∈ (α/N, T ), where Ĉ > 0 is a new constant, χ(T, α) is given in the statement of
Proposition 21 and

h(α, t) := t−(2θ1+2)e−
α2−2αβ

t , t ∈ (0, T ).
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The function h is clearly bounded on (0, T ) if α > 2β. Therefore,

∫ T

0
h(α, t) dt ≤ 2 max

t∈(0,T )

 t−2θ1e−
α2−2αβ

2t

α2 − 2αβ

∫ T

0

(
α2 − 2αβ

2t2
e−

α2−2αβ
2t

)
dt

≤ Ĉ e−
α2−2αβ

2T

(α2 − 2αβ)2θ1+1
,

with Ĉ > 0. Going back to (115), we get∫ T

α
N

∑
α
t
<
√
µm≤N

∣∣∣a(N)
m

∣∣∣2 e−2µmt dt ≤M(α, T )

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt,

where M(α, T ) is given in the statement of Proposition 21.
To summarize, if α > 2β, after integrating (113) on

(
α
N , T

)
, we have∫ T

α
N

∫
Ω
e−

βα
t |PN (t, x)|2 dxdt ≤

(
3 ‖PN‖2L2(( α

N
,T )×ω) +M(α, T )

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt

)
.

Adding the previous inequality and inequality (112)) we get (111). This ends the proof.

Let us continue with our reasoning. The following result is our third step (see Theo-
rem 2):

Proposition 22. For all T > 0 there exists α0(T, β) > 0 satisfying

(116) lim
T→0+

α0(T, β) = 2β,

and such that any N ≥ 1, any PN given by (110) and for all α ≥ α0(T, β), one has

(117)

∫ ∫
QT

e−
αβ
t |PN (t, x)|2 dx dt ≤ 6

∫ T

0

∫
ω
|PN (t, x)|2 dx dt.

Proof. Let us first take α > 2β and consider the expressions of M(α, T ) and χ(T, α) in
the statement of Proposition 21. If we take α = 2β +

√
δT , with δ ≥ 1 to be determined,

one has α2 − 2αβ =
(

2β +
√
δT
)√

δT and we can write

M(α, T ) = Ĉ (T + 1)

T θ1+1(1+T θ1+1)

(2β+
√
δT)

2θ1+1 + 2β +
√
δT

T (δT )θ1+ 1
2

e−
δ
2 e
−β

√
δ
T

≤ Ĉ T + 1

T θ1+ 3
2

[
T

1
2

(
1 + T θ1+1

)
+ 2β + T

1
2

]
e−

δ
2 := B(β, T ) e−

δ
2 , ∀T > 0.
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Recall that Ĉ > 0 is the constant provided by Proposition 21, only depending on θ1.
From the previous inequality, it is clear that taking α0(T, β) = 2β +

√
Tδ0(T, β) with

δ0(T, β) = max {1, 2 ln (2B(β, T ))}

one has (116). In addition, M(α, T ) ≤ 1/2, for any α ≥ α0(T, β) and inequality (111)
implies (117). This finalizes the proof.

Let ηα and L2
ηα((0, T )×Ω) the function and the space defined in (32) and (33) with Ω1

replaced by Ω. As in (34), we define

(118)

 Eηα = span {Fm : m ≥ 1}L
2
ηα

(QT )
,

Eω = span {Fm|ω : m ≥ 1}L
2((0,T )×ω)

.

where the function Fm is given in (108). As a consequence of Propositions 20, 21 and 22,
we can prove a result as Theorem 3 in our framework. One has:

Theorem 23. Let us assume that Λ1 = {µm}m≥ satisfies (11) and that B1 = {ψm}m≥1 is
an orthonormal basis of L2(Ω) fulfilling (103). Let T > 0 and let us consider the constant
α0(T, β) provided by Proposition 22. Then, for all α ≥ α0(T, β), the operator

Rω : L2
ηα(QT )→ L2((0, T )× ω)

ϕ 7→ Rω(ϕ) = ϕ|ω

satisfies
‖ϕ‖2L2

ηα
(QT ) ≤ 7 ‖Rω(ϕ)‖2L2((0,T )×ω) ≤ 7 ‖ϕ‖2L2

ηα
(QT ) , ∀ϕ ∈ Eηα ,

and, therefore, Rω ∈ L (Eηα , E
ω) is an isomorphism.

The proof is analogous to the proof of Theorem 3 and will be omitted.
Let us now prove a result which plays the role of Theorem 1 in our framework. One

has:

Theorem 24. Under the assumptions of Theorem 23, there exists a positive constant Ĉ
such that, for any T > 0, the family {Fm}m≥1 (see (108)) has a unique biorthogonal family
{Qm}m≥1 ⊂ Eω in L2((0, T )× ω) that satisfies

(119) ‖Qm‖2L2((0,T )×ω) ≤ Ĉ
(

1

T − ε
+ µm

)
e
αβ
ε

+2εµm , ∀m ≥ 1,

for any ε ∈ (0, T ) and α ≥ α0(T, β) (α0(T, β) is the constant provided by Proposition 22).
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Proof. The proof is a consequence of Theorem 23. Let us take T > 0, α ≥ α0(T, β) and
ε ∈ (0, T ). We consider,{

f̃ εm(t, x) = e
ηα(x)
t f εm(t, x), ∀(t, x) ∈ QT ,

Qm :=
(
R−1
ω

)? Pηα f̃ εm ∈ Eω, m ≥ 1,

where he sequence {f εm}m≥1 is given by Proposition 20 and satisfies 109, Eηα in (118), Rω
is the restriction operator defined in Theorem 23 and Pηα is the orthogonal projection from
L2
ηα(QT ) to Eηα . As in the proof of Theorem 1 (see Section 4.2), the sequence {Qm}m≥1

belongs to Eω. This will imply the uniqueness (and therefore, the independence with
respect to the parameter ε) and the optimality of this family.

Observe that f̃ εm ∈ L2
ηα(QT ) and, for any m ≥ 1,∥∥∥f̃ εm∥∥∥2

L2
ηα

(QT )
=

∫ T

ε

∫
Ω
e
ηα(x)
t |f εm(t, x)|2 dx dt ≤ c

(
1

T − ε
+ µm

)
e
αβ
ε

+2εµm ,

thanks to (109). On the other hand,

δnm =

∫ ∫
QT

Fn(t, x)f εm(t, x) dx dt =
(
Fn, f̃

ε
m

)
L2
ηα

(QT )
=
(
Fn,Pηα

(
f̃ εm

))
Eηα

=
(
R−1
ω RωFn,Pηα

(
f̃ εm

))
Eηα

=
(
RωFn,

(
R−1
ω

)? Pηα (f̃ εm))
L2((0,T )×ω)

=

∫ T

0

∫
ω
Fn(t, x)Qm(t, x) dx dt, ∀n,m ≥ 1.

Therefore, the family {Qm}m≥1 is biorthogonal to {Fm}m≥1 in L2((0, T )× ω). Finally,

‖Qm‖2L2((0,T )×ω) =
∥∥∥(R−1

ω

)? Pηα f̃ εm∥∥∥2

L2((0,T )×ω)
≤ 7

∥∥∥Pηα f̃ εm∥∥∥2

L2
ηα (QT )

≤ 7
∥∥∥f̃ εm∥∥∥2

L2
ηα (QT )

, ∀m ≥ 1.

From this inequality we deduce (119). This ends the proof.

We can now prove Theorem 19

Proof of Theorem 19. The null controllability problem (107) in L2(Ω) is equivalent to a
moment problem in L2((0, T )× ω) for the family {Fm}m≥1 given by (108). This moment
problem can be solved by means of the biorthogonal family {Qm}m≥1 provided by Theo-
rem 24 with α = α0(T, β) > 0 . Thus, let us take the family {Qm}m≥1. An explicit solution

to problem (107) (y0 ∈ L2(Ω)) is

u(t, x) = −
∑
m≥1

e−µmT (y0, ψm)L2(Ω)Qm(T − t, x), ∀(t, x) ∈ (0, T )× ω.
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Therefore (see (119)), for all ε ∈ (0, T )

‖u‖2L2((0,T )×ω) ≤

∑
m≥1

e−2µmT ‖Qm‖2L2((0,T )×ω)

 ‖y0‖2L2(Ω)

≤ Ĉe
α0β
ε

∑
m≥1

(
1

T − ε
+ µm

)
e−2µm(T−ε)

 ‖y0‖2L2(Ω)

:= Ĉe
α0β
ε S(ε, T ) ‖y0‖2L2(Ω) , ∀ε ∈ (0, T ).

Using condition (11), it is possible to estimate S(ε, T ) (Ĉ is a generic constant only
depending on θ1):

S(ε, T ) =

∫ ∞
0

(
1

T − ε
+ x

)
e−2(T−ε)x dNΛ1(x)

≤ κ1

∫ ∞
0

(
xθ1 + 2(T − ε)xθ1+1

)
e−2(T−ε)x dx.

≤ Ĉ
(

1

2(T − ε)

)θ1+1 ∫ ∞
0

(
ξθ1 + ξθ1+1

)
e−ξ dξ =

Ĉ
(T − ε)θ1+1

Coming back to ‖u‖L2((0,T )×ω), we deduce

‖u‖2L2((0,T )×ω) ≤ Ĉe
α0β
ε

1

(T − ε)θ1+1
‖y0‖2L2(Ω) , ∀ε ∈ (0, T ).

Let us now choose ε ∈ (0, T ) in order to minimize the right member of the previous
estimate. To this end, we consider the function g defined on (0, T ) by:

g(ε) = e
α0β
ε (T − ε)−σ, ∀ε ∈ (0, T ), σ = θ1 + 1.

This function achieves its minimum in (0, T ) at point

ε0(T, β) :=

√
α2

0β
2 + 4Tα0σβ − α0β

2σ
=

2Tα0β√
α2

0β
2 + 4σTα0β + α0β

∈ (0, T ).

This expression implies the estimate (106) for the constant (σ = θ1 + 1)

K(T, β) := Ĉe
α0β

ε0(T,β)
1

(T − ε0(T, β))θ1+1
.

Finally, let us check (105). For this purpose, we will use property (116). One has,

lim
T→0+

ε0(T, β) = T, lim
T→0+

T − ε0(T, β)

T 2
=
θ1 + 1

2β2
,
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and, then,

lim sup
T→0+

T ln (K(T, β)) = lim
T→0+

α0βT

ε0(T, β)
− (θ1 + 1) lim

T→0+
T ln(T − ε0(T, β))

= 2β2.

This proves (116) and ends the proof of Theorem 19.
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no. 959. Hermann et Cie., Paris, 1943.

64


	Introduction
	Biorthogonal families and moment method
	Biorthogonal families in higher dimension and strategy of proof
	Structure of the article

	Main results
	Assumptions
	The main result
	Notation

	The restriction operator
	Preliminary results
	Proof of Theorem 2

	Proof of the main result: Existence of biorthogonal families in L2 ((0,T) ; U2)
	Existence of biorthogonal families in L2 ((0,T) 1; U2)
	Existence of biorthogonal families in L2 ((0,T) ; U2)

	Application: Null controllability of a coupled parabolic system
	Moment problem and spectral assumptions
	A boundary controllability problem for a coupled parabolic system
	A distributed controllability problem for a coupled parabolic system

	Moment problems associated with geometrically multiple eigenvalues in 2
	Biorthogonal families in L2(0,T ; U2)
	A Lebeau-Robbiano construction

