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## Current work

- Definition of a global constraint based on COMPLETION for the non-weighted case (not presented here): FLOWTIME
- A second filtering algorithm for COMPLETION using another relaxation: $1|s p-g r a p h| \sum w_{i} C_{i}$
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