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Context and main objective of the thesis
Scheduling: allocating time and limited resources to tasks respecting their constraints. Often, we try to optimize one or more objectives.
CP and scheduling: CP focuses on satisfaction problems. It is possible to transform optimisation problems with "max" objective into a succession of

satisfaction problems, but it is more difficult with "
∑

" objectives.
Thesis main objective: to improve the consideration of "

∑
" objectives in CP, in particular the flowtime objective (i.e., the sum of the completion times):∑

Cj and its weighted version:
∑
wjCj.

The COMPLETION constraint

• Defined by Kovács and Beck in 20111

• COMPLETION([S1, . . . , Sn], [p1, . . . , pn], [w1, . . . , wn], C)
def
⇐⇒ ((Si+pi ≤ Sj∨Sj+pj ≤ Si) ∧

∑
iwi(Si+pi) = C), where C =

∑
iwiCi

• The filtering algorithm uses a relaxation: 1|rj;pmtn|
∑
wjMj

• Ongoing work: defining another filtering algorithm for COMPLE-
TION using another relaxation: 1|sp-graph |

∑
wjCj. This relaxation

can be solved in polynomial time by an algorithm given by Lawler2

that uses the tree decomposition of an SP-digraph.

(Vertex) Series Parallel digraph
A graph that can be built exclusively by using two operations:
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The base case is a single vertex

SP-digraph and tree decomposition

(a) SP-digraph G
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(b) tree decomposition
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Interval and precedence (di)graphs
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(b) Interval graph
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(c) Precedence digraph
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1|interval order |
∑
wjCj is NP -hard, so we cannot directly use the

precedence digraph to solve the problem. The goal is to extract a
SP-digraph from the precedence digraph.

Algo1: Coloring

Algo1 (A): Uses the interval graph I .
Considers all tasks by increasing or-
der of their release date. Each task is
given the smallest label possible. Two
adjacent tasks in I cannot have the
same label. Each time a task is given a
label, it is put in series with other tasks
of the same label.

obtained by Algo1

SP-digraph
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Algo2: Minimal separators
Minimal separator K: A minimal (by

inclusion) set of vertex that if deleted
from the graph, separates at least
two other vertex. Its deletion creates
connected components C.

Algo2 (A): Uses the interval graph I . It
is recursive. If I is complete, all the
vertex are in parallel. Else, a mini-
mal separator is selected and put in
parallel with all its connected compo-
nents CK. All the A(CK) are put in se-
ries according to their release dates.

SP-digraph obtained by Algo2
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Minimal separators used:
K1 = {1,4} and K2 = {7}
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