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Abstract— Automatic surgical gesture recognition has the
potential to revolutionize the field of surgery by enhancing
patient care, surgical training, and our understanding of
surgical skills. By integrating kinematic data, which precisely
captures hand movements, with video data for contextual
understanding, multimodal machine learning can greatly en-
hance the accuracy of surgical gesture recognition systems
by capturing complementary knowledge. Recent research has
highlighted the capabilities of Transformer-based models for
temporal action segmentation. A key component of these models
is the iterative refinement module, which enhances predictions
using contextual data. In this study, we propose MGRFormer,
a novel multimodal framework that leverages the interaction
between kinematics and visual data at the refinement stage
for the task of surgical gesture recognition. We evaluated our
MGRFormer on the VTS dataset, and the results demonstrated
that our approach outperformed unimodal and multimodal
state-of-the-art methods by a large margin.

I. INTRODUCTION

The field of surgery has undergone remarkable advance-
ments in recent decades, driven by cutting-edge technologies
and innovative techniques that have revolutionized patient
care [7], [39]. As surgical procedures become increasingly
intricate and precise, the demand for highly skilled surgeons
is higher than ever. An essential component of surgical
training involves the mastery of surgical gestures. Surgical
residents are required to become proficient in these complex
techniques to ensure the safety of their patients, achieve
surgical accuracy and efficiency, and build their professional
confidence.

The emerging field of automatic surgical gesture recog-
nition holds significant promise for advancing surgical ed-
ucation. This technology aims to accurately classify and
segment fine-grained surgical gestures automatically, thereby
providing real-time feedback and objective assessments. To
enhance the robustness of surgical gesture recognition meth-
ods, it is essential to consider multiple modalities, such as
motion sensor and video data [30], [34], [40], which can
capture distinct and complementary patterns. This integration
of different data sources can provide a more comprehensive
understanding of a surgeon’s actions, allowing for the iden-
tification of correlations between hand movements, instru-
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ment motions, and visual cues in video data. Additionally,
this multimodal approach can improve fault tolerance. For
instance, unpredictable events such as occlusions can occur
in the video, motion sensor data can act as a backup, ensuring
the model’s accurate performance even under challenging
conditions.

However, accurately recognizing surgical gestures from
multimodal data presents several challenges, including dif-
ferences in representation and scale, synchronization issues,
high dimensionality, and potential data loss due to sensor
failures or occlusions. A key challenge is the effective
integration of data from different modalities through multi-
modal machine learning. This involves deciding on the best
stage for data fusion (early, late, or intermediate level) and
developing efficient methods for this integration.

The Transformer architecture [41] has become the predom-
inant choice for a wide range of tasks, including multimodal
learning [1], [12], [18], as well as temporal action segmenta-
tion. Inspired by the success for the Transformer for temporal
action segmentation and multimodal learning, we introduce
MGRFormer, a novel attention-based multimodal framework
for the task of surgical gesture recognition. This framework
is designed to leverage the complementary information from
kinematic and video modalities during the refinement stage.
To the best of our knowledge, no prior work has explored
multimodal fusion at this stage. To validate the effectiveness
of our proposed approach, we conducted extensive experi-
ments using the VTS dataset [15].

The contributions of this paper are three-fold and can be
summarized as follows: (1) we propose a new multimodal fu-
sion framework that leverages the joint relationship between
kinematic and video modalities at the refinement stage; (2)
to validate the proposed method and to further demonstrate
the complementarity between the modalities, we provided a
unimodal and multimodal benchmark; (3) our MGRFormer
outperformed other state-of-the-art methods by a significant
margin on the VTS dataset.

II. RELATED WORK

A. Temporal Action Segmentation

Temporal action segmentation refers to the localization
of individual actions within a video sequence. Traditional
methods for identifying actions within video sequences typi-
cally involved using a sliding window approach, followed
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Fig. 1: Illustration of the MGRFormer framework, consisting of two Unimodal Encoders and a Multimodal Refinement
Module for iterative cross-refinement using the output predictions of one modality and the Encoder features of the other
modality.

by non-maximum suppression to select the most relevant
candidates [21], [35]. Alternative approaches explore the
use of Bayesian model [4], Conditional Random Fields
[32], [38], and Markov models [23]. Modern approaches
for modeling long-range dependencies among actions involve
the use of deep neural networks, which encompass a variety
of architectures such as Recurrent Neural Networks [8],
[37], Temporal Convolutional Networks [11], [24], [27], [28],
Graph Neural Networks [19], [45], and recent Transformers
[9], [10], [42], [43]. Particularly, the ASFormer [43] has
established itself as a state-of-the-art solution for tempo-
ral action segmentation. It employs a multi-stage process
in which an initial stage generates the initial prediction,
followed by subsequent refinement stages responsible for
refining and fine-tuning the initial prediction. Despite the
vast success of the Transformer for temporal segmentation,
there have been relatively few attempts to extend its use
for multimodal applications. In this study, we propose to
exploit the complementary information during the refinement
stage by leveraging cross-attention mechanisms between two
modalities through the use of multiple Transformer decoders.

B. Surgical Gesture Recognition

Numerous studies proposed the used of kinematics and
video data, either independently or in combination, for the
task of surgical gesture recognition.

A rich variety of deep temporal models have been em-
ployed using kinematics data, including Convolutional Neu-
ral Networks [20], Temporal Convolutional Networks [15],
[26], Recurrent Neural Networks [5], [6], [15], and Trans-
former [36]. On the other hand, additional methods have been
developed solely using video data. These solutions involve
employing 3D Convolutional Neural Networks [13], Sym-
metric Dilated Convolution [44], and Deep Reinforcement

Learning [29].
Recent studies have explored multimodal learning strate-

gies to enhance surgical gesture recognition systems. Some
studies [25], [31], [34], [38] have reported consistent im-
provements when combining kinematics and video data
compared to the two individual modalities. The integration
of these two modalities has been investigated at the input
level [25], [31], intermediate level [33], [40], and prediction
level [34]. However, a very limited number of studies have
explored more complex multimodal approaches. In their
paper [34], the authors introduced Fusion-KVE, a novel
approach that integrates visual features, kinematics data, and
system events. This method employs individual networks
for each input modality and then combines their predictions
using a weighted voting scheme. Long et al. [30] proposed
MRG-Net, an approach that leverages the complementary
information between kinematics and visual features using
a graph convolutional network. Van Amsterdam et al. [40]
introduced MA-TCN, which utilizes multimodal attention
mechanisms to weight kinematic and visual features. Un-
like the aforementioned methods, we propose an iterative
refinement module that leverages kinematics and video data
in conjunction with a Transformer encoder. This enhances
the contextual understanding of gesture predictions and sub-
stantially reduces over-segmentation errors.

C. RGB-D based Gesture Recognition

The field of multimodal gesture recognition is constantly
evolving, with numerous studies exploring various modali-
ties to enhance performance. The integration of RGB and
depth data has been extensively investigated for its potential
to significantly improve gesture recognition systems. This
integration provides crucial spatial context by adding depth
information to the RGB data, offering a more comprehen-



sive understanding of gestures. In their study, Hu et al.
[17] introduced a novel deep bilinear framework designed
to learn time-varying information from multimodal data.
Furthermore, for capturing rich modality-temporal patterns,
they proposed a novel action feature representation, which
encodes the context of RGB-D actions into a tensor structure.
Zhou et al. [47] introduced a novel spatial-temporal repre-
sentation learning framework consisting of decoupled spatial
and temporal representation learning networks, denoted as
DSN and DTN, respectively, and a recoupling representation
learning network denoted as RCM. To effectively exploit
multimodal interactions between unimodal branches, they
proposed a cross-modal adaptive posterior fusion module,
termed CAPF. Furthermore, building upon the previously
mentioned work, Zhou et al. [46] introduced a new video data
augmentation technique, ShuffleMix, which mask randomly
two video pairs along the temporal dimension and then
mixes them. They also enhanced the RCM module with
a multi-head mechanism that independently generates an
attention map for each frame. Furthermore, they introduced
a novel cross-modal Complement Feature Catcher (CFCer)
for multimodal fusion, aimed at improving the results of late
fusion.

III. PROPOSED APPROACH

In this study, we present the MGRFormer architecture to
tackle the task of surgical gesture recognition. Fig. 1 shows
an overview of the proposed framework, which is composed
of three key components: (1) a Kinematics Transformer
Encoder; (2) a Vision Transformer Encoder; and (3) a Mul-
timodal Refinement Module. We first extract kinematic and
visual features using the Kinematics Transformer Encoder
and Vision Transformer Encoder, respectively. Both encoders
are designed based on the ASFormer Encoder [43]. Next,
the initial predictions from one modality and the extracted
features from the other modality are passed through a series
of successive decoders to perform an incremental cross-
refinement. Our MGRFormer is designed to predict the
probability distributions of surgical gestures for each time
step.

A. Unimodal Feature Encoder

The first part of our framework consists of the Kine-
matics Transformer Encoder and the Vision Transformer
Encoder, which extract kinematic and visual features. The
Kinematics Transformer Encoder processes input kinematics
data, denoted as xkin, with dimensions T × dkin, while
the Vision Transformer Encoder processes visual features,
denoted as xvis, with dimensions T × dvis. T represents the
sequence length, and dkin and dvis represent the dimensions
of kinematics and visual features, respectively. Regarding the
visual features, we used either image features extracted from
a pre-trained ResNet-18 [16] or frame-wise feature sequences
extracted from pre-trained I3D [3]. The dimension of the
ResNet-18 feature is 512-d, while the dimension of the I3D
features is 1024-d. For the I3D feature, we added the RGB
and flow predictions.

The initial stage of our framework involves linearly pro-
jecting each input feature, xkin and xvis, onto embedding
vectors zkin and zvis, respectively. This projection is per-
formed to adjust the dimensionality of the input features.
Next, each embedding vector is fed to a series of encoder
blocks. Finally, a fully-connected layer is used to generate
initial predictions for either the kinematics or visual modal-
ity, which are denoted as ŷkin or ŷvis. In our framework,
it is important to note that only one modality is selected to
generate initial predictions.

The encoder consists of a sequence of encoder blocks,
with each encoder block comprising a temporal convolu-
tion layer followed by a single-head self-attention layer. A
residual connection is applied around each of these two sub-
layers, followed by a ReLU activation function and instance
normalization. The readers can refer to [43] for more details
on the encoder part of the ASFormer.

Regarding the computation of the self-attention mecha-
nism, we used a local window of size w, as proposed in [2].
This choice was motivated by the consideration that videos
can be very long and can demand substantial computational
resources for self-attention calculations. The size of the local
window increases exponentially with the number of layers
(w = 2i, i = 1, 2, . . .). This design allows for a transition
from a local to a global focus, expanding the receptive
field to effectively encompass the entire video sequence.
Additionally, we double the dilation rate of the temporal
convolution layer as the encoder depth increases, maintaining
consistency with the self-attention layer.

B. Multimodal Refinement Module

Iterative refinement is a crucial component of modern
state-of-the-art methods for the task of temporal action seg-
mentation. It enhances the initial predictions generated by the
backbone encoder by incorporating higher-level contextual
information that captures temporal relationships between
surgical gestures. This contextual information aids in refining
predictions, making them more coherent and consistent.

As previously mentioned in Sec. II, multimodal learning
has the potential to enhance surgical gesture recognition
by incorporating multiple modalities. However, traditional
fusion techniques may not be suitable and could lead to
suboptimal performance. For instance, early fusion, which
combines modalities at the input level, may not effectively
capture modality-specific patterns and can result in informa-
tion loss due to incompatibilities in data scales, dynamics, or
representations. As for late fusion, as the classical ASFormer
generates multiple prediction outputs, there is no straightfor-
ward solution for effectively aggregating the outputs from
different modalities. A simple solution will be to calculate
either the mean or maximum between the different outputs
of the different modalities, but this can lead to segmentation
errors. To the best of our knowledge, no studies have ex-
plored multimodal fusion learning at the refinement stage. In
this section, we present our proposed Multimodal Refinement
Module, which incorporates Transformer decoders to exploit
the complementary information between the kinematics and



(a) Frontal view (b) Side view

Fig. 2: Suturing exercise on tissue extracted from the VTS dataset, seeing from two different views.

visual modalities during the refinement stage. We will first
introduce the design of a single decoder and then extend it
to multiple decoders for further iterative refinement.

The first decoder takes as input either the initial pre-
dictions from the kinematics or from the visual modality.
Subsequently, a fully-connected layer is utilized to adjust
the dimensions of these predictions. The decoder comprises
a sequence of decoder blocks, each consisting of a tem-
poral convolution layer and a cross-attention layer. Our
approach involves computing cross-attention between the
encoder features from the visual modality and the preceding
decoder block’s output responsible for refining kinematic
initial predictions, and likewise, between the encoder features
from the kinematics modality and the preceding decoder
block’s output for refining videos initial predictions.

Specifically, drawing inspiration from the decoder design
in [43], we form the query Q and key K by concatenating the
output from the encoder with the output from the previous
decoder block. The value V , on the other hand, is solely
derived from the output of the preceding decoder block.
This cross-attention mechanism enables each position in one
modality’s encoder to attend to all positions in the refinement
process of the other modality.

We are expanding from the use of a single decoder to
the use of multiple decoders to perform further iterative re-
finement. Regarding each intermediate decoder, we compute
cross-attention between the decoder features and the output
predictions from the previous decoder.

We proposed different combinations for performing mul-
timodal refinement using the kinematics (k) and video (v)
modalities. We denote the process of refining our initial pre-
dictions derived from the kinematics modality using the en-
coder features from the video modality as MGRFormerk→v .
Conversely, MGRFormerv→k refers to the situation where
we refine our initial predictions from the video modality
with the encoder features from the kinematics modality.
As we will demonstrate later, a double refinement process
can further enhance predictions. For instance, we can refine
the predictions from MGRFormerk→v using the kinematics
encoder features, resulting in MGRFormerk→v+k. In Sec. IV,
we will report the performance for all possible combinations
of double refinement between the kinematics and video
modalities.

C. Loss Function

The loss function L is composed of two parts: a frame-
wise classification loss and a smooth loss. The frame-wise
classification loss is calculated as the negative log-likelihood
of the correct class, and the smooth loss computes the
squared error between the probabilities of successive frames.
The loss function is defined as:

L =
1

T

∑
t

−log(yt,ĉ) + λ
1

TC

∑
t

∑
c

(yt−1,c − yt,c)
2

Here, yt,ĉ denotes the predicted probability for the ground
truth label ĉ at time t. T represents the total number of
points and C the number of distinct gestures. The term λ
is fix at 0.60 in our experiments, balancing the classifica-
tion loss and the smooth loss. The smooth loss aims to
encourage consistency in the prediction probabilities between
successive frames, which is particularly important for gesture
recognition tasks. To train the model, we sum the losses
associated with the predictions from both the encoder and
decoders.

D. Implementation details

Both Transformer encoders and decoders are composed
of 10 blocks each. Each input modality is processed by one
Transformer encoder. For single refinement, we employed
three Transformer decoders. In the case of double refine-
ment, we further enhance the predictions using an additional
decoder.

As mentioned in Section III-A, the input features xkin and
xvis are projected onto the embedding vectors zkin and zvis,
whose dimension was set to 128. Following the approach in
[43], we applied dropout to the input features of the encoder
with a rate of either 0.2 or 0.3, which was chosen through
empirical experimentation. In all experiments, we trained our
models using the Adam optimizer [22] with a learning rate
of 0.0005.

IV. EXPERIMENTAL RESULTS

A. Dataset

We conducted all our experiments using the Variable
Tissue Simulation (VTS) dataset [14]. The dataset included
twenty-four participants performing a suturing exercise on



Method Modality Features Acc F1-Macro Edit F1@10 F1@25 F1@50

LSTM [15] kin ✗ 81.26 ± 7.46 77.05 ± 9.26 84.69 ± 8.20 88.07 ± 7.33 83.69 ± 10.37 68.13 ± 18.74

GRU [15] kin ✗ 82.23 ± 7.25 78.20 ± 8.76 84.94 ± 7.70 88.01 ± 6.98 83.82 ± 10.17 68.86 ± 18.31

MS-TCN++ [15] kin ✗ 82.40 ± 6.97 78.92 ± 8.50 86.30 ± 8.42 89.30 ± 7.01 85.79 ± 9.82 71.12 ± 17.94

ASFormer [43] kin ✗ 82.66 ± 6.08 79.46 ± 7.18 88.65 ± 7.34 91.36 ± 5.73 87.68 ± 8.63 72.55 ± 16.51

MS-TCN++ [28] frontal ResNet-18 77.84 ± 8.31 73.34 ± 10.70 77.80 ± 10.88 81.36 ± 11.83 78.21 ± 13.93 63.87 ± 17.06

ASFormer [43] frontal ResNet-18 79.25 ± 8.21 75.20 ± 9.95 84.17 ± 8.27 87.16 ± 8.95 83.86 ± 11.40 69.00 ± 16.64

MS-TCN++ [28] frontal I3D 82.85 ± 5.86 78.85 ± 7.72 86.33 ± 7.24 89.98 ± 5.98 87.39 ± 7.96 74.33 ± 15.56

ASFormer [43] frontal I3D 82.72 ± 6.74 78.90 ± 8.25 88.28 ± 6.91 91.28 ± 5.09 88.35 ± 8.21 73.80 ± 17.53

MS-TCN++ [28] side ResNet-18 84.45 ± 5.97 81.71 ± 6.95 82.35 ± 10.19 87.01 ± 8.50 85.32 ± 9.51 77.01 ± 12.54

ASFormer [43] side ResNet-18 85.44 ± 4.92 82.87 ± 5.74 86.26 ± 8.53 90.44 ± 6.19 88.98 ± 7.00 80.41 ± 11.24

MS-TCN++ [28] side I3D 86.83 ± 4.81 84.14 ± 6.10 86.68 ± 8.62 90.85 ± 6.56 89.83 ± 7.82 82.48 ± 11.78

ASFormer [43] side I3D 87.43 ± 4.59 85.29 ± 4.91 89.24 ± 7.32 92.89 ± 5.05 91.61 ± 6.33 85.05 ± 10.43

TABLE I: Unimodal surgical gesture recognition

two distinct tissue simulators, each representing different
materials: tissue paper to simulate friable tissue, and rubber
balloons to mimic arterial conditions. Each participant com-
pleted the task twice with both materials. The study involved
eleven medical students, one resident, and thirteen attending
surgeons. One surgeon, who happened to be left-handed,
was excluded from the study. A total of 96 procedures were
carried out, each with a duration ranging from 2 to 6 minutes.

Kinematics data for both hands were captured using elec-
tromagnetic motion sensors, while video data were concur-
rently recorded by two cameras: one frontal camera focused
on the simulation material, and another wide-angle camera
encompassing the surrounding area, as we can see in Fig. 2.
The sensors and both cameras were synchronized to ensure
simultaneous recording.

The suturing exercise were segmented into six gestures:
”pass the needle through the material”, ”pull the suture”,
”perform an instrumental tie”, ”lay the knot”, ”cut the
suture”, and ”the background gesture”.

B. Evaluation metrics

We evaluated our approach for surgical gesture recognition
using two types of metrics: frame-wise and segmentation.
Frame-wise metrics include accuracy (ratio of correctly clas-
sified gestures) and macro F1-score (average F1-scores for
each gesture class, treating all classes equally). Segmentation
metrics used are the segmental edit score, and segmental
F1 score (F1@k) with thresholds at 10%, 25%, and 50%,
assessing the overlap between predicted and actual gesture
segments.

C. Evaluation framework

Following prior works [15], we employed a subject-
independent 5-fold cross-validation strategy to train all our
models. In each iteration, we divided our dataset into train-
ing, validation, and test sets, following the procedure outlined
in [15]. For each evaluation metric, we reported the mean and
standard deviation across all the folds.

D. Results

We conducted unimodal and multimodal surgical gesture
recognition using the VTS dataset, employing kinematic and
video modalities. For the frontal and side view videos, we
employed ResNet-18 and I3D extracted features in order
to evaluate the effectiveness of our proposed method in
handling both image and video features.

1) Unimodal: In Table I, we present the performance
of the ASFormer model, alongside results from several
state-of-the-art methods, across three modalities: kinematics,
frontal-view, and side-view video. The ASFormer consis-
tently outperforms other methods across all input modalities.
Regarding the kinematics modality, we observed significant
improvements of at least 0.54%, 2.35%, and 2.06% in terms
of macro F1 score, Edit score, and F1@10, respectively.
For both frontal and side view modalities with ResNet-18
features, the ASFormer consistently outperformed the MS-
TCN++ across all types of extracted features. Specifically,
for the side view modality, the ASFormer surpassed the MS-
TCN++ by 1.16%, 3.91%, and 3.43% in terms of the macro
F1 score, Edit score, and F1@10, respectively.

The ASFormer exhibits the best performances for all
evaluation metrics by using the side view modality com-
bined with I3D features. Conversely, the ASFormer shows
the poorest performance when employing the frontal view
modality with ResNet-18 features. Furthermore, for both the
frontal and side view modalities, we observe that using I3D
features yields superior performance compared to ResNet-
18 features. This enhancement can be attributed to the fact
that I3D features are better suited for capturing temporal
correlations among adjacent frames. In contrast, ResNet-18
features are extracted from individual images, neglecting the
contextual information provided by neighboring frames.

2) Multimodal: We present the results regarding the fu-
sion of the kinematics and video modalities in Tables II,
III, V, and VI. We benchmarked our method against several
state-of-the-art multimodal methods that integrate kinematics



Method Acc F1-Macro Edit F1@10 F1@25 F1@50

Fusion-KV [34] 81.94 ± 6.95 77.28 ± 9.14 83.33 ± 9.49 87.21 ± 8.09 83.18 ± 11.15 68.25 ± 18.54

MGR-Net [30] 77.70 ± 5.92 73.87 ± 7.15 81.49 ± 9.41 85.08 ± 7.70 80.64 ± 9.83 62.17 ± 15.16

MA-TCN [40] 79.91 ± 6.23 75.64 ± 8.17 82.02 ± 9.38 86.21 ± 8.03 82.32 ± 10.57 66.38 ± 16.78

MS-TCN++ (early) 82.01 ± 6.83 79.07 ± 7.96 82.54 ± 10.29 86.65 ± 9.01 83.97 ± 10.84 71.26 ± 17.24

MS-TCN++ (late) 82.77 ± 6.89 79.56 ± 8.38 86.69 ± 9.23 89.32 ± 7.39 85.52 ± 10.71 70.84 ± 17.97

ASFormer (early) 81.15 ± 6.68 77.35 ± 7.89 85.66 ± 7.68 88.59 ± 7.03 86.01 ± 8.97 72.25 ± 15.05

ASFormer (late) 81.85 ± 5.59 77.82 ± 7.13 84.04 ± 8.43 88.12 ± 7.10 85.02 ± 9.38 71.58 ± 14.62

MGRFormer v → k 82.80 ± 6.15 79.29 ± 7.36 88.06 ± 7.91 91.55 ± 6.02 88.50 ± 8.52 73.61 ± 16.15

MGRFormer k → v 83.85 ± 5.83 80.35 ± 7.43 88.34 ± 7.79 91.28 ± 6.01 88.12 ± 8.59 74.71 ± 15.49

MGRFormer v → v + k 80.66 ± 6.44 76.69 ± 8.16 84.67 ± 8.57 87.93 ± 7.79 85.31 ± 9.09 70.39 ± 15.44

MGRFormer k → k + v 83.81 ± 5.36 80.47 ± 6.39 88.22 ± 7.38 91.81 ± 5.51 89.14 ± 7.95 76.28 ± 15.41

MGRFormer v → k + v 82.07 ± 6.32 78.46 ± 7.82 87.22 ± 7.35 90.40 ± 6.34 87.43 ± 9.41 73.40 ± 16.76

MGRFormer k → v + k 84.05 ± 5.56 80.66 ± 6.53 89.14 ± 7.69 92.30 ± 5.50 89.80 ± 7.95 76.40 ± 16.70

TABLE II: Multimodal surgical gesture recognition: kinematics + frontal view (ResNet-18 features). Regarding the notation
for MGRFormer, the prediction derived from the modality on the left side of the arrow is refined using the modalities on the
right side. For instance, MGRFormerk→v+k denotes the process where the kinematics prediction is first refined with video
features, followed by a subsequent refinement using kinematics features.

Method Acc F1-Macro Edit F1@10 F1@25 F1@50

Fusion-KV [34] 81.82 ± 6.69 77.70 ± 8.30 84.42 ± 9.87 87.62 ± 8.18 83.32 ± 10.56 68.69 ± 17.77

MGR-Net [30] 78.88 ± 4.91 75.56 ± 5.72 81.63 ± 8.22 85.93 ± 6.85 82.62 ± 8.65 64.79 ± 13.78

MA-TCN [40] 83.15 ± 5.50 80.04 ± 6.52 84.50 ± 9.05 88.38 ± 7.24 85.98 ± 8.42 73.33 ± 14.94

MS-TCN++ (early) 85.17 ± 5.63 83.21 ± 6.64 84.77 ± 9.60 89.22 ± 7.51 88.01 ± 8.53 80.05 ± 12.35

MS-TCN++ (late) 86.81 ± 5.07 83.90 ± 6.91 82.83 ± 10.28 88.00 ± 7.92 86.20 ± 9.21 78.35 ± 12.85

ASFormer (early) 85.76 ± 4.68 83.42 ± 5.42 86.93 ± 6.72 90.76 ± 5.76 89.26 ± 6.78 80.80 ± 10.67

ASFormer (late) 85.53 ± 4.43 83.02 ± 5.12 85.69 ± 8.01 89.67 ± 6.58 88.10 ± 7.45 80.11 ± 11.20

MGRFormer v → k 85.95 ± 4.32 83.47 ± 4.84 89.24 ± 6.52 92.78 ± 4.81 91.16 ± 6.06 81.58 ± 11.38

MGRFormer k → v 87.40 ± 4.03 85.17 ± 4.42 89.53 ± 6.35 93.08 ± 4.28 91.78 ± 5.16 84.02 ± 9.51

MGRFormer v → v + k 84.97 ± 4.63 82.16 ± 5.36 86.51 ± 7.94 90.19 ± 6.22 88.81 ± 7.14 79.62 ± 11.32

MGRFormer k → k + v 86.75 ± 4.17 84.34 ± 5.01 88.58 ± 6.37 91.91 ± 4.47 90.37 ± 5.67 82.68 ± 9.29

MGRFormer v → k + v 84.81 ± 4.62 82.16 ± 5.15 86.70 ± 6.92 90.43 ± 5.57 88.98 ± 6.54 80.17 ± 10.48

MGRFormer k → v + k 87.61 ± 3.75 85.47 ± 4.06 89.74 ± 6.23 93.40 ± 4.22 91.77 ± 5.01 85.12 ± 8.73

TABLE III: Multimodal surgical gesture recognition: kinematics + side view (ResNet-18 features)

Method Acc F1-Macro Edit F1@{10,25,50}

Vision Encoder 85.49 83.02 81.48 86.73 85.00 76.34
Kinematics Encoder 83.64 80.36 83.09 87.41 83.62 69.12

One Decoder 86.09 83.47 86.54 90.09 88.88 80.36
Two Decoders 86.15 83.75 87.91 91.51 89.97 82.19

Three Decoders (ours) 87.40 85.17 89.53 93.08 91.78 84.02
Four Decoders 85.26 82.71 87.52 91.14 89.79 81.19

TABLE IV: Comparative results from varying the number of
decoders in MGRFormerk→v , using kinematics data and side
view video with ResNet-18 features. The performance when
using only vision and kinematics encoders is also included.

with frontal and side view videos, using ResNet-18 fea-
tures. These techniques include Fusion-KV [34], MGR-Net
[30], and MA-TCN [40]. Specifically for MGR-Net, we
re-implemented the entire framework excluding the LSTM
module, as its inclusion leads to lower performance. Our
comparison also featured MS-TCN++ [28], a state-of-the-
art approach in action segmentation, which employs an
iterative refinement. It should be noted that this particular
refinement is different from the one presented in our work.
Furthermore, we tested MS-TCN++ under two classical
multimodal fusion settings: early and late fusion. The results
of these comparisons are detailed in Tables II and III. Our
MGRFormer outperformed all the aforementioned state-of-
the-art methods by a large margin in merging kinematics



Method Acc F1-Macro Edit F1@10 F1@25 F1@50

ASFormer (early) 83.62 ± 6.24 80.15 ± 7.91 88.09 ± 7.23 91.66 ± 5.32 89.32 ± 7.28 76.86 ± 15.46
ASFormer (late) 83.73 ± 5.98 80.13 ± 7.48 86.73 ± 7.50 90.20 ± 5.92 87.61 ± 8.69 74.92 ± 16.09

MGRFormer v → k 82.74 ± 6.41 79.21 ± 8.28 88.00 ± 8.04 91.30 ± 6.19 88.69 ± 8.54 74.92 ± 16.10

MGRFormer k → v 83.12 ± 5.69 79.77 ± 6.88 89.53 ± 7.41 92.44 ± 5.47 89.48 ± 8.07 74.79 ± 15.40

MGRFormer v → v + k 82.60 ± 6.22 79.07 ± 7.87 87.85 ± 7.64 91.20 ± 6.24 88.41 ± 9.15 75.45 ± 15.11

MGRFormer k → k + v 83.21 ± 5.89 79.29 ± 6.98 87.47 ± 8.25 90.90 ± 6.41 87.86 ± 9.37 74.09 ± 15.88

MGRFormer v → k + v 83.12 ± 6.01 79.57 ± 7.38 88.60 ± 6.67 91.79 ± 5.36 89.05 ± 8.21 75.81 ± 14.95

MGRFormer k → v + k 82.95 ± 5.58 79.44 ± 6.73 88.36 ± 7.80 92.01 ± 5.67 89.30 ± 8.44 74.14 ± 15.79

TABLE V: Multimodal surgical gesture recognition: kinematics + frontal view (I3D features)

Method Acc F1-Macro Edit F1@10 F1@25 F1@50

ASFormer (early) 87.62 ± 4.44 85.20 ± 4.85 88.55 ± 7.73 92.23 ± 5.61 91.16 ± 6.79 84.09 ± 10.57

ASFormer (late) 87.68 ± 4.06 85.13 ± 4.61 86.62 ± 7.89 90.83 ± 6.17 89.69 ± 6.85 82.89 ± 10.40

MGRFormer v → k 86.90 ± 5.38 84.57 ± 5.76 88.26 ± 7.98 91.91 ± 6.15 90.82 ± 7.16 83.86 ± 10.02

MGRFormer k → v 88.39 ± 3.94 86.03 ± 4.59 89.55 ± 7.68 93.46 ± 4.97 92.38 ± 5.95 86.29 ± 9.92
MGRFormer v → v + k 87.24 ± 4.70 84.47 ± 5.20 89.11 ± 8.11 92.36 ± 5.94 91.23 ± 7.34 84.47 ± 10.07

MGRFormer k → k + v 87.47 ± 4.25 85.31 ± 4.72 87.81 ± 7.81 91.85 ± 5.68 90.32 ± 6.86 83.46 ± 10.72

MGRFormer v → k + v 87.44 ± 4.73 85.09 ± 5.30 89.54 ± 6.68 92.61 ± 5.54 91.51 ± 6.72 84.93 ± 9.89

MGRFormer k → v + k 88.10 ± 3.80 85.89 ± 4.27 89.91 ± 7.42 93.51 ± 5.00 92.40 ± 6.00 85.66 ± 9.63

TABLE VI: Multimodal surgical gesture recognition: kinematics + side view (I3D features)

with both video perspectives. Specifically, for the side view
modality, MGRFormerk→v+k exceeded the performance of
Fusion-KV, MGR-Net, and MA-TCN by minimum margins
of 5.43%, 5.24%, and 5.02%, respectively, in terms of macro
F1-score, Edit score, and F1@10. It also surpassed both
the early and late fusion variants of MS-TCN++, but to a
lesser extent. We observed that both multimodal versions of
MS-TCN++ outperformed the other three baseline models.
This enhancement is likely due to MS-TCN++’s iterative
refinement module, which boosts the network’s accuracy by
repeatedly refining gesture segment predictions.

To demonstrate the effectiveness of the multimodal re-
finement module, we conducted an ablation study on the
number of decoders in MGRFormerk→v , where we fused
kinematics and side view video with ResNet-18 features. As
shown in Table IV, it was found that selecting three decoders
for iterative cross-refinement yielded the best performance
across all metrics. It was observed that adding another
decoder beyond three did not lead to further improvement,
while it did add more complexity to the overall model.
Furthermore, we can observe that using at least one decoder
significantly improves performance compared to both the
vision and kinematics encoders, which demonstrates the
utility of the cross-refinement module.

The MGRFormer consistently outperformed each modality
when used individually. When integrating kinematics data
and frontal view video features extracted using ResNet-

18, the MGRFormerk→v+k model significantly outperformed
each input modality when used separately, as demonstrated
in Table II. We observed enhancements of 1.20%, 0.49%, and
0.94% in terms of macro F1 score, Edit score, and F1@10,
compared to the unimodal ASFormer trained on the kine-
matics data. Similarly, improvements of 5.46%, 4.97%, and
5.14% were noted in comparison to the ASFormer trained the
ResNet-18 features extracted from the frontal view modality.
As for the fusion of kinematics data and the side view video
with ResNet-18 extracted features, we observed significant
improvements of at least 2.60% in macro F1 score, 1.09%
in Edit score, and 2.04% in F1@10, compared to the best
results obtained from each of the two individual modalities
(see Table III). Similar improvements were observed with
I3D extracted features, as shown in Tables V and VI.

When comparing the results of the ResNet-18 and I3D
features in combination with the kinematics modality, the
MGRFormer exhibits slightly superior performance when
utilizing the I3D features in regard of the side view modality
(see Table. III and VI). However, the opposite effect can
be observed when employing the frontal view modality (see
Table. II and V).

To demonstrate the relevance of our proposed MGRFormer
architecture in comparison to conventional fusion techniques,
we conducted a comparative analysis with traditional mul-
timodal fusion methods, specifically early fusion and late
fusion. More precisely, ASFormer (early) concatenates the



kinematics and video modalities at the input level, while
ASFormer (late) adds the predictions from both the encoders
and decoders of the different modalities. For this particular
case, it is worth noting that both ASFormer instances for each
input modality must have the same number of encoders and
decoders to add the predictions from both modalities of the
same stage. Combining kinematics and side view modalities
with ResNet-18 features resulted in significant improvements
compared to ASFormer (late), we achieved a 2.45% increase
in F1 macro score, a 4.05% improvement in the Edit score,
and a 3.73% enhancement in F1@10 (see Table III) with
MGRFormerk→v+k. Similarly, when compared to ASFormer
(early), we observed an increase of 2.05%, 2.81%, 2.64%,
respectively in terms of F1 macro score, Edit score, and
F1@10. As for the frontal view modality, as we can see in Ta-
ble. II, we can observe an improvement of 2.84%, 5.10%, and
4.18% in terms of F1 macro score, Edit score, and F1@10,
respectively, in favor of MGRFormerk→v+k, compared to the
ASFormer (late). Additionally, we observed improvements
of 3.31%, 3.48%, and 3.71%, respectively, compared to the
ASFormer (early). Regarding the use of I3D features with the
side view modality, we noticed an improvement compared to
both baselines, but to a lesser extent, as depicted in Table
VI. However, when considering the frontal view modality
with I3D features, Table V shows that MGRFormerk→v+k

exhibits only marginal improvements in terms of Edit score,
F1@10, and F1@25 when compared to ASFormer (early)
and ASFormer (late). These results suggest the superiority
of our proposed method compared to traditional multimodal
approaches. Despite the significant performance gain we
achieved, in terms of complexity, our MGRFormer, with a
single cross-refinement stage, is comparable to the ASFormer
(early) since both models have the same number of decoders.
MGRFormer with the double cross-refinement adds only
one additional decoder, which is a reasonable increase in
complexity and is only slightly more complex than the single
cross-refinement stage. In contrast, when comparing our
proposed approach to ASFormer (late), our method involves
half the number of encoders and decoders. ASFormer (late)
requires training two separate models, each with a single
encoder and three decoders.

Finally, regarding the different settings associated to our
MGRFormer, we can observe that the one-stage refine-
ment MGRFormerk→v outperforms MGRFormerv→k for
each combination of kinematics data and both video views
with respect to the ResNet-18 and I3D features, as we
can see in Table II, III, V, and VI. For instance, we
can see in Table VI that MGRFormerk→v outperforms
MGRFormerv→k in terms of F1 macro score, Edit score,
and F1@10 by 1.46%, 1.29%, and 1.55%, respectively.
These findings underscore the superior performance of our
framework in leveraging video encoder features for refining
initial kinematics predictions over the inverse approach. The
advantage of MGRFormerk→v can be attributed to the richer
spatiotemporal context provided by video data, which is crit-
ical for iterative refinement. Surgical gestures, characterized
by intricate, fine-grained movements and interactions with

various tools and tissues, are more discernible in video data.
This modality not only captures the detailed visual context
of the surgical site, including tool-tissue interactions and
surgeon hand movements, but also the subtleties necessary
for accurately identifying gestures. Conversely, while kine-
matic data is valuable, it lacks the visual nuances essential
for distinguishing between closely related gestures, focusing
instead on motion trajectories. This is further supported by
the findings in Table IV, where training the Transformer
encoder with side view video data outperformed kinematic
data across several metrics, including accuracy and macro
F1 scores, as well as F1@25 and F1@50, demonstrating
the video data’s superior contextual robustness for gesture
segmentation. On the other hand, kinematics data, which
surpassed the side view video in terms of Edit score and
F1@10 metrics, can also enhance video predictions through
our proposed multimodal refinement module, albeit to a
lesser extent than by fusing kinematic predictions with video
features. These improvements can be attributed to the fact
that kinematic data offers precise temporal information about
tool movements, leading to enhanced edit scores and F1@10
metrics.

Furthermore, we reported results for all possible com-
binations of double refinements involving kinematics and
video modalities. As shown in Tables II, III, and VI,
MGRFormerk→v+k outperformed the other combinations
in each evaluation metric. This outcome is not surpris-
ing, as MGRFormerk→v had previously demonstrated the
best results for one-stage refinement. In comparing sin-
gle and double refinement, we observed that the dou-
ble refinement with the MGRFormerk→v+k setting works
better than MGRFormerk→v when fusing kinematics and
video data from both views with ResNet-18 features,
as shown in Tables II and III. Specifically, for the
I3D features, MGRFormerk→v+k yields better results than
MGRFormerk→v in terms of Edit score, F1@10, and F1@50
when fusing kinematics and side view video, as depicted in
Table VI. In contrast, when fusing with frontal view video,
MGRFormerk→v surpasses MGRFormerk→v+k across all six
evaluation metrics (see Table V).

V. CONCLUSION

This paper presents a new multimodal fusion frame-
work called MGRFormer, which involves iterative cross-
refinement between the output predictions of one modality
and the encoder features of the other modality. This approach
permits leveraging the complementary information between
the kinematics and video modalities at the refinement stage.
The effectiveness of our approach has been validated on
the VTS dataset, where our MGRFormer outperformed tra-
ditional multimodal fusion techniques by a large margin.
Additionally, combining kinematics and video data with
our approach consistently led to performance improvements
compared to the two modalities individually. In future work,
we plan to extend our framework to more than two modali-
ties.
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