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Abstract

We prove in this article the existence of the Yaglom limit for Markov chains on
discrete state spaces in the setting where the absorbing state is accessible from a
single non-absorbing state. We use a representation of the trajectories of this process
by its excursion away from death, that allows us to link the Yaglom limit with the
large deviations behaviour of the inverse of its local time at the exit state, and to
compute its minimal quasi-stationary distribution with its excursion measure.

1 Introduction

We consider a continuous-time Markov chain (Xt)t≥0 evolving on a discrete state space
E ∪ {δ} where δ is an absorbing state. Without loss of generality we can fix E = N =
{0, 1, 2, . . . }. We assume that the process is irreducible on N and that it is almost surely
eventually absorbed, meaning that if we denote by Tδ := inf{t ≥ 0,Xt = δ} the time of
absorption, then for any initial distribution µ

Pµ(Tδ < ∞) = 1. (B)

The asymptotic behaviour of (Xt)t≥0 being trivial, we are interested in its quasi-limiting
behaviour which is linked to the process conditionally on surviving i.e on the law of Xt

conditionally on {t < Tδ}. More precisely, we want to understand when the following
limits are well defined

lim
t→∞

Pj(Xt = i|t < Tδ), ∀i, j ∈ N, (1.1)

where Pj stands for the distribution of (Xt)t≥0 starting from state j ∈ N. These objects
are called Yaglom limits of the process (Xt)t≥0 and have been proven to be closely related
to its quasi-stationary behavior. In fact, when the limit (1.1) exists and does not depend
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on the starting point j ∈ N then it defines a quasi-stationary distribution (QSD) ν∗ of
the process [16], meaning that ν∗ is a probability distribution on N such that

Pν∗(Xt = i|t < Tδ) = ν∗(i), ∀i ∈ N. (1.2)

By this definition, we remark that if a probability measure ν is a QSD for the process
(Xt)t≥0, then the time of absorption Tδ is exponentially distributed under Pν [5, Theorem
2.2. p. 19]. So a necessary condition for the existence of a QSD is the existence of an
exponential moment for the time of absorption Tδ [9] namely

γ∗ := sup{γ > 0,∃i ∈ E : Ei[e
γTδ ] < ∞} > 0. (1.3)

In the case of a finite state space, Darroch and Seneta [6] proved that this condition
of exponential killing is always verified and that the minimal QSD exists and is the
unique QSD of the Markov chain. However, the matter of the existence of QSDs and
Yaglom limits is not trivial for an infinite state space. Therefore, several works have
been focused on finding assumptions on the process (Xt)t≥0 under which the condition
(1.3) is also sufficient for the existence of QSDs. This is the case for birth-and-death
processes, as it has been shown by Good [9] and van Doorn [15]. Then, for a general
result, Ferrari et al. [8] showed through the study of renewal processes linked to the
absorption time of the Markov process that under the hypothesis (B), if Tδ also verifies

lim
i→∞

Pi(Tδ < t) = 0,

for all t > 0, then the condition (1.3) is necessary and sufficient. Very recently, Yam-
ato [18] extended this result to downward skip-free Markov chains by looking at the
excursions of the process away from any state i ∈ N. But the renewal approach for the
study Yaglom limits have also proved useful in the case continuous state spaces after
the founding work of Mandl [14] on diffusions, and Yamato [19] even showed how to
recover information on non-minimal QSDs of general diffusions through the dynamical
approach.

Our work is also inscribed in this framework. More precisely, we make the following
assumption on the process (Xt)t≥0

The death-state δ is accessible from state 0 only. (A)

This assumption can be written using the jump rate matrix (qi,j)i,j∈N∪{δ} of the chain
as:

qi,δ = λ1{i=0}, ∀i ∈ N,

with λ > 0 the jump rate from 0 to δ. Note that the choice of 0 as unique exit-state
is arbitrary, the main hypothesis is that there is a unique entrance to δ. Under this
hypothesis we show the existence of the unique minimal QSD.

Theorem 1.1. Suppose that (A) is verified and let λ > 0 be the jump rate from 0 to
δ. Then, there exists λc > 0 such that for λ < λc the condition (1.3) is sufficient for
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the existence and independence from the initial state of the Yaglom limit of (Xt)t≥0. In
particular, its minimal quasi-stationary distribution ν∗ exists and is given by

ν∗(i) = lim
t→∞

P0(Xt = i|t < Tδ), ∀i ∈ N.

Moreover, it verifies ν∗(0) = γ∗

λ
, and the (ν∗(i))i≥1 can be computed using the excursion

law away from state 0.

Our method is based on the construction of (Xt)t≥0 as a killed version of a process
(X t)t≥0 on N with transition given by Q|N×N with λ = 0. When (A) is verified we
can represent Tδ as inf{t > 0, Lt ≥ T (λ)} where T (λ) is an exponential random variable
independent of X with parameter λ and

Lt :=

∫ t

0
1{Xs=0}ds, ∀t ≥ 0

is the local time at 0 of (X t)t≥0. The process (Lt)t≥0 is a continuous and increasing
process such that for any time t ≥ 0, Lt represents the time that the chain has spent in
state 0 before t. In other words,

(Xs)0≤s≤Tδ

(d)
= (Xs)0≤s≤σ

T (λ)
,

where σs := inf{t > 0, Lt ≥ s} is the right-continuous inverse of (Lt)t≥0.
It is well-known [1, Theorem 8, p. 114] that the inverse local time (σs)s≥0 is a

subordinator. We denote by ψ its Laplace exponent and we set

θ+ = sup{θ > 0, ψ(θ) < ∞},

and prove in Section 3 that

λc = ψ(θ+) = lim
θ→θ+

ψ(θ) ∈ (0,∞]. (1.4)

We point out that λ < λc is always verified when ψ does not jump to ∞.
The rest of the article is organised as follows. In the next section, we study of large

deviations for subordinators. Then, we formally construct the excursions of the process
(Xt)t≥0 and prove Theorem 1.1. We conclude with an example of explicit computation
in a case of a finite state space. Finally we use these estimates to compute the limit
distributions of the overshoot and undershoot of a killed subordinator at the passage of
a given level.

2 Large Deviations for a killed subordinator

The goal of this section is to obtain two estimates on the large deviations of a killed
subordinator. We start by introducing subordinators and some of their properties. Then,
we recall some estimates for random walks before extending them to subordinators and
finally to killed subordinators.
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2.1 Subordinators

A subordinator is a Lévy process starting from 0 and with non-decreasing trajectory.
We give in this section a selected set of properties verified by subordinators and refer
the reader to [2] and [13, Chapter 5] for a complete introduction of subordinators and
Lévy processes in general.

We start by recalling a fundamental property on the Laplace transform of subor-
dinators. As Lévy processes, subordinators admits a Lévy-Khintchine decomposition
for their characteristic function [13, Lem. 2.14. p. 57] from which we can derive a
characterization of the Laplace exponent of subordinators.

Theorem 2.1. Let (Yt)t≥0 be a subordinator. Its Laplace transform verifies for all t ≥ 0
and θ ∈ R

E[eθYt ] = etψ(θ), (2.1)

where the function ψ : R → R ∪ {∞} is called the Laplace exponent of (Yt)t≥0.
Moreover, there exist a unique real number d ≥ 0 and a unique measure Π on (0,∞)
verifying

∫∞
0 (1 ∧ x)Π(dx) < ∞ such that ψ verifies for all θ ∈ R

ψ(θ) = dθ +

∫ ∞

0
(eθx − 1)Π(dx). (2.2)

We conclude this section by introducing compound Poisson processes with drift as a
simple class of subordinators. A process (Yt)t≥0 is a compound Poisson process if there
exist (Nt)t≥0 a Poisson process with intensity a and an independent family (ξn)n∈N of
i.i.d random variables with distribution η on (0,∞) such that

Yt =
Nt∑

i=1

ξi ∀t ≥ 0. (2.3)

It is easy to verify that such a process is a subordinator. Moreover, we can easily compute
its Laplace transform using the ones of the Poisson process (Nt)t≥0 and of η.

Lemma 2.1. The Laplace exponent ψ of (Yt)t≥0 defined in (2.3) is given by

ψ(θ) = a

∫ ∞

0
(eθx − 1)η(dx) ∀θ ∈ R. (2.4)

In particular, the Lévy measure of (Yt)t≥0 is given by Π(dx) = aη(dx) and has finite
mass, and the drift is null.

Proof. For any θ > 0, we have

ψ(θ) = logE[eθ
∑N1

i=1
ξi ],

but (Nt)t≥0 is a Poisson process, so N1 follows a Poisson distribution P(a). Therefore,
writing Ψη the Laplace transform of the (ξn)n∈N∗ we get

E[eθ
∑N1

i=1
ξi ] = ea(

∫
∞

0
eθxη(dx)−1),

4



which gives

ψ(θ) = a

∫ ∞

0
(eθx − 1)η(dx).

As a direct corollary, we get that a subordinator (Yt)t≥0 is a compound Poisson
process if and only if it has zero drift and its Lévy measure has finite mass. We define a
compound Poisson process with drift as a process (Yt)t≥0 on (0,∞) which can be written

Yt = dt +
Nt∑

i=1

ξi,

i.e. a subordinator whose Lévy measure has finite mass.

2.2 Large deviations for random walks

Let (Sn)n∈N be a random walk on R+ i.e. a discrete time process with i.i.d non-negative
increments. We denote by ψ the log-Laplace transform of S1 meaning

ψ(θ) = logE[eθS1 ] ∈ R ∪ {+∞}, for all θ ∈ R.

We set
θ+ := sup{θ > 0 : E[eθS1 ] < ∞} ≥ 0.

Then, since S1 is a.s positive , the function ψ is finite on (−∞, θ+).
The study of the large deviations of (Sn)n∈N is strongly linked to the Legendre

transform of the function ψ defined by

ψ∗(a) := sup
θ≥0

(aθ − ψ(θ)).

In fact, the function ψ∗ is the rate function for the large deviations, in other words:

1

n
log(P(Sn > na)) −→

n→∞
−ψ∗(a), for a > 0,

see [7] or [10] for example. We recall the following classic properties of ψ and psi∗, that
can be found in Borovkov’s book [4, Chapter 9].

Proposition 2.1. Suppose θ+ > 0, then the following properties are verified.

1. The Laplace transform ψ is continuous on [0, θ+] (even if ψ(θ+) = +∞). Moreover,
it is increasing, convex and analytic on the interval [0, θ+).

2. For any a ∈ R+ there exists a unique θa ∈ [0, θ+] such that ψ∗(a) = aθa − ψ(θa).

3. Writing a+ := lim
θ→θ+

ψ′(θ), we have

θa =





0 if a < E[S1]

θ+ if x > a+

ψ′−1(a) otherwise.

It implies that θ· is analytic and increasing on (E[S1], a+).
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4. Let x+ := sup{x ∈ R : P(S1 ≤ x) < 1}. The function ψ∗ is finite, continuous
and strictly convex in [E[S1], x+], and it is analytic in (E[S1], x+). Additionally,
ψ∗′

(a) = θa.

Furthermore, Borovkov gives in the same book [4, Theorem 9.3.2, p. 258] the fol-
lowing Integro-Local theorem on large deviations for discrete time random walks, using
notations from Proposition 2.1.

Theorem 2.2. Using assumptions and notation from Proposition 2.1. For any a ∈
[E[S1], a+[, we have

P(Sn ≥ an) ∼
n→∞

e−nψ∗(a) 1

θa

√
2πψ′′(θa)n

. (2.5)

Besides, the equivalence (2.5) is uniform in [E[S1] + A(n)√
n
, a1[ for any A(n) → ∞ such

that A(n)√
n

→ 0, and a1 ∈ (E[S1], a+).

To apply Theorem 2.2 in continuous-time settings, in particular to subordinators, we
use Croft-Kingman’s lemma [12].

Lemma 2.2. Let f : R+ → R be a right-continuous function. Suppose that for any
t > 0 we have lim

n∈N→∞
f(nt) = 0, then lim

t→∞
f(t) = 0.

Using Lemma 2.2 with Theorem 2.2 we obtain the following estimate for subordina-
tor.

Proposition 2.2. Let (Yt)t≥0 be a subordinator. Keeping previous notation for Laplace
transforms, assume θ+ > 0. Then, for any a ∈ [E[Y1], a+), we have

P(Yt ≥ ta) ∼
t→∞

e−tψ∗(a) 1

θa

√
2πψ′′(θa)t

. (2.6)

Besides, the equivalence (2.6) is uniform in a ∈ [a1, a2] with E[Y1] < a1 < a2 < a+.

Proof. Let us prove (2.6) by applying Croft-Kingman’s Lemma to the function

g : t 7→

∣∣∣∣∣∣
P(Yt ≥ ta)

√
teψ

∗(a)t − 1

θa

√
2πψ

′′

(θa)

∣∣∣∣∣∣

for any fixed a ∈ [E[Y1], a+). It is clear that g is continuous on R+. Fix t > 0, to prove
the convergence of g along its discrete-time skeleton (gnt)n∈N, let us denote for n ∈ N,
Ỹn := Ynt. The process (Yt)t≥0 being a Lévy process, it follows that the process (Ỹn)n∈N

is a discrete-time random walk. Applying Theorem 2.2, as ta ∈ [E[Ỹ1], ã+) we have

P(Ỹn > nta) ∼
n→∞

e−nψ̃∗(ta) 1

θ̃ta

√
2πψ̃′′(θ̃ta)

, (2.7)
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where ψ̃(θ) = logE[eθỸ1 ], for any θ ∈ R.
Additionally, by Proposition 2.1 we have for θ ∈ R:

ψ̃(θ) = logE[eθYnt ] = logE[eθY1 ]t = tψ(θ),

so we get for a ∈ [E[Y1], a+),

ψ̃∗(a) = sup
θ

(θa− ψ̃(θ)) = sup
θ

(tθ
a

t
− tψ(θ)) = tψ∗(

a

t
).

Besides, in (2.7), θ̃a is such that:

tψ∗(a) = ψ̃∗(ta) = taθ̃ta − ψ̃(θ̃ta) = taθ̃ta − tψ(θ̃ta).

Those computations being done for any t and a, it follows that for t > 0 and a ∈
[E[Y1], a+):

θ̃ta = θa;

where θa is such that,
ψ∗(a) = aθa − ψ(θa).

Finally, equation (2.7) becomes, for t > 0 and a such that ta ∈ [E[Ỹ1, ã+) :

P(Ynt > nta) ∼
n→∞

e−ntψ∗(a) 1

θa

√
2πψ

′′

(θa)
.

But, we know from Proposition 2.1 (3) that

ã+ = lim
θ→θ̃+

ψ̃′(θ) = t lim
θ→θ̃+

ψ′(θ) = ta+,

since θ̃+ = θ+. Moreover, for t > 0

E[Yt] =
d

dθ
(etψ(θ))

∣∣∣∣
θ=0

= tψ
′

(0) = tE[Y1],

such that
E[Ỹ1] = tE[Y1].

It proves that for a ∈ [E[Y1], a+)

g(nt) −→
n→∞

0, for all t > 0.

Therefore, Croft-Kingman’s Lemma ensures the convergence:

g(t) −→
t→∞

0,
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which gives (2.6).
Now let E[Y1] < a1 < a2 < a+. To prove that the convergence is uniform for a ∈ [a1, a2]
we show that the function

g̃ : t 7→ sup
a∈[a1,a2]

∣∣∣∣∣∣
P(Yt > ta)

√
teψ

∗(a)t − 1

θa

√
2πψ′′(θa)

∣∣∣∣∣∣
,

also converges to 0 when t tends to +∞. Theorem 2.2 already gives us that the conver-
gence (2.7) is uniform for a ∈ [a1, a2], so following previous computations we have the
convergence of g̃ along its skeleton :

g̃(nt) −→
n→∞

0, for all t > 0.

But we still need to prove that g̃ is continuous. Let ε > 0 and t, s > 0, we have

|g̃(t) − g̃(s)| ≤ sup
a∈[a1,a2]

|P(Yt > ta)
√
teψ

∗(a)t − P(Ys > as)
√
seψ

∗(a)s|,

= sup
a∈[a1,a2]

|h(t, a) − h(s, a)|,

with h : (r, a) 7→ P(Yr > ra)
√
reψ

∗(a)r . The function h being continuous on R2
+, it

is uniformly continuous on [a1, a2], so we can define its modulus of continuity on this
segment ωh[a1,a2] : [0,∞] → [0,∞]. We get

|g̃(t) − g̃(s)| ≤ sup
a∈[a1,a2]

ωh[a1,a2](dR2
+

((t, a), (s, a))),

= ωh[a1,a2](|t − s|).

But ωh[a1,a2] is continuous and ωh[a1,a2](0) = 0 so the last inequality gives us the continuity
of g̃ on R∗

+. Finally, applying Lemma 2.2 to g̃ completes the proof.

We now extend these results to the case of killed subordinators.

2.3 Large deviations for a killed subordinator

In our work, we are interested in subordinators that can be absorbed after a random
time, we call them killed subordinators. Let (Yt)t≥0 be a subordinator and let T be an
independent exponentially distributed random variable with parameter λ. We define the
corresponding killed subordinator (Zt)t≥0 by

Zt =

{
Yt if t < T
−∞ else

∀s ≥ 0.

We remark from this definition that the Laplace exponent of a killed subordinator
also admits a Lévy-Khintchine decomposition of the form (2.2): if we denote by ψ the
Laplace exponent of (Yt)t≥0 and by ψ(λ) the one of (Zt)t≥0 we have
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ψ(λ)(θ) = ψ(θ) − λ ∀θ ∈ R. (2.8)

We get directly that θ
(λ)
+ = θ+ and we deduce the following result as a simple corollary

from Proposition 2.2.

Proposition 2.3. Assume θ+ > 0. Then, for a ∈ [E[Y1], a+), we have the following
asymptotic behaviour:

P(Zt ≥ ta) ∼
t→∞

e−tψ(λ)∗

(a) 1

θ
(λ)
a

√
2πψ(λ)

′′

(θλa)t
. (2.9)

Besides, the limit (2.9) is uniform for a ∈ [a1, a2] with E[Y1] < a1 < a2 < a+.

Proof. Let t > 0 and a ∈ [E[Y1], a+), we have

P(Zt ≥ ta) = P(Yt ≥ ta, T > t) = P(Yt ≥ ta)e−λt.

So we apply Proposition 2.2 and get

P(Zt ≥ ta) ∼
t→∞

e−t(ψ∗(a)+λ) 1

θa

√
2πψ′′(θa)t

.

But, equation (2.8) also implies

ψ(λ)∗
(a) = sup

θ>0
(θa− ψ(λ)(θ)) = ψ∗(a) + λ,

then, from Proposition 2.1 (2) we also get that θ
(λ)
a = θa.

Remark 2.1. The derivatives of ψ and ψ(λ) being equal we omit the exponent (λ) in
these derivatives in the rest of the article. The same goes for the derivatives of ψ(λ)∗

,

a
(λ)
+ and θ

(λ)
a for a ∈ (0, a+)

The first step to understand the asymptotic behaviour of (Zs)s≥0 conditionally on
surviving is to compute the limiting probability for (Zs)s≥0 to die above level t, meaning
that ZT−

> t. One can easily see that P(ZT−
> t)goes to 0 as t tends to infinity, but since

{ZT−
> t} = {YT−

> t} we can obtain more information on the speed of convergence.
Set

θ∗ := sup{θ > 0 : E[eθZT
− ] < ∞} (2.10)

The following lemma exhibits two different behaviour for θ∗.

Lemma 2.3. Assume θ+ > 0. If ψ(θ+) := limθ→θ+ ψ(θ) > λ, then θ∗ is the unique
solution of

ψ(θ) = λ, θ ∈ (0, θ+). (2.11)

Else, θ∗ = θ+.
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Proof. Let θ > 0. Integrating over the value of T we have

E[eθZT
− ] = E[eθYT ] = λ

∫ ∞

0
e−t(λ−ψ(θ))dt.

The function t 7→ e−t(λ−ψ(θ)) is integrable if and only if ψ(θ) < λ. Therefore, by
monotony and continuity of ψ, θ∗ is given by the smallest value of θ such that ψ(θ) ≥ λ.
So there is only two possibilities: either ψ(θ+) := limθ→θ+ ψ(θ) > λ which is equivalent
to θ∗ being the unique solution to (2.11), or ψ jumps to +∞ before reaching λ and
θ∗ = θ+.

Going further we can use Proposition 2.2 to compute the exact speed of convergence
of the probability to die above level t as t → ∞. More precisely, we have the following
theorem.

Theorem 2.3. Assume θ+ > 0 and ψ(θ+) := limθ→θ+ ψ(θ) > λ. Then, as t → ∞, the
probability for (Zs)s≥0 to die above level t satisfies

P(ZT−
> t) ∼

t→∞
λu∗

θ∗ e
−tθ∗

, (2.12)

where u∗ is the unique element of ( 1
a+
, 1
E[Y1]) such that θ∗ = θ 1

u∗

.

Proof. Our goal is to compute an asymptotic equivalent for the integral

I(t) := P(ZT−
> t) = P(YT−

> t) = t

∫ ∞

0
λe−λutP(Yut > t)du,

= t

∫ ∞

0
λe−λutP(Yut > ut

1

u
)du.

We use Laplace’s method and show that as t → ∞ the mass of the integral above
concentrates in an interval centred at u∗ in which we can use the uniform equivalent of
Proposition 2.2.
First, let us introduce the function f : u 7→ −λu− uψ∗( 1

u
). We prove that f is maximal

at u∗. Proposition 2.1 gives the following expression for f on R+:

f(u) =





−θ+ + u(ψ(θ+) − λ) if u ∈ [0, 1
a+

]

−θ 1
u

+ u(ψ(θ 1
u

) − λ) if u ∈ ( 1
a+
, 1
E[Y1])

−λu if u > 1
E[Y1] .

Since ψ(θ+) > λ > 0, we know that f(u) is increasing for u ∈ [0, 1
a+

] and decreasing

for u > 1
E[Y1] , so we focus on its behaviour in ( 1

a+
, 1
E[Y1]). Differentiating, we get for

u ∈ ( 1
a+
, 1
E[Y1] ]

f ′(u) = −(λ+ ψ∗(
1

u
) − 1

u
ψ∗′

(
1

u
)).
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By Proposition 2.1, we have ψ∗′

( 1
u

) = θ 1
u
, therefore

f ′(u) = −(λ+ θ 1
u

1

u
− ψ(θ 1

u
) − 1

u
θ 1

u
) = ψ(θ 1

u
) − λ.

But, by Lemma 2.3, we know that θ∗ is the unique point in (0, θ+) such that ψ(θ∗) = λ.
So we get that u∗ is the only point in ( 1

a+
, 1
E[Y1]) such that f ′(u∗) = 0. The monotony of

f ′ is given by Proposition 2.1 so f is maximal at u∗ and we compute

f(u∗) = −θ 1
u∗

+ u∗(ψ(θ 1
u∗

) − λ) = −θ∗.

Moreover, the function f is in C2(( 1
a+
, 1
E[Y1] ]) and, for u ∈ ( 1

a+
, 1
E[Y1] ],

f
′′

(u) = − 1

u2
θ

′

1
u

ψ
′

(θ 1
u

);

where θ
′

· denotes the derivative of the function θ·. But ψ
′

(θ 1
u

) = 1
u

and θ 1
u

= ψ∗′

( 1
u

− 1)

so we have

f
′′

(u) =
ψ∗′′

( 1
u

)

u3
.

Now let t ≥ 0. As

E[Y1] <
1

u∗ < a+,

we can fix δ > 0 such that :

E[Y1] <
1

u∗ + δ
and

1

u∗ − δ
< α+.

We decompose
I(t) = I1(t) + I2(t);

where

I1(t) = t

∫ u∗+δ

u∗−δ
λe−λutP(Yut > ut

1

u
)du,

and

I2(t) = t

∫

R+\[u∗−δ,u∗+δ]
λe−λutP(Yut > ut

1

u
)du.

The interval [u∗ −δ, u∗ +δ] being strictly included in ( 1
a+
, 1
E[Y1] ], we can apply Proposition

2.2 which gives

P(Zut > tu
1

u
) ∼
t→∞

e−tuψ∗( 1
u

) 1

θ 1
u

√
2πψ′′(θ 1

u
)tu

,

uniformly for u ∈ [u∗ − δ, u∗ + δ]. Thus, taking t → ∞ in I1 we get

I1(t) ∼
t→∞

√
t

∫ u∗+δ

u∗−δ
λetf(u) 1

θ 1
u

√
2πψ′′(θ 1

u
)u

du.

11



Given previous computations on f and remarking that u 7→ 1

θ 1
u

√
uψ

′′
(θ 1

u
)

is continuous

on ( 1
a+
, 1
E[Y1] ], one can estimate the value of the last integral using a classical result of

Laplace’s integration method (cf Theorem A.1 in the Appendix). It follows

I1(t) ∼
t→∞

λe−tf(u∗) u∗

θ 1
u∗

√
ψ′′(θ 1

u∗

)|ψ∗′′ ( 1
u∗ )|

.

As ψ
′

(θa) = a we have for a ∈ (E[Y1], a+) ψ
′′

(θa) = 1
θ

′

a

= 1

ψ∗
′′

(a)
. As a result

I1(t) ∼
t→∞

λu∗

θ∗ e
−tθ∗

. (2.13)

Let us now show that I2 is dominated by I1 asymptotically. For a, t > 0, Markov
inequality gives for any λ > 0

P(Yt > at) ≤ e−t(aλ−ψ(λ)) .

Therefore, using the definition of ψ∗ we have for a, t > 0

P(Yt > at) ≤ e−tψ∗(a).

It gives the following upper bound for I2(t):

I2(t) ≤ t

∫

R+\[u∗−δ,u∗+δ]
λet[−λu−uψ∗( 1

u
)]du = t

∫

R+\[u∗−δ,u∗+δ]
λetf(u)du.

We have already shown that f is strictly increasing on [0, u∗] and decreasing on [u∗,+∞[,
so there is η > 0 such that f(u) ≤ f(u∗) − η when u /∈ [u∗ − δ, u∗ + δ]. Therefore, for
t ≥ 1

I2(t) ≤ λe(t−1)(f(u∗)−η)
∫ +∞

0
ef(u)du ≤ λe(t−1)(f(u∗)−η)

∫ +∞

0
e−λudu.

Then by comparison

lim
t→∞

I2(t)

etf(u∗)
= 0.

Finally, (2.13) gives I2(t) ∈ o(I1(t)), hence I(t) ∼
t→∞

I1(t), completing the proof.

2.4 Overshoot

In [3], Bertoin, van Harn and Steutel computed the limit distributions of the overshoot
and undershoot of a (non-killed) subordinator passing a given level. From these, we get
the ones of a killed subordinator, conditioned on surviving.
For all t > 0, we write τt the first passage time above level t by the killed subordinator
(Zs)s≥0, and Vt and Wt the associated overshoot and undershoot, i.e

τt = inf{s > 0, Zs ≥ t};

12



Vt =

{
t− Zτ

t−
if τt < T,

−∞ otherwise;

Wt =

{
Zτt − t if τt < T
−∞ otherwise.

We first recall the result of Bertoin et al. [3] for the non-killed case.

Theorem 2.4. Let (Ys)s≥0 be a (non-killed) subordinator with drift d, Lévy measure Π
and suppose that 0 < µ := E[Y1] < ∞. For a given level t > 0, denote by τ̃ the first
passage time above level t of (Ys)s≥0, and by Ṽt and W̃t the associated undershoot and
overshoot.
Then, as t → ∞, the distribution of (Ṽt, W̃t) converges to the one of (Ṽ∞, W̃∞) where :

P(Ṽ∞ > v, W̃∞ > w) =
1

µ

∫ ∞

v+w
Π((t,∞))dt. (2.14)

To study the asymptotic behaviour as t grows of the overshoots and undershoots of
the killed subordinator conditioned on the survival {T > τt} = {ZT−

> t}, we introduce
the Esscher transform under which such a rare event becomes a typical event. Namely
we introduce the probability measure Q such that

E[f((Ys)s≤u)] = EQ[e−θ∗Yu+ψ(θ∗)uf((Ys)s≤u)], (2.15)

for any positive and measurable function f and u > 0. Theorem 3.9 in [13, p.82] gives
the following effect of the measure change on (Ys)s≥0:

Lemma 2.4. Under the probability measure Q, the process (Ys)s≥0 is a subordinator
with drift d and Lévy measure

ΠQ(dt) = eθ
∗tΠ(dt).

Moreover, it verifies

EQ[Y1] =
1

u∗ .

We now prove the following result of convergence for the undershoot and overshoot
of a killed subordinator.

Theorem 2.5. Conditionally on the survival {ZT− > t}, as t → ∞, the distribution of
(Vt,Wt) converges to the one of (V∞,W∞) given by

P(V∞,W∞)(dv,dw) =
θ∗

λ
eθ

∗v1w>0Π(dw + v)dv + P(V∞ = W∞ = 0)δ(0,0)(dv,dw). (2.16)

Proof. Let us fix v,w ≥ 0 and let t > 0. The goal of the proof is to compute the limit
as t → ∞ of the probability

P(Vt > v,Wt > w|ZT− > t) =
P(Vt > v,Wt > w)

P(ZT− > t)
.
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The asymptotic behaviour of P(ZT− > t) is given by (2.12) so we only have to compute
the one of

P(Vt > v,Wt > w) = P(Ṽt > v, W̃t > w,T > τt),

where (Ṽt, W̃t) denotes the undershoot and overshoot at t of the (non-killed) subordinator
(Ys)s≥0. By the measure change (2.15), we have

P(Ṽt > v, W̃t > w,T > τt) = E[eλτt1
Ṽt>v,W̃t>w

],

= EQ[e−θ∗Yτt 1
Ṽt>v,W̃t>w

].

Recalling that W̃t = Yτt − t, we get

P(Vt > v,Wt > w) = e−θ∗tEQ[e−θ∗W̃t1
Ṽt>v,W̃t>w

].

By Theorem 2.4, under Q, (Ṽt, W̃t) converges in law to (Ṽ∞, W̃∞) as t → ∞. Therefore

P(Vt > v,Wt > w) ∼
t→∞

e−tθ∗

EQ[e−θ∗W̃∞1
Ṽ∞>v,W̃∞>w

].

So by Theorem 2.3, we obtain

lim
t→∞

P(Vt > v,Wt > w|ZT− > t) =
θ∗

u∗λ
EQ[e−θ∗W̃∞1

Ṽ∞>v,W̃∞>w
] = P(V∞ > v,W∞ > w),

which can be written in term of measure densities:

P(V∞,W∞)(dv,dw) =
θ∗

u∗λ
e−θ∗wQ

(Ṽ∞,W̃∞)
(dv,dw). (2.17)

Going further, by (2.14) and Lemma 2.4 we have

Q(Ṽ∞ > v, W̃∞ > w) = u∗
∫ ∞

v+w
ΠQ((t,∞))dt = u∗

∫ ∞

v+w

∫ ∞

t
eθ

∗sΠ(ds)dt.

Taking the derivative in v we get

d

dv
Q(Ṽ∞ > v, W̃∞ > w) = u∗

∫ ∞

v+w
eθ

∗sΠ(ds) = u∗
∫ ∞

w
eθ

∗(v+h)1h>0Π(dh+ v).

So we can identify the law of (Ṽ∞, W̃∞) under Q in term of the Lévy measure Π:

Q
(Ṽ∞,W̃∞)

(dv,dw) = u∗eθ
∗(v+w)1w>0Π(dw + v)dv + Q(Ṽ∞ = W̃∞ = 0)δ(0,0)(dv,dw).

Finally, from this last equality and formula (2.17) we deduce our result (2.16) directly.

As a corollary, we can compute the asymptotic law of the size of the jump of (Zs)s≥0

above level t conditionally on survival. For all t > 0, we define the size of the jump of
(Zs)s≥0 at level t by

Jt =

{
Vt +Wt if τt < T

−∞ otherwise.
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Proposition 2.4. Conditionally on {ZT− > t}, as t → ∞, Jt converges in law to J∞
where

PJ∞
(dℓ) =

1

λ
(eθ

∗ℓ − 1)1ℓ>0Π(dℓ) +
dθ∗

λ
δ0(dℓ). (2.18)

Remark that this also gives the value of P(V∞ = W∞ = 0) which corresponds to
the limit probability for (Zs)s≥0 conditioned on surviving to creep through a given level
t > 0 as t → ∞:

lim
t→∞

P(Zτt = t|ZT−
> t) = P(J∞ = 0) =

dθ∗

λ
. (2.19)

Proof. For all t > 0 we have Jt = Vt +Wt so by Theorem 2.5 we get the convergence of
Jt to J∞ = V∞ +W∞, and we have for all ℓ ≥ 0

P(J∞ > ℓ) = P(V∞ +W∞ > ℓ) =

∫ ∞

0

∫ ∞

ℓ−v

θ∗

λ
eθ

∗v1w>0Π(dw + v)dv.

We can rewrite the last integral with the change of variable x = w + v and then use
Tonelli’s theorem to obtain

P(J∞ > ℓ) =

∫ ∞

ℓ

∫ x

0

θ∗

λ
eθ

∗vdvΠ(dx) =

∫ ∞

ℓ

1

λ
(eθ

∗x − 1)Π(dx).

To complete the proof, we still need to compute

P(J∞ = 0) = 1 − P(J∞ > 0) = 1 − 1

λ

∫ ∞

0
(eθ

∗x − 1)Π(dx).

But recall that ψ(θ∗) = λ so using (2.2) the Lévy-Khintchine decomposition of ψ, we
get ∫ ∞

0
(eθ

∗x − 1)Π(dx) = λ− dθ∗.

It follows

P(J∞ = 0) = 1 − λ− dθ∗

λ
=
dθ∗

λ
.

As a side note, we can compare our result with the non-killed case. In [3], the authors
also compute the asymptotic law of the jumps of (Ys)s≥0 namely J̃∞ = Ṽ∞+W̃∞ proving
that

P
J̃∞

(dℓ) =
1

E[Y1]
ℓΠ(dℓ).

This imply that asymptotically, the jumps of (Ys)s≥0 are linearly size-biased and by

a symmetry argument that, the undershoot and overshoot (Ṽ∞, W̃∞) are distributed
as (UJ̃∞, (1 − U)J̃∞). We proved that the behavior differs for the killed subordinator
conditioned on survival. Indeed (2.18) shows that conditionally on survival, the jumps
of (Zs)s≥0 are also size-biased but by an exponential factor. Moreover, we can compute
the laws V∞ and W∞ conditionally on J∞.
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Corollary 2.1. Conditionally on J∞, the laws of V∞ and W∞ = J∞ − V∞ are given by

PV∞|J∞
(dv) =

θ∗eθ
∗v

eθ∗J∞ − 1
1v<J∞

dv, (2.20)

PW∞|J∞
(dw) =

θ∗e−θ∗w

1 − e−θ∗J∞

1w<J∞
dw. (2.21)

Proof. By the same arguments as in the proof of Proposition 2.4 we compute the joint
law of (V∞, J∞). For all v, l ≥ 0 we have

P(V∞ > v, J∞ > ℓ) = P(V∞ > v, V∞ +W∞ > ℓ),
∫ ∞

v

∫

ℓ−u

θ∗

λ
eθ

∗uΠ(dw + u)1w>0du.

Now by the change of variable x = w + u and switching the integrals we get

P(V∞ > v, J∞ > ℓ) =

∫ ∞

ℓ

∫ ∞

v

θ∗

λ
eθ

∗u1x>uduΠ(dx),

=

∫ ∞

ℓ

∫ ∞

v
θ∗ eθ

∗u

eθ∗x − 1
1x>udu

1

λ
(eθ

∗x − 1)Π(dx).

So we recognize the law of J∞ (2.18) and can identify the law of V∞ conditionally on
J∞, which gives (2.20).
We can deduce the law of W∞ conditionally on J∞ by taking w = ℓ − u in the last
computations.

In particular, in comparison to the non-killed case, (2.21) implies that conditionally
on the size of the jump J∞ the asymptotic overshoot W∞ is not uniformly distributed
in (0, J∞), but it is distributed as an truncated exponential conditioned to be smaller
than J∞.

3 Application to quasi-stationary distributions

Let (Xt)t≥0 be an irreducible continuous time Markov chain on E = N ∪ {δ} with δ the
unique absorbing state. Let us denote by Q = (qi,j)i,j∈N∪{δ} its rate matrix and by Tδ
its absorption time. We suppose that (Xt)t≥0 verifies the hypothesis (A) and (B), in
particular this mean that

qi,δ = λ1i=0,

with λ > 0 the death rate from 0 to δ. We first state the following Lemma ensuring that
under these conditions, the Yaglom limit (1.1) does not depend on the starting position
of (Xt)t≥0.

Lemma 3.1. For λ < λc the Yaglom limit (1.1) does not depend on the starting point
j ∈ N, meaning that for any j ∈ N

lim
t→∞

Pj(Xt = i|t < Tδ) = lim
t→∞

P0(Xt = i|t < Tδ).
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This result justify the decomposition of the trajectory of (Xt)t≥0 under P0 given
below, but its proof relies on technical computation which is of little interest for the
understanding of our method so we give it at the end of the present section. We refer to
future computations and more precisely (3.8) for the exact value of the critical value λc.

3.1 Excursions

The path of (Xt)t≥0 under law P0 can be decomposed as follows: when in state 0, the
process either jumps to some other state i ∈ N or jumps to δ and dies; if it survives
it then makes a random excursion among the states N∗ from which it cannot die until
it reaches the state 0 again; after a geometric number of independent excursions, it
will eventually jump to δ. In order to use known results on excursions, we work with
(X t)t≥0 the non-killed version of (Xt)t≥0 which is an irreducible Markov chain on N with
transition given by Q defined by

q0,0 = q0,0 + λ and qi,j = qi,j for all i 6= j ∈ N.

Let g1 = inf{t > 0,X t 6= 0}, for any n ∈ N∗ define

dn := inf{t > gn,X t = 0}, and gn+1 := inf{t > dn,X t 6= 0}.

With those definitions, (dn)n≥0 corresponds to the consecutive times of arrival at 0 and
(gn)n≥0 to the times of departure from 0, i.e. when the process (X t)t≥0 starts a new
excursion above 0. Thus, we define (en(r))r≥0 the n-th excursion of (X t)t≥0:

en(r) = Xgn+r1r<L(en),

where L(en) = dn − gn is the length of the n-th excursion. By the strong Markov
property, (en)n≥1 is an i.i.d. sequence of random variables with values in the set of
trajectories i.e. the set of right continuous functions with left limits from R+ to N

[11]. We call their common law the excursion law of (X t)t≥0 and we define a process
(e(r))r≥0 following this law called a canonical excursion. In addition, we denote by eL

the canonical excursion conditioned on having a length L(e) = L. Finally we define η
the law of L(e). In particular, the law of e is characterised by its law when conditioned
on having a certain length i.e. we have

E[F (e)] =

∫ ∞

0
E[F (eℓ)]η(dℓ),

for any measurable and positive function F .
Let us define the notion of excursion straddling time t. Fix a time t > 0, we define

g(t) := sup{s < t,X t = 0}, and d(t) := inf{s > t,X t = 0}.

If {X t > 0}, we have {g(t) < d(t)} and we define (e(t)(r))r≥0 the excursion straddling
t with the identity:

e(t)(r) = Xg(t)+r1r<L(e(t)),
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g1 d1
g2 d2

g3 g(s) d(s)s T

Figure 1: Sample trajectory for (Xt)t≥0 with its excursion decomposition.

where L(e(t)) = d(t) − g(t) is the length of the excursion. Else, we have {g(t) = d(t) = t}
and {X t = 0}.

We prove the following proposition stating that the law of e(t) the excursion straddling
t, is the same as a canonical excursion of length L(e(t)).

Proposition 3.1. Let t > 0. Then, for any measurable and positive function f we have

E[f(e(t), t− g(t), d(t) − t)|g(t) < d(t)] = E[f(ed
(t)−g(t)

, t− g(t), d(t) − t)|g(t) < d(t)]. (3.1)

Proof. The excursion e(t) corresponds to only one of the excursions (en)n∈N∗ , so summing
over all its possible number we have

E[f(e(t), t − g(t), d(t) − t)1{g(t)<d(t)}] =
∞∑

n=1

E[f(en, t− gn, dn − t)1{gn<t<dn}].

Moreover, for all n ∈ N∗ using the Markov property at time gn:

E[f(en, t− gn, dn − t)1{gn<t<dn}] =

∫ ∞

0

∫ ∞

0
E[f(en, t − g, d− t)|L(en) = d− g]

× P(gn ∈ dg, dn ∈ dd),

but by the definition of the canonical excursion, the last expectation becomes

E[f(en, t− g, d − t)|L(en) = d− g] = E[f(ed−g, t − g, d− t)].

Finally, we can integrate back to d(t) and g(t) to get the wanted equality:

E[f(e(t), t− g(t), d(t) − t)1{g(t)<d(t)}] =
∞∑

n=1

∫ ∞

0

∫ ∞

0
E[f(ed−g, t− g, d − t)]P(gn ∈ dg, dn ∈ dd),

= E[f(ed
(t)−g(t)

t− g(t), d(t) − t)1{g(t)<d(t)}].
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3.2 Inverse of the local time at 0

We give an alternative construction of (Zs)s≥0 the inverse local time of (Xt)t≥0 at 0
using its excursions. To simplify future computations, the given process will not be the
formal inverse of the local time but it will have the same law.

Let (Ys)s≥0 be compound Poisson process with drift 1, whose jumps (ξn)n∈N∗ are
distributed according to η the law of the length L(e) and occur at times described by
a Poisson process (Ns)s≥0 of intensity −q0,0 = −(q0,0 + λ). Denote by (σs)s≥0 the

inverse local time at 0 of (X t)t≥0. The decomposition of the trajectories of (X t)t≥0 into
excursions gives

(Ys)s≥0
(d)
= (σs)s≥0. (3.2)

Moreover, remark that Lemma 2.1 gives us the Lévy measure Π of (Ys)s≥0:

Π(dx) = −q0,0η(dx). (3.3)

Now, let us introduce T (λ) an exponential random variable of parameter λ independent
of (X t)t≥0 and (Ys)s≥0. We define (Zs)s≥0 as the subordinator (Ys)s≥0 killed at time
T (λ) i.e.

Zs =

{
s+

∑Ns
j=0 ξj if s < T (λ)

−∞ else
for all s ≥ 0. (3.4)

Lemma 3.2. Under assumption A, (Zs)s≥0 has the same law as the inverse local time
at 0 of (Xt)t≥0.
In particular, if we denote τt := inf{s > 0, Zs ≥ t}, then

P0(Xt = 0|Tδ > t) = P(Zτ−

t
= t|T (λ) > τt). (3.5)

Proof. Since A is verified, Markov property and the memorylessness property of T (λ)

give for all t ≥ 0
P0(Tδ < t) = P0(Lt > T (λ)),

where (Lt)t≥0 is the local time at 0 of X . So by (3.2) and (3.4) we have

P0(Tδ < t) = P(YT (λ) < t) = P(Z
T (λ)

−
< t),

so

Z
T (λ)

−

(d)
= Tδ.

Furthermore, (Xt)0≤t<Tδ

(d)
= (Xs)0≤s≤σ

T (λ)
, it automatically implies that (σs)0≤s≤T (λ)

has the same law as the inverse local time at 0 of (Xt)0≤t<Tδ
before death and therefore

so does (Zs)0≤s≤T (λ) .

Since (Zs)s≥0 is a killed subordinator, the equality Z
T (λ)

−

(d)
= Tδ implies directly that

the exponential rate of survival γ∗ of the process (Xt)t≥0 defined in (1.3) is the point of
explosion θ∗ of the Laplace transform of Z

T (λ)
−

whose behaviour is described in Lemma
2.3. In particular, we explicit the following characterization θ∗ through the Laplace

transform Ψη of the distribution η and θ
(η)
+ its point of explosion.
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Figure 2: Example of trajectory for (Zs)s≥0. The jumps of (Zs)s≥0 corresponds to the
excursions of (Xt)t≥0.

Corollary 3.1. Assume λ < θ
(η)
+ − q0,0(Ψη(θ

(η)
+ ) − 1), then θ∗ is the unique solution of

θ∗ − q0,0(Ψη(θ
∗) − 1) = λ. (3.6)

Proof. We compute ψ the Laplace exponent of (Ys)s≥0 to apply 2.3. We have for all
θ > 0

E[eθY1 ] = eθE[e
θ
∑N1

j=0
ξj ].

So the point of explosion of ψ is θ
(η)
+ and applying (2.4) to the compound Poisson process

(
∑Ns
j=0 ξj)s≥0 we get

ψ(θ) = θ − q0,0(Ψη(θ) − 1), (3.7)

such that (2.11) directly gives the result.

Note that (3.7) implies that θ+ := sup{θ > 0, ψ(θ) < ∞} = θ
(η)
+ which then gives

λc = ψ(θ+) = θ
(η)
+ − q0,0(Ψη(θ

(η)
+ ) − 1). (3.8)

We state our main theorem on the computation of the minimal QSD of (Xt)t≥0 through
its excursions.
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Theorem 3.1. Assume γ∗ > 0. Then for all λ < λc the process (Xt)t≥0 admits a
minimal quasi-stationary distribution ν∗ given by:

ν∗(0) =
θ∗

λ
; (3.9)

and for any i ∈ N∗

ν∗(i) = −q0,0
θ∗

λ

∫ ∞

0

∫ ∞

0
P(ev+w(v) = i)eθ

∗vη(dw + v)dv. (3.10)

Proof. Recall that the minimal QSD ν∗ is the asymptotic law of (Xt)t≥0 conditionally
on survival and Lemma 3.1 ensures that we only have to compute the limit of

ν∗(i) = lim
t→∞

P0(Xt = i|Tδ > t), for any i ∈ N.

Let us start with the case i = 0. By Lemma 3.2, for any t > 0,

P0(Xt = 0) = P(Zτ−

t
= t|T (λ) > τt).

Thus, a direct application of (2.19) gives

ν∗(0) = lim
t→∞

P(Z
τ−

t
= t|T (λ) > τt) =

θ∗

λ
.

Let i > 0. Fix a time t > 0. For Xt to be at state i, the process (Xs)s≥0 must be
at time t in an excursion out of state 0, therefore, recalling we defined e(t) the excursion
straddling t,

P0(Xt = i|t < Tδ) = P0(e(t)(t− g(t)) = i|t < Tδ).

By Proposition 3.1, we have

P0(Xt = i|t < Tδ) = P(ed
(t)−g(t)

(t − g(t)) = i|t < Tδ).

Finally, let us link the times g(t) and d(t) to the inverse of the local time at 0 of (Zs)s≥0.
By definition, we have

d(t) − g(t) (d)
= Vt +Wt,

and

t− g(t) (d)
= Vt,

where Vt and Wt are the undershoot and overshoot of (Zs)s≥0 at level t. This gives us,
with an application of Theorem 2.5,

ν∗(i) = lim
t→∞

P0(Xt = i|Tδ > t),

= lim
t→∞

P(eVt+Wt(Vt) = i|ZT− > t) = P(eV∞+W∞(V∞) = i).
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We can integrate over the values of (V∞,W∞) according to their law given by (2.16) to
get

ν∗(i) =

∫ ∞

0
P(ev+w(v) = i)P(V∞,W∞)(dv,dw),

=
θ∗

λ

∫ ∞

0

∫ ∞

0
P(ev+w(v) = i)eθ

∗vΠ(dw + v)dv,

so by (3.3) the last expression is equal to (3.10), which concludes the proof.

3.3 Proof of Lemma 3.1

In this section we consider an initial state j 6= 0 and fix λ < λc. Let us show that

lim
t→∞

Pj(Xt = i|t < Tδ) = lim
t→∞

P0(Xt = i|t < Tδ). (3.11)

Remark that the existence of the Yaglom limit under P0 is ensured by the computations
done in the proof of Theorem 3.1. The proof is organized in two steps. We first compare
the tails of the absorption time Tδ and of τ0 := inf{t ≥ 0,Xt = 0}. Then we use Markov
Property and a dominated convergence argument to prove (3.11).

Lemma 3.3. Let j 6= 0 and denote α0(j) := sup{θ > 0,Ej [e
θτ0 ] < ∞]}. It verifies

α0(j) > θ∗. (3.12)

In particular, we have limt→∞
Pj(τ0>t)
Pj(Tδ>t)

= 0.

Proof. By Markov property and the definition of the excursion length of (Xt)t≥0 above
0, we have

Pj(τ0 > t) < η((t,+∞)).

Therefore, since λ < λc we get α0(j) ≥ θ(η) > θ∗.

We can now prove (3.11).

Proof of Lemma 3.1. Denote τ0 := inf{t ≥ 0,Xt = 0}, we have for any i ∈ N

Pj(Xt = i|t < Tδ) = Pj(Xt = i, t ≥ τ0|t < Tδ) + Pj(Xt = i, t ≤ τ0|t < Tδ). (3.13)

On the one hand, for t > 0 and i ∈ N we have

Pj(Xt = i, t < τ0|t < Tδ) =
Pj(Xt = i, t < τ0)

Pj(t < Tδ)
≤ Pj(t < τ0)

Pj(t < Tδ)
, (3.14)

which goes to 0 by Lemma 3.3.
On the other hand, using the Markov property, we have

Pj(Xt = i, t ≥ τ0, t < Tδ) = Ej
[
Ej[1{t≥τ0}1{Xt=i,t<Tδ}|Fτ0 ]

]
,

= Ej
[
1{t≥τ0}P0(Xt−s = i|Tδ > t− s)

∣∣
τ0=s

P0(Tδ > t− s)
∣∣
τ0=s

]
.
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It follows that

Pj(Xt = i, t ≥ τ0|Tδ > t) = Ej
[
1{t≥τ0}P0(Xt−s = i|Tδ > t− s)

∣∣
τ0=s

P0(Tδ > t− s)

Pj(Tδ > t)

∣∣
τ0=s

]
.

But recall that Tδ
(d)
= Z

T (λ)
−

so by Theorem 2.3 we know that

Pj(Tδ > t) ∼
t→∞

ce−θ∗t,

so there exists c1 > 0 such that Pj(Tδ > t) ≥ c1e
−θ∗t for t large enough. Moreover,

by Chernov inequality we know that there is c2 > 0 such that for any 0 < s < t,
P0(Tδ > t− s) ≤ c2e

−θ∗(t−s). Therefore, we get that there exists c∗ > 0 such that for all
t > s large enough

P0(Tδ > t− s)

Pj(Tδ > t)
≤ c∗eθ

∗s.

Finally, by Lemma 3.3 we have Ej [e
θ∗τ0 ] < ∞, so we compute by dominated convergence

and using the already established convergence under P0:

lim
t→∞

Pj(Xt = i, t ≥ τ0|Tδ > t)

= Ej
[

lim
t→∞

1{t≥τ0}P0(Xt−s = i|Tδ > t− s)
∣∣
τ0=s

P0(Tδ > t− s)

Pj(Tδ > t)

∣∣
τ0=s

]
,

= Ej
[

lim
t→∞

P0(Xt−s = i|Tδ > t− s)
∣∣
τ0=s

]
= ν∗(i),

(3.15)

which concludes the proof.

3.4 Example of a finite cycle

We demonstrate the use of our method with a simple example, namely a process on a
finite set where the discretized trajectories are deterministic but the times of jumps are
random. More precisely, we consider the process (Xt)t≥0 on {0, 1, . . . , n} ∪ {δ} defined
as follows: the transition rate from i to i+ 1 for any integer 0 ≤ i ≤ n− 1 and the one
from n to 0 are 1, and when in state 0, the process can also jumps to the death-state
δ at rate λ > 0. This example is simple in the sense that it contains no new results
on the existence of QSD, since the existence of a unique QSD is given by the finiteness
of the state space, and that the formula we get in the end can be obtained with other
methods. Still it is convenient to illustrate our method since all computations on the
excursions and Laplace transforms can be done explicitly, in a way that we believe easier
than direct computations using the generating function.

Let us state the explicit formula for the QSD of this process.

Proposition 3.2. The chain (Xt)t≥0 admits a unique quasi-stationary distribution ν∗

given by

ν∗(i) =
θ∗

λ(1 − θ∗)n
, for i = 0, 1, . . . , n, (3.16)
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where the exponential rate of survival θ∗ is the unique solution in (0,∞) of

θ∗ +
1

(1 − θ∗)n
= λ+ 1. (3.17)

The proof is a direct application of Theorem 3.1 but it requires some computations
and constructions on the excursions of the process that we give in the following lemma.

Lemma 3.4. Let e be the canonical excursion process of (Xt)t≥0. Then, we have the
followings:

1. The length L(e) of an excursion follows a Γ(n, 1) distribution.

2. Let L > 0, then conditionally on {L(e) = L} the law of the excursion e is given by

P(eL(t) = i) =

(
n− 1

i− 1

)(
t

L

)i−1 (
1 − t

L

)n−i
; ∀t ∈ (0, L), i ∈ {1, . . . , n}. (3.18)

Proof. The main observation we make is that, in terms of states visited, the trajectories
of the excursions are deterministic: starting from state 0 the process has to visit all the
other states 1, . . . , n in increasing order to come back to 0. Moreover, we know that it
stays at state i ∈ {1, . . . , n} for an exponential time of parameter 1. The results follow
from there.

Firstly, the length of an excursion is the sum of the time that, starting from 0, (Xt)t≥0

spent in each state before coming back to 0. Therefore, we can write

L(e)
(d)
=

n∑

i=1

εi,

where ε1, . . . , εn are i.i.d. random variables distributed as E(1), which proves statement
(1).

Let us now suppose that {L(e) = L}. The jumping times of (Xt)t≥0 form an homoge-
neous Poisson process, meaning that if we know that a jump occurs in an interval (a, b),
its time of occurrence is uniformly distributed in this interval. Thus, we deduce that the
n jumping times in (0, L] are distributed as an ordered vector (U1, . . . ,Un−1,Un = L) of
n− 1 uniform random variables on (0, L). Now to get the position of the process at time
t ∈ (0, L), we only have to remark that, for any i ∈ {1, . . . , n} we have {Xt = i} if and
only if the process has made exactly i− 1 jumps since the start of its excursion. So we
can write

P(eL(t) = i) = P(U(i−1) ≤ t < U(i)),

that we rewrite

P(eL(t) = i) = P(Ũ(i−1) ≤ t

L
< Ũ(i)),

where (Ũ(1), . . . , Ũ(n−1), Ũ(n) = 1) is a vector of ordered uniform variables on (0, 1). Since
the last probability is the same as the probability to get exactly i − 1 success in n − 1
independent Bernoulli trials of parameter t

L
, this gives exactly (3.18).
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We now have everything we need to compute the minimal quasi-distribution of the
chain (Xt)t≥0.

Proof of Proposition 3.2. Let us start with computing the exponential of survival θ∗. By
Corollary 3.1 it verifies

θ∗ − (q0,0 + λ)(Ψη(θ
∗) − 1) = λ,

where q0,0 = −(λ+1) is the transition rate of the process in state 0 and Ψη is the Laplace
transform of the length L(e) of the excursions that we can compute using the first point
of Lemma 3.4:

Ψη(θ) = E[eθL(e)] =
1

(1 − θ)n
.

Therefore, θ∗ is solution of

θ∗ − (−1)(
1

(1 − θ)n
− 1) = λ,

which is exactly (3.17). We compute ν∗(i) for i ∈ {0, . . . , n} with (3.9) and (3.10), it
gives

ν∗(0) =
θ∗

λ
,

and for i > 0

ν∗(i) =
θ∗

λ

∫ ∞

0

∫ ∞

0
P(ev+w(v) = i)eθ

∗vη(dw + v)dv,

where η is the law of L(e). We proved that L(e) is distributed as a Γ(n, 1), therefore η
admits the density function fη given for any x ∈ (0,∞)

fη(x) =
xn−1e−x

(n− 1)!
.

In particular, we can write for any v ∈ (0,∞)

η(dw + v) = fη(w + v)dw.

Therefore, we can compute ν∗(i) using (3.18):

ν∗(i) =

(
n− 1

i− 1

)
θ∗

λ

∫ ∞

0

∫ ∞

0
eθ

∗v(
v

v +w
)i−1(

w

v + w
)n−i (v + w)n−1ev+w

(n− 1)!
dwdv,

=
θ∗

(i− 1)!(n − i)!λ

∫ ∞

0
e−v(1−θ∗)vi−1dv

∫ ∞

0
e−wwn−idw,

=
θ∗

λ(1 − θ∗)i
.

where we computed the two integrals by recursive integration by parts.
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A Laplace’s method of integration

Laplace’s methods to compute integrals are widely known and used. In this section we
recall the classic result of approximation in Theorem A.1. Then we prove an extension
of this method of approximation in a bit more general setting that corresponds to the
one used in our work. To get more details and generalizations of the Laplace’s method,
the reader can refer to R.Wong’s book [17] on approximations of integrals (see Sections
II.1, VIII.10 and IX.5).

Theorem A.1. Let a < b ∈ [−∞,+∞], and f and h be real functions defined on [a, b].
Assume that f is in C2([a, b]), and that it has a unique maximum on the segment [a, b],
denote x∗ the point where f is maximal. Moreover, we assume that h is continuous at
x∗. Then, we have the following integral approximation:

∫ b

a
etf(x)h(x)dx ∼

t→+∞

√
2π√
t
etf(x∗) h(x∗)√

|f ′′(x∗)|
. (A.1)

Proposition A.1. Let f and h be functions on R → R. Let A be a real function on R+

which converges to 0 at +∞ but such that A(t)
√
t −→
t→+∞

C ∈]0,+∞]. Then, with same

assumptions on f and h as in Theorem A.1, one has the following approximations:

∫ x∗+A(t)

x∗−A(t)
etf(x)h(x)dx ∼

t→+∞
h(x∗)√

t
etf(x∗)

∫ +C

−C
e− 1

2
(
√

−f ′′ (x∗)v)2
dv. (A.2)

Proof. The proof relies on approaching f using Taylor’s formula. Let δ > 0, then for t
large enough we have for x ∈ [x∗ −A(t), x∗ +A(t)],

f(x∗) +
1

2
(f

′′

(x∗) − δ)(x − x∗)2 ≤ f(x) ≤ f(x∗) +
1

2
(f

′′

(x∗) + δ)(x − x∗)2.

Moreover, let ε > 0, the function h being continuous at the point x∗, for t large enough
and x ∈ [x∗ −A(t), x∗ +A(t)] we also have

h(x∗) − ε ≤ h(x) ≤ h(x∗) + ε.

Therefore, we get the following lower and upper bounds of the studied integral:

(h(x∗) − ε)etf(x∗)
∫ x∗+A(t)

x∗−A(t)
e

t
2

(f
′′

(x∗)−δ)(x−x∗)2
dx ≤

∫ x∗+A(t)

x∗−A(t)
etf(x)h(x)dx ≤ (h(x∗) + ε)etf(x∗)

∫ x∗+A(t)

x∗−A(t)
e

t
2

(f
′′

(x∗)+δ)(x−x∗)2
dx.
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Substituting y =
√
t(x− x∗) in the right and left terms, we get

(h(x∗) − ε)etf(x∗)

√
t

∫ A(t)
√
t∗

−A(t)
√
t∗
e− 1

2
(y

√
−f ′′ (x∗)+δ)2

dy ≤
∫ x∗+A(t)

x∗−A(t)
etf(x)h(x)dx ≤ (h(x∗) + ε)etf(x∗)

√
t

∫ A(t)
√
t

−A(t)
√
t
e− 1

2
(y

√
−f ′′(x∗)−δ)2

dy.

Then, dividing by h(x∗)√
t
etf(x∗)

∫+C
−C e− 1

2
(
√

−f ′′ (x∗)v)2
dv,

h(x∗) − ε

h(x∗)

∫A(t)
√
t

−A(t)
√
t
e− 1

2
(y

√
−f ′′(x∗)+δ)2

dy

∫+C
−C e− 1

2
(
√

−f ′′ (x∗)v)2
dv

≤
∫ x∗+A(t)
x∗−A(t) e

tf(x)h(x)dx

h(x∗)√
t
etf(x∗)

∫ +C
−C e− 1

2
(
√

−f ′′ (x∗)v)2
dv

≤ h(x∗) + ε

h(x∗)

∫ A(t)
√
t

−A(t)
√
t
e− 1

2
(y

√
−f ′′ (x∗)+δ)2

dy

∫ +C
−C e− 1

2
(
√

−f ′′ (x∗)v)2
dv

.

Now, by the definition of A, we have ±A(t)
√
t −→
t→∞

±C, such that we can take t → ∞
and dominated convergence theorem gives

h(x∗) − ε

h(x∗)

∫+C
−C e− 1

2
(y

√
−f ′′(x∗)+δ)2

dy
∫+C

−C e− 1
2

(
√

−f ′′ (x∗)v)2
dv

≤ lim
t→∞

∫ x∗+A(t)
x∗−A(t) e

tf(x)h(x)dx

h(x∗)√
t
etf(x∗)

∫+C
−C e− 1

2
(
√

−f ′′ (x∗)v)2
dv

≤ h(x∗) + ε

h(x∗)

∫ +C
−C e− 1

2
(y

√
−f ′′ (x∗)−δ)2

dy
∫+C

−C e− 1
2

(
√

−f ′′ (x∗)v)2
dv

.

Finally, when ε and δ go to 0, one finds :

1 ≤ lim
t→∞

∫ x∗+A(t)
x∗−A(t) e

tf(x)h(x)dx
√

2π√
t
etf(x∗) h(x∗)√

|f ′′ (x∗)|

≤ 1,

which gives the wanted approximation.

Remark A.1. For C = +∞, Proposition A.1 gives (A.1).
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