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Abstract: Sustaining optimal task engagement is becoming vital in smart factories, where manufacturing operators' roles are 
increasingly shifting from hands-on machinery tasks to supervising complex automated systems. However, because monitoring 
tasks are inherently less engaging than manual operation tasks, operators may have a growing difficulty in keeping the optimal 
levels of engagement required to detect system errors in highly automated environments. Addressing this issue, we created an 
adaptive task engagement feedback system designed to enhance manufacturing operators’ engagement while working with 
highly automated systems. Utilizing real-time acceleration, heart rate, and respiration rate data, our system provides an intuitive 
visual representation of an operator's engagement level through a color gradient, ensuring operators can stay informed of their 
engagement levels in real-time and make prompt adjustments if required. This article elaborates on the six-step process that 
guided the development of this adaptive feedback system. We developed a task engagement index by leveraging the 
physiological distinctions between more and less engaging manufacturing scenarios and using automation to induce lower 
engagement. This index demonstrates a prediction accuracy rate of 80.95 % for engagement levels, as demonstrated by a 
logistic regression model employing leave-one-out cross-validation. The implications of deploying this adaptive system 
include enhanced operator engagement, higher productivity and improved safety measures. 
 
Keywords: Engagement, Adaptive system, Manufacturing, Industry 5.0, Human-machine interaction, Design science. 
 

 
 

1. Introduction 
 
Recent advances in manufacturing technologies 

have significantly expanded the capabilities of 
automation, enabling even traditionally human-centric 
tasks to be automated. When automating such tasks, 
we frequently see the role of human operators 
transitioning from manual labor to supervisory roles, 
which can have negative implications for operators' 
engagement in their work [1]. In the context of 
Industry 5.0, which emphasizes the importance of 

workers' interests and well-being, ensuring that 
operators remain engaged and stimulated in their roles 
becomes crucial [2, 3]. This approach is not only 
fundamental to their personal development but is also 
imperative for enhancing their decision-making skills, 
especially in increasingly complex work environments 
[3-5]. By prioritizing the engagement and stimulation 
of operators, organizations can navigate the challenges 
of modern manufacturing landscapes more effectively, 
ensuring that technological advancements contribute 
positively to the work experience of human operators 
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[6]. Engagement varies in definition across the 
literature. It is often used either as “task engagement” 
or "operator engagement" to describe the effective 
allocation of attentional resources towards the task 
objectives [7-9]. This definition focuses on the 
cognitive aspects of the worker experience. 
Alternatively, terms like “work engagement” and 
“employee engagement” are used to characterize a 
positive, fulfilling psychological state related to work 
[10-13] that encompasses the cognitive, behavioral, 
and emotional aspects of the work experience. Given 
the prevalent focus on the cognitive dimension of 
engagement in existing research on human-machine 
interaction, we employ ‘task engagement’ to represent 
the cognitive aspect of the work experience. This 
decision acknowledges the broader spectrum of 
engagement but aligns our focus with the extensive 
body of research emphasizing cognitive engagement 
in the context of human-machine interaction. 

To effectively oversee automated systems, an 
operator must remain alert to various signals, referred 
to as arousal, and must stay focused on the task at 
hand, known as task engagement [9]. There is a sweet 
spot of arousal and task engagement that operators 
need to sustain to ensure adequate and optimal 
monitoring [9]. If an operator is disengaged, they risk 
becoming distracted with mind-wandering [14], 
whereas being overly engaged can lead to tunnel 
vision, preventing the operator from staying alert to 
external signals [15]. Similarly, if an operator has too 
high or too low arousal, it might affect their cognitive 
capabilities [9]. However, it can be challenging for 
operators to maintain an optimal level of engagement 
in monitoring tasks, mainly because monitoring tasks 
are generally less engaging than manual operation 
tasks [1]. Consequently, an under-stimulated operator 
is much more likely to be distracted, which reduces 
their ability to detect system errors [16, 17]. This 
monitoring difficulty increases as the level of 
automation rises [18]. Therefore, in increasingly 
intelligent factories, there may be a growing difficulty 
in detecting errors in automated systems. 

To limit these performance declines, one method is 
to ensure that operators can maintain optimal levels of 
task engagement during their work [19]. The work of 
Karran et al. [20] is particularly promising in this 
regard. Their research demonstrated the potential of 
using real-time engagement level feedback to improve 
users’ attentiveness during a passive monitoring task. 
In their paper, they used an adaptive system developed 
by Demazure et al. [21] that continuously informed 
operators of their level of engagement in the task 
through a color gradient, using 
electroencephalography (EEG) measurements to infer 
engagement. While this solution has shown promising 
results, it faces significant limitations in a 
manufacturing context, primarily due to the high 
sensitivity of EEG to movement. Therefore, our study 
seeks to adapt this approach for manufacturing, aiming 
to develop a tool designed to help manufacturing 
operators maintain optimal engagement levels when 
working with highly automated systems. The primary 

aim of this adaptation is to leverage engagement 
metrics collectible from mobile operators. The 
research question that guided the system’s design is: 
How can the engagement feedback system proposed 
by Demazure et al. [21] be effectively adapted and 
implemented in a manufacturing setting to monitor 
and enhance the engagement of mobile manufacturing 
operators? 

The structure of this article is outlined as follows. 
Section 2 contains an overview of the current solutions 
to enhance operator engagement, why we hypothesize 
that adaptive feedback systems represent a good 
solution, and which methods are used to measure task 
engagement in the literature. Section 3 contains the 
research objectives that guided our design. In  
Section 4, we detail the six-step process that led to 
developing this new innovative feedback system. The 
results we obtained during the design process are 
detailed in Section 5. In Section 6, we discuss the 
results, and in Section 7, we provide our concluding 
remarks along with limitations of the system and 
insights into future developments. 

 
 

2. Background 
 

2.1. Solutions to Enhance Task Engagement  
       During Monitoring Tasks 

 
Solutions to keep operators cognitively engaged 

during monitoring tasks can be categorized into  
multi-tasking and adaptive interfaces. Multi-tasking 
involves engaging the operator with non-task-related 
tasks when they experience disengagement. Naujoks 
et al. [22] showed that engaging in secondary tasks 
reduced the reaction time of drivers when they needed 
to regain control, and Atchley et al. [23] showed that 
talking while driving could improve driving 
performance. However, one limitation of  
multi-tasking is that it requires the operator to divert 
some of their attention to a secondary task, which 
diminishes the total level of engagement they can 
apply to the primary task [24]. For this reason, 
adaptive systems appear to be a better alternative for 
keeping operators engaged when monitoring systems. 
Adaptive systems infer the cognitive state of human 
operators and use this information to adapt in real 
time. According to Hinss et al. [25], there are two main 
types of adaptive systems: adaptive automation and 
adaptive interfaces. Adaptive automation allows for 
the dynamic adjustment of task allocation based on the 
cognitive state of operators [26, 27]. The purpose of 
these systems is to reduce the level of automation of 
automated systems when decreases in engagement are 
detected. This decrease in automation necessitates that 
the operator takes on more stimulating tasks, thereby 
potentially restoring their engagement to a level 
considered adequate for environments characterized 
by higher levels of automation. 

The second type of adaptive system consists of 
adaptive interfaces. Feigh et al. [27] developed a 
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taxonomy for adaptive interfaces, proposing four 
modalities of adaptation, including task allocation, 
which refers to adaptive automation. The three other 
modalities are the following. When operators are in a 
state of cognitive disengagement adaptive interfaces 
can adjust task prioritization, for example, by 
requesting the operator to perform tasks that are either 
more stimulating or require less engagement. They can 
also adapt the interaction between the operator and the 
system, for instance, by changing the layout of 
components or the mode of interaction (e.g., from 
haptic to vocal). Lastly, the content of the interface can 
be adapted, for example, by increasing the amount of 
information displayed when the operator is engaged 
and reducing it when they are less engaged. Fig. 1 
summarizes the different solutions to keep operators 
engaged based on the works of Feigh et al. [27] and 
Hinss et al. [25]. 

 
 

 
 

Fig. 1. Categorization of current solutions to enhance 
operator engagement during surveillance work. 

 
 

Despite the introduction of adaptive automation 
and adaptive interfaces years ago, very few adaptive 
systems with generalizable applications have been 
developed [28]. The reasons for this include the 
absence of comprehensive multimodal models to infer 
operators' cognitive states [28], the dependence of 
adaptive systems applications on the specific working 
environment in which they are developed, and 
constraints regarding the physiological data collection 
across different work environments. However, 
feedback systems and alarm systems distinguish 
themselves from other adaptive systems solutions by 
providing a passive solution that does not need to 
interface with various systems and introduces minimal 
distraction, making it relatively easy to apply across 
different contexts. These systems would fall into the 
adaptive interfaces category by modifying the content 
of the interface (e.g., the presence or absence of visual 
or auditory cues). The key distinction between 
feedback and alert systems lies in the way they present 
countermeasures. Adaptive feedback systems usually 
give continuous feedback to operators on their 
cognitive and emotional states, whereas alert systems 
typically wait for specific thresholds to be reached 
before notifying the operator. Karran et al. [20] 
compared these two approaches, revealing that the 
continuous display of mental state had a greater impact 
on operator engagement compared to displaying the 

mental state after a disengagement threshold was 
reached. Therefore, we opted for the development of 
an adaptive feedback system. 

The feedback system developed by Demazure et 
al. [21] offers a promising approach to enhancing task 
engagement during monitoring tasks by providing 
operators with real-time feedback on their level of 
engagement. This innovation keeps operators 
continuously aware of their engagement, promoting 
immediate adjustments as needed. Currently, the 
manufacturing sector lacks such adaptive feedback 
systems specifically designed for engagement levels. 
Despite this, the broad applicability and proven 
effectiveness of engagement-level feedback systems 
underscore their potential value in maintaining 
operator engagement, particularly in environments 
requiring high task engagement. 

 
 

2.2. Measuring Task Engagement 
 
Task engagement, or the cognitive aspect of work 

engagement, is most commonly measured using 
questionnaires or observational metrics. The most 
commonly used questionnaire to measure engagement 
is the Utrecht Work Engagement Scale (UWES) [29]. 
The UWES questionnaire facilitates the measurement 
of the multi-dimensional concept of engagement, 
defined earlier. It encompasses three dimensions: 
cognitive engagement in work (related to the 
absorption dimension of the questionnaire), behavioral 
engagement at work (related to the vigor dimension of 
the questionnaire), and emotional engagement (related 
to the dedication dimension of the questionnaire). 
Given that the absorption dimension encapsulates the 
cognitive aspect of engagement, it can be used as a 
measure of task engagement. Regarding observational 
metrics, task performance metrics are the most 
commonly utilized measures. Performance-based 
measures of task engagement include, for example, 
error detection performance [1-30], sampling time 
[31], and reaction time [32]. While performance-based 
and subjective metrics effectively identify instances of 
lower operator engagement when monitoring 
automated systems, both these measures have their 
limitations. Questionnaires, which depend on  
post-task subjective assessments, are prone to biases 
such as recall bias [33]. Performance metrics, while 
serving as useful engagement proxies, do not directly 
measure engagement and can be influenced by various 
extraneous factors. A solution to complement the 
limitations of questionnaires and performance metrics 
is the use of physiological measures, which allow for 
the continuous measurement of the participant’s state 
throughout the task, without interference, thus limiting 
biases [34]. Consequently, recent research has 
increasingly focused on physiological metrics to 
understand the impact of operators’ mental states on 
performance, providing deeper insights into 
engagement dynamics [33, 35, 36]. The physiological 
measures used to infer task engagement include  
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eye-tracking, electroencephalography (EEG), heart 
rate variability (HRV), respiration rate (RR), 
electrodermal activity (EDA), and functional  
near-infrared spectroscopy (fNIRS). These various 
modalities and their application in measuring task 
engagement are presented in this section. 
 
 
2.2.1. Eye-tracking 
 

Eye-tracking tools detect where an operator’s gaze 
lands and measure pupil diameter, both indicators of 
task engagement [37]. An operator is considered 
engaged when their gaze is on the main points of 
interest of a task and disengaged when their gaze 
deviates from them. When analyzing the gaze of 
operators, we typically distinguish between fixations 
and saccades. Fixations refer to the moments when the 
eyes are relatively stationary and are focused on a 
specific point for a period of time, generally lasting 
between 180 and 330 milliseconds [38], while 
saccades are rapid eye movements between fixations. 
One way to interpret task engagement using gaze data 
is to use the position, frequency, and duration of 
fixations [39]. Pupil diameter is used as an indicator of 
task engagement and cognitive fatigue [40] because 
this physiological mechanism is controlled by the 
locus ceruleus norepinephrine system (LC-NE) region 
of the central nervous system, which is also 
responsible for regulating attention [41]. 

 
 

2.2.2. Electroencephalography (EEG) 
 
Several EEG metrics are used as measures of task 

engagement [42]. The most common task engagement 
metric is the Engagement Index, corresponding to the 
ratio between beta and the addition of alpha and theta 
wave power [7]. 

 
�ݔ݁݀݊ܫ�ݐ݊݁݉݁݃ܽ݃݊ܧ  ൌ ߙȀሺߚ�   ሻ (1)ߠ

 
Additionally, since the beta signal power is 

associated with a state of alertness and cognitive 
engagement and the alpha signal power with a state of 
relaxation, the ratio of beta to alpha is used to reflect 
arousal levels [43]. P3 event-related amplitudes are 
also often used to measure task engagement because 
of their close link with motivation and  
attention [40-44]. 
 
 
2.2.3 Heart Rate Variability (HRV) 

 
HRV is defined as the variation of time intervals 

between consecutive heartbeats [45] and is mainly 
used as a measure of the activation of the autonomous 
nervous system (ANS) [46]. Many metrics can be 
derived from HRV, but the most commonly used are 
the power of the high-frequency band of HRV  
(0.15–0.4ௗHz) (HF-HRV), the power of the  

low-frequency band of HRV (0.04–0.15ௗHz)  
(LF-HRV), the ratio of LF-to-HF power, the standard 
deviation of normal sinus beats (SDNN) and the root 
mean square of successive RR interval differences 
(RMSSD). More details on all HRV metrics can be 
found in [47]. To accurately interpret the various 
measures of Heart Rate Variability (HRV), a brief 
overview of the Autonomic Nervous System (ANS) is 
essential. The ANS is governed by two primary 
components: the parasympathetic and sympathetic 
systems. The parasympathetic system orchestrates the 
body’s “rest and digest” responses, promoting 
relaxation and energy conservation. Conversely, the 
sympathetic system triggers the “fight or flight” 
responses, preparing the body for action and 
mobilizing energy resources. Higher activation of the 
parasympathetic system is usually associated with 
better cognitive performance [48] and a better capacity 
for cognitive engagement [49]. 

HF-HRV reflects parasympathetic activation, 
where higher HF-HRV is associated with greater 
activation of the parasympathetic system [47]. Since 
HF-HRV reflects parasympathetic activation, higher 
HF-HRV is associated with a higher capacity for 
cognitive engagement. 

There is a certain ambiguity concerning the 
mechanisms underlying the LF-HRV. It may be 
produced by the sympathetic nervous system, 
parasympathetic nervous system, or baroreceptors 
[47]. Because of this ambiguity, there is no apparent 
interpretation of the LF-HRV in the literature. 
However, because of the potential link between  
LF-HRV and the sympathetic nervous system, the 
ratio of LF/HF has been used to reflect the ratio of 
parasympathetic to sympathetic activation [47]. Since 
parasympathetic activation is linked to better cognitive 
performance [48-49], lower values of LF/HF can be 
associated with higher capacity for task engagement. 

RMSSD reflects the beat-to-beat variance in heart 
rate and is used to assess short-term heart rate 
variability. For ultra-short recordings of HRV (under 
5 minutes), the RMSSD is correlated with HF-HRV 
and is usually the primary time domain metric used to 
estimate the vagally-mediated changes reflected In 
HRV [46]. Higher RMSSD is typically associated with 
higher parasympathetic activation, leading to a better 
cognitive engagement capacity. RMSSD has also been 
shown to decrease with task difficulty [50]. 

SDNN represents the overall variability in heart 
rate and is usually used to assess global heart rate 
variability in longer-term HRV measurements. Higher 
overall variability is associated with a better capacity 
for cognitive engagement. 
 
 
2.2.4. Functional Near-infrared Spectroscopy  
          (fNIRS) 

 
Functional near-infrared spectroscopy measures 

the change in blood oxygenation in the brain’s cortex 
and is often used in combination with EEG [20, 51]. 
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The interest in using fNIRS with EEG is to leverage 
the spatial resolution of fNIRS with the temporal 
resolution of EEG [20]. Verdière et al. [52] have 
shown that fNIRS signals could be used to detect 
higher or lower task engagement during a piloting 
task. They also showed that connectivity measures 
lead to better classification performance than 
oxygenation measures. 

 
 

2.2.5. Electrodermal Activity (EDA) and 
Respiration Rate (RR) 

 
Electrodermal activity reflects the skin's 

conductivity level and is used to indicate a state of 
arousal or stress [42, 53]. As for respiration, 
respiration rate has been found to have a significant 
positive relationship with task engagement [54]. 

Although eye-tracking and EEG methods are  
well-established in the literature for assessing task 
engagement [7, 42, 55], their practical application in 
manufacturing faces significant challenges, primarily 
due to the movement and dynamic environment in 
which manufacturing operators must operate. Due to 
these limitations, it is proposed to use measures of 
alternative metrics, such as respiration rate and HRV. 
Despite these metrics being less frequently utilized 
and explored in the literature on human-machine 
interaction, they are more easily applicable in a 
manufacturing setting due to their low cost, low 
intrusiveness, and low sensitivity to movement  
[56, 57]. 

 
 
2.3. Proposed Approach 

 
The constraints inherent to the manufacturing 

sector make Moray and Inagaki's [58] approach 
particularly appealing. Their method evaluates 
monitoring performance by contrasting actual 
operator performance to an optimal standard. From 
this perspective, for any specific task, it seems feasible 
to establish a performance metric by initially recording 
the responses of an operator in a high-performance 
scenario and comparing it to a low-performance 
scenario. Therefore, in the case of operator 
engagement, a similar approach would be to establish 
an engagement metric by comparing physiological 
responses recorded in highly engaging scenarios with 
those from a minimally engaging scenario, using 
contrast to construct a reliable measure of engagement 
for this task [19]. To create high and low engagement 
scenarios, we can use the approach of Verdière et al. 
[52], who manipulated the level of automation to 
create more and less engaging piloting tasks. This 
approach is consistent with the findings that showed 
that higher automation can reduce operator 
engagement [1]. 

Hence, to maintain optimal engagement levels of 
manufacturing operators within their dynamic work 
environments, our proposal involves developing a new 

adaptive engagement feedback system inspired by the 
research of Demazure et al. [21] but tailored to the 
manufacturing context. Rather than depending on 
exact real-time engagement metrics and 
measurements, our system follows a methodology 
inspired by the work of Moray and Inagaki [58], 
leveraging physiological indicators that differentiate 
between optimal and suboptimal engagement states. A 
significant advantage of this approach is its 
adaptability to complex settings like manufacturing, 
where constraints exist concerning the feasibility of 
specific physiological measurements, such as  
eye-tracking and EEG. 

 
 

3. Objectives 
 
To guide the design process, we established three 

research objectives: (i) Identify the most appropriate 
physiological tools for measuring task engagement in 
a manufacturing context; (ii) Identify and characterize 
the physiological differences between “high” and 
“low” engagement manufacturing scenarios; and  
(iii) Develop an interface that intuitively translates the 
identified physiological markers into a color gradient, 
offering immediate feedback on engagement levels. 
While developing our system, we encountered two 
significant design challenges that needed careful 
consideration. The first challenge concerned the 
optimal display modality for the color gradient, which 
is crucial for providing clear and understandable 
feedback on engagement levels. The second challenge 
involved devising an engagement index scaling 
method that accurately reflects engagement levels, 
ensuring that the system's feedback is both intuitive 
and effective. To address these challenges, we 
introduced two additional objectives: (iv) Determine 
the most effective visual representation of engagement 
through a comparative analysis of a continuous color 
gradient with 100 shades versus a discrete color 
gradient with three distinct colors, and (v) Identify the 
optimal method for scaling the engagement index that 
accurately reflects perceived engagement, facilitating 
easier interpretation of physiological markers of 
engagement by users. With the addition of these two 
objectives, we were able to make informed design 
choices that significantly enhanced the usability and 
effectiveness of our system. 

 
 

4. Methods 
 
We used a design science methodology to develop 

a task engagement feedback system involving a  
six-step process that included three studies (see  
Table 1). We first selected non-intrusive physiological 
tools to measure task engagement in a manufacturing 
assembly context. Then, we collected physiological, 
performance, and subjective data during “high” and 
“low” engagement manufacturing scenarios. We 
identified the physiological differences between the 
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“high” and “low” engagement scenarios and used 
these markers to design a task-specific “engagement 
index”. Using this formula, we developed the first 
version of the feedback system. We then evaluated the 

best display modality and the best scaling method for 
our engagement index, which were critical aspects of 
our feature selection process. 

 
 
 

Table 1. Methodology Employed to Design the Feedback System. 
 

Step Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 

Title 
Select 

Physiological 
Tools 

Collect Data Identify 
Markers 

System 
Design 

Display 
Validation 

Scaling 
Validation 

Description 

Comparative 
analysis of task 
engagement 
measures 
collected with 
EEG, fNIRS, 
ECG, eye-tracking 
and breathing 
bands  

Study 1: 
Collection of 
Physiological 
Data in Scenarios 
with Varied 
Engagement 
Levels 

Identify 
physiological 
markers of 
engagement 

– 

Study 2: 
Validating 
multiple display 
modalities of 
engagement 

Study 3: 
Validating 
multiple index 
scaling methods 

Experimental 
design – Within–subject – – Within–subject Between subject 

Conditions – No automation 
Automation – – 

Discrete color 
gradient (3 shades 
of color) 
Continuous color 
gradient (100 
shades between 
green and red) 

Min/Max since 
the beginning of 
the task 
Min/Max of 
training data 
Min = 25th & Max 
= 75th percentiles 
since the 
beginning  
of the task 

Experimental 
manipulation – 

Manufacturing 
Q&A and 
assembly tasks 
using snowshoes 

Feature 
extraction using 
a logistic 
regression 
model 
Validation with 
LOOCV  

– 

Fully automated 
manufacturing 
Q&A and 
assembly tasks 
using images of 
snowshoes 

Fully automated 
manufacturing 
Q&A and 
assembly tasks 
using images of 
snowshoes 

Data Literature review 

Collected 
physiological data 
(bpm, breath rate, 
motion) and 
perceived work 
engagement 
(UWES) 

Task 1 & Task 
2 data from step 
1 

– 
10 minutes semi-
directed 
interviews 

Three-item 
questionnaire 

Participants – 22 participants – – 3 participants 10 participants 
 
 
4.1. Step 1 - Choosing Physiological Tools  
       Suitable for a Manufacturing  
       Environment 

 
A thorough methodological reflection was 

necessary to select the tools and measurements most 
suited for a manufacturing environment. Our selection 
criteria dictated that (i) the tool must be non-intrusive 
for a manufacturing assembly context, (ii) ensure easy 
data collection, and (iii) provide reliable 
measurements. Since EEG and fNIRS require wearing 
a headset, these technologies were deemed too 
intrusive and potentially distracting for operators in a 
manufacturing context. Additionally, these 
technologies are highly sensitive to movement, which 
is not ideal in a manufacturing setting where the 
operator must perform physical work. Moreover, 
electrodermal activity is typically collected on the 
palm, which would have restricted operators in their 
assembly tasks. For this reason, EDA was also 

dismissed for intrusiveness. Given that manufacturing 
operators often need to interact with a 3D 
environment, static eye-tracking devices were ruled 
out. We conducted a pilot test with Tobii Pro glasses 
(Tobii Technologies, Danderyd, Sweden) that allow 
the collection of eye-tracking data for users in 
movement. However, we concluded that using these 
glasses would overly complicate data collection due to 
the low battery life and the lack of available tools for 
analyzing operators' attention when interacting with a 
3D environment. This resulted in a preference for 
electrocardiography and respiration measurements. 
The Hexoskin vest (Carré Technologies, Montreal, 
Canada) was found to be a non-intrusive tool that 
allowed for the simultaneous measurement of these 
two parameters, as well as accelerometry data. 
Moreover, heart rate and respiration rate 
measurements obtained from the Hexoskin vest show 
little variation compared to laboratory-grade 
electrocardiograms and metabolic carts, as evidenced 
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by [59]. Given its accuracy and non-intrusiveness, the 
Hexoskin vest was selected for the development of our 
system. 
 
 
4.2. Step 2 – Collect Data in More and Less  
       Engaging Manufacturing Scenarios 

 
In this step, we collected physiological and 

perceptual data from participants in more and less 
engaging manufacturing situations. We recruited  
22 participants (age = 21.62±3.17; men = 14) for a 
within-subject experiment, in which they twice 
performed a quality control and assembly task on a 
simulated assembly line. All participants provided a 
signed consent in-line with the University ethics 
committee (project # 2023-5058) and were 
compensated with 40 euros. The task explained in 
more detail in [1], required participants to detect errors 
on partially assembled snowshoes and complete the 
assembly by fixing the binding to the base at its pivot 
point (see Fig. 2). In the “less engaging” condition, we 
automated the participants’ decision-making, 
equipping them with a fully reliable error detection 
system that indicated to the operator whether a 
snowshoe had a defect. In the “more engaging” 
condition, participants had to manually detect errors 
before assembling the snowshoes. During each task, a 
total of 30 snowshoes had to be assembled by the 
participants, with six being defective. Participants 
realized the task once with automated support and 

once without automated support, with condition order 
being randomly assigned and counterbalanced. During 
the task, we collected physiological data using a 
Hexoskin vest, recording heart rate, respiration rate, 
and acceleration data. We also collected perceived 
cognitive absorption, vigor, and dedication using the 
Utrecht Work Engagement Scale (UWES) [29], which 
was collected post-task. Since our study specifically 
aims to modulate the cognitive aspect of work 
engagement, the absorption dimension is employed as 
a subjective measure of task engagement within our 
study. The raw physiological data from the Hexoskin 
was pre-processed and synchronized using the 
COBALT Photobooth software [60]. The list of 
physiological and self-reported data collected can be 
found in Table 2. 

 
 

 
 

Fig. 2. Product Used in the Manufacturing Task. 
 
 

Table 2. List of Collected Variables. 
 

Type of data  Measure Description 

Physiological data 

Beats per minute Number of beats per minute 
SDNN Standard deviation of NN intervals 
LF Power of the Low-frequency band (0.04-0.15 Hz) (ms2) 
HF Power of the High-frequency band (0.15-0.4 Hz) (ms2) 
LF/HF Ratio of Low-to-High frequency power 
Breathing Rate  Number of respirations per minute 
Minute Ventilation Respiratory volume per minute (L/min)  
Cadence Number of steps per minute 
Motion Norm of the 3D acceleration vector (G) 

Self-reported measures Absorption score (UWES) Perceived absorption (cognitive engagement) 
 
 

4.3. Step 3 – Identify Physiological Markers  
       of Engagement and Create  
       an Engagement Index 
 

In this step, we began by validating our primary 
assumption that the condition with automation was 
less engaging than the manual condition. We 
compared the perceived absorption scores between 
automated and manual conditions using a one-sided 
Wilcoxon signed-rank test, which is suitable for 
evaluating non-parametric paired data. The analysis 
revealed a statistically significant difference in 
perceived absorption scores when comparing manual 
and automated conditions (p = .0008), with the 

automated condition showing lower perceived 
absorption scores than the manual condition. This 
result aligns with our primary assumption that the 
automated condition was less engaging than the 
automated condition. Based on this result, we then 
categorized the data, assigning labels of “high” or 
“low” engagement to arrays of data, depending on the 
condition experienced by the participant. Data from 
the automated task was labeled as “low engagement”, 
while data from the manual task was labeled as “high 
engagement”. We then defined a task-specific 
engagement index (TS-EI) using the three 
physiological variables with the highest estimated 
weights in the logistic regression model used to predict 
the probability of a participant being more engaged in 
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the task. The formula represents a weighted sum, 
where each coefficient corresponds to the respective 
variable's estimated power to predict if a participant is 
in a “high” or “low” state of engagement. The formula 
is based on 30-second data windows. 

 
ܶܵாூ ൌ � ሺͶ͵ͷǤ݊݅ݐܯ�௦௧ௗሻ െ�
െሺͳͷǤͶ݊݅ݐܯ�ሻ �

ሺͲǤͺ�ܴ݁݁ݐܴܽ݊݅ݐܽݎ݅ݏ௦௧ௗሻ 
(2) 

 
Without a testing dataset, we validated Eq. (2) 

using the Leave-One-Out Cross-Validation (LOOCV) 
on the same dataset. We employed the LOOCV in a 
logistic regression model to predict if a participant’s 
engagement during a task was “higher” or “lower”. 
The results of this test demonstrated an average 
predictive accuracy of 80.95 % on the  
leave-out samples. 

 
 
4.4. Step 4 – Design the Feedback System 

 
In this step, we developed an initial version of the 

feedback system. To guide our development process, 
we established 5 main requirements: (i) The system 
must collect the user's respiration rate and acceleration 
data in real-time, (ii) communicate the user's task 
engagement in real-time using a color gradient,  
(iii) the displayed color must represent the operator's 
perceived engagement level, (iv) the system must be 
easy to interpret, and (v) it should not distract the 
operator during their task. An overview of the 
designed system can be found in Fig. 3. 

 
 

 
 

Fig. 3. Overview of the Adaptive Feedback System. 
 
 

The system, developed in Python, receives 
respiration and acceleration data from the Hexoskin 
vest, which transmits data at a frequency of 1 Hz. 

Specifically, respiration rate data reflects the average 
number of respirations per minute based on the last 
seven breathing cycles, and acceleration data 
represents the average norm of the 3D acceleration 
vector over the last second. Our system received data 
encoded in UTF-8 through a Bluetooth Low Energy 
(BLE) connection directly established with the 
Hexoskin vest. It was possible to establish a direct 
connection using the UUID keys of the respiration and 
acceleration Bluetooth channels available in 
Hexoskin's documentation. The system included a 
Bluetooth reconnection protocol in case of connection 
failure. Eq. (2) was used by the system to calculate the 
task-specific Engagement Index based on 30-second 
data windows (or 30 data points, considering that the 
frequency of transmission of the Hexoskin is 1 Hz). In 
the first version of the system, the index was 
normalized using the minimum and maximum index 
values recorded since the beginning of the session and 
then scaled as an integer between 0 and 100. Based on 
the normalized index value, it was possible to select 
the color to be displayed. The color selection varied 
according to the display modality, mainly whether the 
color gradient was discrete (with 3 distinct colors) or 
continuous (with 100 shades of color). For the 
continuous gradient, we created a 1×100 matrix with a 
palette of 100 shades ranging from green to red and 
used the normalized index value to specify the color 
code to be fetched from the matrix. For a discrete 
gradient, only three colors were possible: green for 
normalized index values above 66 %, yellow for 
values between 33 % and 66 %, and red for values 
below 33 %. The color codes chosen were then sent 
via Wi-Fi for display at a frequency of 1 Hz. The 
system's architecture and the specific open-source 
Python Libraries used in the code are detailed in  
Fig. 4 and Table 3. 

 
 

Table 3. Python Open-Source Libraries  
used by the System. 

 
Library Description License Link 

Bleak BLE 
communication MIT https://github.com/

hbldh/bleak 

Colour Color code 
generation BSD https://pypi.org/

project/colour/ 
 

 
 

 
 

Fig. 4. Architecture of the Adaptive Feedback System. 
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4.5. Step 5 – Validation of the Display  
       Modality 

 
In this step, we assessed whether representing the 

index through a continuous color gradient  
(100 shades) or a discrete color gradient (3 colors) was 
more effective in conveying participants' engagement 
levels. We recruited three participants for a  
within-subjects pilot test. Each participant completed 
a low-fidelity version of the automated assembly task 
twice using printed images of snowshoes instead of 
authentic snowshoes, experiencing the feedback 
system in both formats. After completing each task, 
participants underwent a 5-minute semi-directed 
interview. During this interview, they were asked 
about the interpretability of the color gradient, the 
potential distractions caused by the system, and its 
effectiveness in representing their engagement levels. 
Positive and negative statements in each category were 
compiled and analyzed, revealing that the discrete 
color gradient was more distracting than the 
continuous color gradient. This led to the decision to 
retain the continuous color gradient. 

 
 

4.6. Step 6 – Comparative Analysis of Three  
       Scaling Methods 

 
In the sixth step, we aimed to identify the most 

effective method for scaling the index. We tested three 
scaling methods: (i) dynamically adjusting the 
minimum and maximum values based on the 
minimum and maximum engagement index values 
recorded since the beginning of the task for this 
operator, (ii) using the minimum and maximum values 
of the training dataset, measured with Eq. (3) to 
exclude outliers, and (iii) dynamically setting the 
minimum and maximum values respectively to the 
25th (Q1) and 75th (Q3) percentile of the engagement 
index data measured for this operator since the 
beginning of the task. A visual representation of each 
method can be found in Fig. 5. 

 
�ܺܣܯȀܰܫܯ ൌ ܫܧ̴ܵܶ� േ ͵ כ ௦௧ௗܫܧ̴ܵܶ (3) 

 
We performed a between-subjects experiment with 

10 participants who each completed a low-fidelity 

version of the manufacturing task while receiving 
feedback from the system in one of its three possible 
formats. For this low-fidelity version of the 
manufacturing task, we asked users to identify errors 
on printed images of snowshoes instead of real 
snowshoes. After completing the task, participants 
were asked to rate the color display's 
representativeness, interpretability, and distractive 
nature on a scale from 0 to 100. Method (ii) emerged 
as the most representative of perceived engagement, 
leading to its selection for the final design. No 
differences were found in interpretability and 
distractive nature between the three methods. 
 
 

 
 

Fig. 5. Visual Representation of the Three Index  
Scaling Methods. 

 
 

5. Results 
 

The one-sided Wilcoxon signed-rank test applied 
in step three demonstrated a statistically significant 
difference in perceived absorption scores between 
automated and manual conditions (p =.0008). This 
finding suggests that the distribution of the difference 
of absorption between automated and manual 
conditions, is not symmetric around zero, 
predominantly featuring negative values. This 
asymmetry suggests that perceived absorption scores 
are typically lower in the automated condition than in 
the manual condition, which supports the primary 
assumption that the automated condition was less 
engaging than the manual condition. Table 4 and  
Fig. 6 offer an overview of the distribution of reported 
absorption scores. 

 
 

Table 4. Descriptive Analysis of UWES Absorption Scores between Manual and Automated Conditions. 
 

 Min Q1 Med Q3 Max Mean Std 
Manual 2.67 3.67 4.00 5.25 6.00 4.21 0.99 
Automated 1.00 2.67 3.17 4.25 5.33 3.32 1.13 

 
 

Using Formula 2 to predict if a participant was in 
a “high” or “low” state of engagement in a logistic 
regression model, we achieved an average of 81.31 % 
accuracy on the training set and 80.95 % on the testing 
set, as confirmed through leave-one-out cross-
validation. For step five, where we assessed the 

display modality, we employed a qualitative labeling 
technique to categorize interview statements into three 
themes: effect on perceived engagement, distraction, 
and representativeness. The number of statements in 
each category was then compiled (see Table 5), 
showing that the discrete color gradient was more 
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distracting (0 positive, six negative statements) than 
the continuous color gradient (2 positive, 0 negative 
statements). 

 
 

 
 

Fig. 6. UWES Absorption Scores Distributions  
between Manual and Automated Conditions. 

 
 

Table 5. Compilation of Qualitative Statements  
on Continuous and Discrete Color Gradients. 

 

 
Perceived 
effect on 

engagement 
Distraction Representa-

tiveness 

 (+) (-) (+) (-) (+) (-) 
Continuous 5 0 2 0 2 2 
Discrete 2 1 0 6 0 3 

 
 

In step six, the self-reported data from 
questionnaires revealed that all methods were equally 
easy to interpret and not distracting. However, the 
scaling method (ii) utilizing the minimum and 
maximum values from the training dataset proved to 
be more representative, with a mean score of  
93.33 ±6.24 %. This was in contrast to the scaling 
method (i), which was based on the minimum and 
maximum values since the beginning of the task  
(mean = 57.33±12.28 %), and method (iii) which was 
based on percentiles (mean = 45.5±14.5 %), as 
illustrated in Fig. 7. Based on these analyses, we 
concluded that the continuous color gradient and 
scaling method, which utilized the minimum and 
maximum values of the training dataset, i.e., method 
(ii), was the preferred option. 

 
 

 
 

Fig. 7. Scaling Method Comparison: Evaluating 
Representativeness, Interpretability, and Distraction. 

6. Discussion 
 
The objectives of this study were to (i) identify the 

most suitable physiological tools for measuring task 
engagement in a manufacturing context, (ii) discern 
physiological differences between more and less 
engaging manufacturing situations, (iii) develop an 
adaptive feedback system that translates these 
physiological differences into a color gradient for 
immediate feedback on task engagement,  
(iv) determine the best mode of displaying 
engagement between a discrete and a continuous color 
gradient, and finally (v) find the most representative 
normalization method for the engagement index as 
perceived by operators. 

For objective (i), we compared eye tracking, EEG, 
fNIRS, EDA, electrocardiography (ECG), and 
respiratory rate monitoring tools against three criteria: 
(a) data collection tools must not distract or disturb the 
operator during their work, (b) they must allow for 
easy real-time data collection, and (c) they must 
provide reliable measurements. EEG, fNIRS, and 
EDA systems were deemed unsuitable for 
manufacturing due to their intrusiveness and 
limitations in dynamic settings. Similarly, static eye-
tracking systems failed in 3D environments, and eye-
tracking glasses faced battery and analytical 
challenges. In contrast, ECG and respiratory rate 
monitoring, conducted via a Hexoskin vest, provided 
non-intrusive, reliable data collection of engagement 
metrics, proving effective for manufacturing 
environments. ECG and respiration metrics  
are less frequently utilized in the human-machine 
interaction literature. However, HRV (an ECG metric) 
has been shown to correlate with well-established 
engagement metrics such as EEG and eye-tracking, as 
documented in aviation scenarios by Roy et al. [62]. 
Additionally, the study by Venables and Fairclough 
[54] illustrates that, within their research context, 
respiration exhibited a stronger correlation with 
engagement than EEG metrics. While additional 
validation of respiration as a metric of engagement is 
required, these findings support the potential utility of 
ECG metrics and respiration in measuring  
task engagement. 

For objective (ii), we simulated a manufacturing 
environment and subjected participants to varying 
engagement levels, using automation to reduce 
engagement. Participants in the automated condition 
reported lower absorption scores in the UWES 
questionnaire, indicating lower perceived cognitive 
engagement during the automated manufacturing task. 
This result aligns with previous findings that showed 
that higher levels of automation can lead to lower task 
engagement [1]. 

Based on these findings, we analyzed 
physiological differences between automated and 
manual conditions to identify physiological features 
that could be used to construct a task engagement 
index. Our observations indicated that participants in 
the manual condition (condition of higher cognitive 
engagement) had, on average, lower acceleration 
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means and greater acceleration variability. Without 
the aid of an error detection tool, participants in the 
manual condition had to take the time to analyze each 
product for longer periods than in the automated 
condition. This contributed to a lower acceleration 
mean for the manual condition, while the acceleration 
when fetching a new product increased variability. 
Considering that a manufacturing operator might not 
be as focused when moving around as they are when 
stationary at their worktable, these results suggest the 
potential use of acceleration mean and acceleration 
variability as indicators of task engagement. Despite 
the absence of observable differences in respiration 
rates across conditions, it was noted that participants 
engaged in the manual condition (a scenario 
characterized by greater engagement) exhibited a 
more consistent respiration rate on average compared 
to those in the automated condition. This observation 
is supported by Wientjes [63], who suggests that rapid 
shallow breathing is often associated with higher 
mental workloads and enhanced sustained attention. 
Consequently, the observed lower variability in 
respiration rates could be indicative of heightened 
cognitive effort among participants in the more 
engaging manual condition. Moreover, [Soni, 2019] 
reports a positive correlation between respiration rate 
variability and heart rate variability, which indicates 
the potential relationship of this measure with 
mechanisms underlying task engagement. 

For objective (iii), we developed a task-specific 
engagement index based on the physiological 
differences explained above. Eq. (2) demonstrated 
good predictive ability on the samples used to create 
the formula (80.95 % predictive capacity). 

For objective (iv), displaying the engagement level 
with a discrete gradient proved less distracting and less 
representative than using a continuous gradient. This 
is likely due to the lower sensitivity of the discrete 
gradient, which affects the operators' sense of control 
over the system. Additionally, a color oscillation can 
occur when the measured engagement level 
approaches a threshold of the discrete gradient, further 
distracting operators. Conversely, the higher 
sensitivity of the continuous gradient enhanced the 
operators' sense of control. It also prevented 
oscillations between distinct colors, making this 
method a better alternative for displaying the 
engagement level. 

We compared three methods of normalizing the 
engagement index. Two of these methods featured 
dynamic thresholds that were adapted based on data 
collected since the start of the task, while the other 
method employed fixed thresholds based on the 
maximum and minimum values from the training 
dataset. Results show that the three scaling methods 
were equally easy to interpret and were not distracting 
the operators. However, the static threshold method 
(method ii) was significantly more representative than 
the two dynamic methods. One possible explanation 
for this is that the two methods with dynamic 
thresholds encountered a similar issue where the 
thresholds diverged as the task progressed, making it 

increasingly challenging for operators to return to an 
optimal ("green") engagement level, especially at the 
end of the task. Therefore, we opted for utilizing the 
static threshold option for this iteration of the system. 

In sum, the adaptive feedback system proposed in 
this article utilizes respiration and acceleration data to 
provide engagement level feedback to manufacturing 
operators, using a continuous color gradient calibrated 
using the minimum and maximum engagement values 
recorded in the training dataset. This system aims to 
assist manufacturing operators in maintaining optimal 
engagement levels when interacting with highly 
automated systems. Providing operators with real-time 
feedback on their engagement levels ensures they stay 
informed of their mental state, allowing them to 
prevent drops in engagement that could adversely 
impact their performance and, more importantly, 
safety. The application of this system is particularly 
relevant in safety-critical manufacturing environments 
or roles demanding high cognitive engagement, where 
errors could have significant financial and safety 
repercussions. A significant benefit of this system is 
its wide-ranging applicability to various tasks, 
regardless of their specific characteristics. 
Additionally, the visual display of engagement can be 
implemented as an exogenous signal, meaning it does 
not interfere with the primary task at hand. This 
versatility underscores the potential of adaptive 
feedback systems to bolster cognitive engagement 
during monitoring tasks. 
 

 
7. Conclusion 

 
This study employed a design science 

methodology to create an adaptive task engagement 
feedback system designed to help manufacturing 
operators stay engaged in their evolving workplace. A 
comparative analysis was utilized to identify the most 
suitable tools for measuring task engagement in a 
manufacturing setting, emphasizing the ease of 
implementation using heart rate variability and 
respiration rate metrics. A task-specific engagement 
index was developed using the physiological 
differences between more and less engaging 
manufacturing scenarios (acceleration mean, 
acceleration variability, and respiration variability), 
achieving an average engagement state prediction 
accuracy of 80.95 % using the leave-one-out cross-
validation method in a logistic regression model. We 
assessed two display modalities and three scaling 
methods to inform our design. The final design utilized 
a continuous color gradient calibrated based on the 
lowest and highest engagement index values recorded 
in the training set. A subsequent study was conducted 
to test this advancement on a broader scale, which will 
be discussed in forthcoming scientific publications. 

By offering real-time monitoring and optimization 
of engagement, this system could help minimize errors 
and downtime, mitigate safety risks, and promote a 
healthier work environment. Thus, it represents a 
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promising approach that could improve both the 
operational performance and the human experience 
within manufacturing settings. The theoretical 
contributions of our work introduce the potential of 
using measures such as respiration variability and 
acceleration to infer manufacturing operators' 
engagement while in motion, as well as the possibility 
of defining an engagement metric utilizing various 
physiological differences between optimal and 
suboptimal scenarios. 

It is essential to acknowledge certain limitations 
inherent in this system. First, our assessment of 
engagement relied solely on self-reported data. 
Ideally, employing real-time physiological monitoring 
tools, like EEG, would have enhanced the validation 
of the measured engagement levels but would have 
been more intrusive than the Hexoskin vest we used, 
potentially distracting operators. Additionally, it 
should be noted that while the leave-out samples were 
not employed in training the predictive models, they 
were utilized in creating Eq. (2). As a result, the 
model's effectiveness for new participants might not 
be as robust as measured in this study. It is also 
important to note that the formula used in this system 
strongly depends on the task and is specifically 
tailored to the context of our study. This means that 
Eq. (2) may not yield reliable results in different 
contexts and should not be applied to other scenarios 
without appropriate modifications and validation. 
Moreover, using a color gradient can make reading 
difficult for color-blind users, which affects 
approximately 8 % of the male population. Therefore, 
in future iterations, it would be important to integrate 
a color-blindness feature to adjust the displayed colors 
and improve contrast. Finally, the normalization 
methods explored in this study did not account for 
individual physiological differences or natural fatigue 
occurring during a monitoring task. Regarding 
individual physiological differences, our study applied 
a general formula across all participants without 
differentiation. While effective for establishing a 
baseline, this approach overlooks the nuances of 
individual responses and their impact on engagement 
metrics. Recognizing this limitation, we propose, in 
further iterations of our research, to refine our 
engagement threshold criteria by incorporating 
individual physiological differences into our analysis. 
This adjustment aligns with the methodology 
employed by Demazure et al. [21]. As for the fatigue 
consideration, in our tests, we managed to circumvent 
the fatigue challenge by conducting short tasks  
(~15 minutes) where fatigue effects could not 
realistically take hold. However, employing these 
methods would result in thresholds that fail to consider 
fatigue for longer tasks. Therefore, we suggest that 
future improvements consider the approach outlined 
by Demazure et al. [21] to incorporate fatigue 
considerations into establishing task engagement 
thresholds. 
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