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Abstract

High-frequency monitoring is currently a major component in the management and research of the

coastal system responses to ongoing global changes. This monitoring is essential in tidal systems to address

the multiscale variability of physico-chemical parameters. The analysis of the resulting multiscale, nonlinear,

non-stationary and noisy time series requires adequate techniques; however, to date, there are no standar-

dized methods. Spectral methods might be useful tools to reveal the main variability time scales, and thus

their associated forcings. The most widely used methods in coastal systems are Lomb-Scargle Periodogram

(LSP), Singular Spectral Analysis (SSA), Continuous Wavelet Transform (CWT), and Empirical Mode Decom-

position (EMD), but their relevance for high-frequency, long-term records is still largely unexplored. In this

article, these spectral methods are tested and compared using a high-frequency 10-yr turbidity dataset in the

Gironde estuary. Advantages and limitations of each method are evaluated on the basis of five criteria: (1)

efficiency for incomplete time series, (2) appropriateness for time-varying analysis, (3) ability to recognize

processes without complementary environmental variables, (4) capacity to calculate the relative importance

of forcings, and (5) capacity to identify long-term trends. SSA is the only analysis method to satisfy all the

criteria, even with 70% missing data. Combining methods is also a promising strategy; i.e., SSA 1 LSP for bet-

ter recognition of processes; CWT 1 SSA and EMD 1 CWT for short-term (seasonal) and long-term (>1 yr)

analysis, respectively. The purpose of this methodological framework is to serve as a reference for future post-

processing of data from monitoring programs in coastal waters.

Coastal systems are highly dynamic and productive envi-

ronments subject to permanent alteration and adaptation.

They are often dominated by tides, which present a non-

stationary and nonlinear behavior (Guo et al. 2015). Tidal

propagation from open oceans and shelves to coasts and

estuaries is modified by bottom friction, basin topography,

and river discharge (Friedrichs and Aubrey 1988; Savenije

et al. 2008; Sassi and Hoitink 2013). In the case of transi-

tional waters, the system complexity is also promoted by the

mixing between seawater and freshwater that results in rapid

and strong physical, chemical and biological gradients.

Human activities, for domestic, industrial, agricultural and

touristic purposes, also induce variability in coastal environ-

ments (Kennish 2002), and, on longer timescales, meteoro-

logical and climatological variations can be significant

(Scavia et al. 2002; Perillo and Piccolo 2011). The multiscale

variability of tidal systems is thus hardly predictable, but is a

key issue in environmental research and management.

In this context, time series of environmental variables

from in situ measurements are essential to better under-

stand aquatic systems and in particular to address water

quality. Numerical models or remote sensing also require

field data for calibration and validation at a relatively high

sampling frequency. Over the last decade, monitoring pro-

grams of environmental parameters are increasingly wide-

spread in coastal water systems (Dixon and Chiswell 1996;

de Jonge et al. 2006; Goberville et al. 2010). They are pro-

moted by directives and regulations, such as the European

Union Water Framework Directive (WFD; Directive 2006/

60/EC). The analysis of these time series has traditionally

faced three difficulties: (1) inevitable gaps in data, limiting

the post-processing, (2) the need for recording other envi-

ronmental variables in the same period and at a coherent

sampling frequency, and (3) the quantification of low-

frequency variability that requires continuous measure-

ments over long time periods. This latter problem can be

solved through the recent development of high-frequency

and long-term monitoring programs in coastal (Blain et al.*Correspondence: isabel.jalon-rojas@u-bordeaux.fr
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2004; Pairaud et al. 2013; Rigby et al. 2014), estuarine

(Etcheber et al. 2011; Contreras and Polo 2012; Jal�on-Rojas

et al. 2016) and lagoon systems (Andersen et al. 2006;

Ciavatta et al. 2008). However, at present, there are no

standardized methods to address such high-frequency mul-

tiannual datasets.

Time series analysis includes a large variety of techniques

(Emery and Thomson 2001), ranging from the most classical

statistical tools (e.g., descriptive statistics, probabilities, statis-

tical tests, statistical distributions, regressions) to the relatively

more recent spectral analysis. Spectral techniques are funda-

mental tools used by a multitude of disciplines (e.g., climatol-

ogy, Ghil et al. (2002) to provide comprehensible and

interpretable information in the frequency domain, which is

especially efficient for identify underlying mechanisms

(Fulcher et al. 2013). They are particularly relevant for multi-

scale non-stationary, nonlinear and noisy signals, such as

those recorded in tidal systems (Puillat et al. 2014), by distin-

guishing between deterministic and stochastic processes. In

coastal science, the four most commonly used spectral meth-

ods are Power Spectrum Analysis (PSA), Continuous Wavelet

Transform (CWT), the Singular Spectrum Analysis (SSA) and

Empirical Mode Decomposition (EMD) (Table 1). However,

except for the classical PSA, they are still barely employed in

the analysis of datasets from high-frequency multiannual

monitoring, particularly in estuaries (Table 1). Therefore, a

fundamental question is: which spectral methods are the

most pertinent considering the particularities of these

datasets?

This study presents a comparison of these four spectral

techniques (Power Spectrum Analysis, Singular Spectrum

Analysis, Wavelet Transform and Empirical Mode Decompo-

sition) for the analysis of high-frequency multiannual time

series recorded for coastal tidal systems. This test is per-

formed using a high-frequency 10-yr turbidity record of the

Gironde estuary (France). The main objective is to discuss

the advantages and limitations of each method by consider-

ing the particularities and the analysis needs of such data-

sets, i.e., performance with missing values, identification of

variability associated with factors other than tides, especially

those of low frequency, quantification of the forcing influen-

ces, etc. The perspective of how the methods can comple-

ment each other is also discussed.

Methods

Turbidity time series in the Gironde estuary

The Gironde (SW France) is a macrotidal and hyper-turbid

fluvial-estuarine system formed by the junction of the

Garonne and Dordogne rivers. Its highly concentrated tur-

bidity maximum, a region of high concentration of sus-

pended sediments, forms by the trapping of fine sediment

by the mechanism of tidal wave asymmetry within the estu-

ary. The turbidity maximum shifts seasonally as a function

Table 1. Overview of the main published works using spectral methods in coastal environments. Works corresponding to high-
frequency multiannual datasets are underlined, among which those recorded in estuaries are in bold.

Spectral method Measured parameter and references

Power Spectrum Analysis (PSA) Oxygen (Rabalais et al. 1994; Schmitt et al. 2008; Huang and Schmitt 2014; Rafelski et al. 2015)

Phytoplackton (Platt 1978; Vasseur and Gaedke 2007; Derot et al. 2015)

Salinity (Sikora and Kjerfve 1985; Reynolds-Fleming and Luettich 2004; Kbaier et al. in press)

Temperature (Alvarez-Borrego and Alvarez-Borrego 1982; Dur et al. 2007; Kbaier et al., in press)

Turbidity (Gu�ezennec et al. 1999; Hoitink 2004; Schmitt et al. 2008)

Water level (Luettich et al. 2002; Reynolds-Fleming and Luettich 2004; Kastens 2014)

Waves (Pierson and Marks 1952;S�en�echal et al. 2002; Ruju et al. 2014)

Continuous Wavelet Transform (CWT) Currents (Jay and Flinchem 1995; Uncles 2002; Matabos et al. 2014)

Oxygen (Moore et al. 2009; Nezlin et al. 2009)

Phytoplankton (Machu et al. 1999; Hodges and Rudnick 2006; Zhang et al. 2010a)

Water level (Percival and Mofjeld 1997; Buschman et al. 2009; Zhang et al. 2010b; Guo et al. 2015)

Waves (Meyers et al. 1993; Camayo and Campos 2006)

Singular Spectrum Analysis (SSA) Beach shoreline (R�o _zy�nski et al. 2001)

Suspended sediment concentration (Schoellhamer 2002; French et al. 2008)

Temperature (Keiner and Yan 1997)

River flow (Knowles 2002)

Empirical Mode Decomposition (EMD) Copepods (Schmitt et al. 2007)

Oxygen (Moore et al. 2009; Huang and Schmitt 2014)

Phytoplankton (Derot et al. 2015)

River flow (Huang et al. 2009)

Water level (Huang et al. 2000; Ezer et al. 2013)
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of river flow: it moves upstream during low river discharge

periods (Castaing and Allen 1981; Jal�on-Rojas et al. 2015)

and is flushed downstream during high river flow periods.

The Gironde estuary is one of the first estuarine systems in

counting on an automated high-frequency long-term moni-

toring network of water quality, called MAGEST (MArel

Gironde ESTuary). Since 2005, this network has measured

dissolved oxygen, salinity, temperature and turbidity every

10 min at 1 m below the surface at four stations, including

Bordeaux (Etcheber et al. 2011; Schmidt et al. in press).

Turbidity is a key parameter in estuaries: it is a surrogate

for suspended sediment, which plays a fundamental role in

sedimentary processes and water quality. Turbidity is a good

example of a complex and hardly predictable variable. Vari-

ous factors, such as physical forcings (turbulence, tidal har-

monics, tidal range, river discharge, wind waves),

engineering works and climatic changes, may cause its tem-

poral and spatial variability at short and long time scales.

After 10 yr, the Gironde’s turbidity dataset includes con-

trasted hydrological situations and was recently analyzed in

detail through descriptive and statistical tools (Jal�on-Rojas

et al. 2015), revealing the main trends in suspended sedi-

ment dynamics according to key forcings (fluvial discharge,

tide).

To further this interpretation and determine the relative

contributions of the different forcings, spectral analysis is

required. Until now, few works have analyzed estuarine tur-

bidity or SS time series through spectral analysis, such as PSA

(Schmitt et al. 2008) and SSA (Schoellhamer 2002; French

et al. 2008) (Table 1). There is no generic spectral method

for such time series in transitional waters. The 10-yr turbid-

ity time series at the Bordeaux station (from 2005 to 2014,

Fig. 1a) is used as an example of a high-frequency multian-

nual dataset of a key parameter in coastal transitional waters.

The four spectral methods are applied to this time series,

which has a relatively high rate of proper operation, present-

ing only 28% missing data. Data corresponding to the satu-

ration value of the turbidity sensor (9999 NTU; Jal�on-Rojas

et al. 2015) account for only 2% of the time series and occur

during periods shorter than 2 h. We analyze the available

data rather than fill gaps, which would imply knowledge of

the trends.

Spectral methods

Power spectrum: Lomb-Scargle periodogram (LSP)

The power spectrum or periodogram is the classical analy-

sis of time series decomposition into periodicities, which are

defined as sinusoids. It shows the energy of these periodici-

ties as a function of frequency. Traditional mathematical

methods, such as classical periodograms obtained from Fast

Fourier Transform (FFT, Blackman and Tukey 1958; Welch

1969), require equidistant time series without any gaps.

However, periodogram of non-equidistant time series can be

now calculated using methods such as the FFT of

Fig. 1. (a) Time series of turbidity recorded at Bordeaux, the original dataset presents 28% of missing data. (b–d) Modified time series by: randomly

deleting data from (a) to obtain 50% (b.1), 60% (c.1) and 70% (d.1) of missing data; continuously deleting data at the end of (a) to obtain 50%
(b.2), 60% (c.2) and 70% (d.2) of missing data. The dark square shown by arrows in panel A refers to the data block analyzed by CWT (Fig. 3).
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autocorrelation functions (Wiener-Khinchin theorem, see

Gardiner 1985), the Lomb-Scargle periodogram (Lomb 1976;

Scargle 1982; Press et al. 1992) or Hilbert Spectral Analysis

(Huang et al. 1998, 1999).

Based on the least squares method, the Lomb-Scargle

periodogram (LSP), named for Lomb (1976) and Scargle

(1982), is currently a classic method for finding periodicity

in irregularly sampled data. It is equivalent to fitting sine

waves of the form y5acos xt1bsin xt. An extensive discus-

sion of the method was given in Van Dongen et al. (1997).

We used the lombscargle algorithm in Press et al. (1992)

implemented in MATLAB by Brett Shoelson, which also pro-

vides significance levels. The efficiency of this algorithm for

incomplete time series has been widely recognized in several

disciplines (Ruf 1999). Quite recently, Kbaier et al. (in press)

has tested its capability to detect significant frequencies

using a 1-yr high-frequency time series of salinity in the east-

ern English Channel with 18.76% missing data. This work

suggests that seasonal variability is not accurately detected

beyond 50% missing data for short time-series (<1 yr). The

limit of this method in multiannual time series is still

unknown.

Continuous wavelet transform (CWT)

Wavelet analysis decomposes a time series into time fre-

quency space. A wavelet spectrum (or scalogram) represents

the energy variations along time and frequency, providing

the dominant variability modes and how those modes vary

over time. The approach selected here is the continuous

wavelet transform (CWT). While the discrete wavelet trans-

form is preferred for data compression, the CWT is generally

better for dynamical analysis (Farge 1992), and is thus the

usual approach employed in coastal research (Table 1). The

CWT is based on a wavelet function that acts as a band-pass

filter to the time series. The choice of the wavelet function is

crucial for adequate results. We use the Morlet function

which is nonorthogonal, complex and seems to offer a good

trade-off between detecting oscillation and peaks or disconti-

nuities (Setz 2011). The effectiveness of this function has

been widely recognized for tidal signals because it satisfies

the admissibility condition (i.e., the wavelet oscillates with

its mean value equal to zero) (Daubechies 1992; Farge 1992;

Guo et al. 2015). One may refer to Torrence and Compo

(1998) for a general overview of Morlets wavelets and their

application in geophysical and oceanographic studies. The

main drawback of wavelet analysis is the need of equally

sampled data. Recent efforts in adapting wavelets to incom-

plete time series by interpolating periods across missing data

(e.g., Harang et al. 2012) have been able to solve small gaps

in the sinusoidal signal. However, to our knowledge, there

are still any algorithms appropriate for complex long-term

time series presenting long gaps. Here, we use the MATLAB

wavelet coherence package developed by Grinsted et al.

(2004).

Singular spectral analysis (SSA)

Singular spectrum analysis (SSA) is essentially a principal

component analysis in the time domain (Vautard et al.

1992; Schoellhamer 1996). It has been demonstrated to be

especially efficient for extracting information from short and

noisy time series without previous knowledge of the (non-

linear) dynamics affecting the time series (Vautard et al.

1992; Dettinger et al. 1995; Schoellhamer 2002). SSA is based

on the idea of sliding a window of width M down a time

series to obtain an autocorrelation matrix (Vautard et al.

1992). Eigenvectors (empirical orthogonal functions) and

eigenvalues, k, of the lagged autocorrelation matrix are then

calculated. The time series is decomposed into simpler time

series, the so-called reconstructed components (RCs), by

multiplying eigenvectors and their corresponding principal

components (calculated by multiplying eigenvectors and

data). Each RC is nearly periodic with one or two dominant

periods. The contribution of the variance of each period is

given by its corresponding k. Most of the variance is con-

tained in the first RCs, and the remaining RCs contain noise.

The representation of k in order of decreasing magnitude

exhibits a steep initial slope containing the significant com-

ponents, which is followed by a flatter floor that represents

the noise level (Vautard et al. 1992). For further information

about the method, the reader is referred to Vautard et al.

(1992) and Ghil et al. (2002).

There are two options to analyze datasets containing

missing data through SSA. First, Schoellhamer (2001) devel-

oped a modified singular-spectrum analysis (SSAM) algo-

rithm to obtain RCs from records with a large fraction of

missing data. The alternative consists of estimating the RCs

in gaps through temporal correlations provided by the

gap-filling version of SSA (Kondrashov and Ghil 2006;

Kondrashov et al. 2010). Because we do not fill data gaps,

this implies using Schoellhamer’s SSA algorithm. The lagged

autocorrelation is computed by ignoring any pair of data

points with a missing value. When computing each value in

a principal component series, if the fraction of missing data

is within the window M3f , then that value is assigned a

missing value (Schoellhamer 2001, 2002). No method or

algorithm was specified to calculate the period of the modes

including missing data. Schoellhamer (2001) tested the abil-

ity of SSAM to process missing data using a 1-yr synthetic

high-frequency time series that followed the characteristics

of suspended-sediment concentration from San Francisco

Bay. This test demonstrated this method to be efficient with

50% missing data. Here, we test the SSAM limits for incom-

plete multiannual continuous time series using the Schoell-

hamer’s algorithm available for MATLAB with f 5 0.5.

Empirical mode decomposition (EMD)

The empirical mode decomposition (EMD) is a relatively

recent method for time-frequency data analysis developed by

Huang et al. (1998). It decomposes a signal into a finite and

Jal�on-Rojas et al. Tests of spectral analysis on coastal time series
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often small number of simpler time series or modes, the so-

called intrinsic mode functions (IMFs), and a residual. The

EMD works as an algorithm that, in each iterative step, con-

siders the signal as a sum of a low frequency part (residual)

and a high frequency part (IMF). The procedure is repeated

for the residual, considered as a new times series, extracting

a new IMF using a spline function, and obtaining a new

residual until no more IMF can be extracted (Huang et al.

1998; Rilling et al. 2003; Huang and Schmitt 2014). Each

IMF is an oscillation time series with a zero mean and a

characteristic frequency. The final result is thus a frequency-

time distribution of unit-energy signal. This method is par-

ticularly suitable for non-linear and non-stationary processes

because it is based on the local characteristics of the data

time scale (Huang et al. 1999; Flandrin et al. 2004). It can be

applied to time series with irregular time intervals (Huang

et al. 1998; Flandrin and Gonçalvès 2004) because the infor-

mation is contained at the local extrema. For a detailed

description, the reader is referred to Huang et al. (1998) and

Flandrin et al. (2004). Here, we use the MATLAB algorithm

implemented by Rilling et al. (2003). The mean period (�T ) of

each IMF mode (n) is estimated by calculating the local

extrema and zero-crossing points (Rilling et al. 2003; Huang

et al. 2009; Huang and Schmitt 2014), i.e.,

�T5
L

Nn;max1Nn;min1Nn;0
34 (1)

in which L is the length of the data.

Evaluation criteria

The criteria to evaluate advantages and limitations of

each spectral method were chosen first by considering the

traditional difficulties in the time series analysis of water sys-

tems (i.e., presence of gaps, limitations for short term analy-

sis and the need of complementary environmental

variables). Second, we tested the capacity to extract addi-

tional information, such as the relative importance of proc-

esses or forcings, which are difficult to obtain with classical

descriptive or statistical tools. The five criteria used in this

work are thus: (1) efficiency for incomplete time series; (2)

appropriateness for time-varying analysis; (3) ability to recog-

nize processes without the necessity of complementary envi-

ronmental variables; (4) capacity to calculate the relative

importance of forcings; (5) capacity to identify long-term

trends.

Fig. 2. Lomb-Scargle periodogram of the original turbidity time series

at Bordeaux (Fig. 1a). Horizontal dotted grey lines represent the signifi-
cance levels (a) of 0.005 and 0.5. Dark dotted line corresponds to the

power law of turbulence: E fð Þ � f 25=3.

Table 2. Significant time scales recognized by the LSP applied to time series presenting different percentages of missing data, sup-
pressed randomly or continuously (Fig. 1).

Missing data (%)

Randomly Continuously

Significant time scales 28 50 60 70 50 60 70

�1 yr x x x X x x x

�6 months x x x X x

14.8 d x x x X x x x

7.4 d x x x X x x x

1 d x x x X

12.48 h x x x X x x x

6.21 h x x x X x x x

4.09 h x x x X x x x

3.12 h x x x X x x x

2.4 h x x x X x x x

Jal�on-Rojas et al. Tests of spectral analysis on coastal time series
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To assess the efficiency for incomplete time series of each

method (except CWT), we progressively deleted data from

the original turbidity time series (28% missing data, Fig. 1a)

to obtain time series with missing data rates of 50%, 60%,

and 70%. We suppressed data in two different ways: (1) ran-

domly to reproduce the typical gaps in the monitored time

series (Fig. 1a, b.1 and c.1); (2) continuously at the end of

the time series to compare the influence of the measurement

duration (Fig. 1a, b.2 and c.2). We then applied each of the

four spectral methods to the original and the six modified

time series and compared the main outputs considering:

� the number of significant frequencies detected for the LSP;

� the characteristic frequency of each RC and its percentage

of contribution to the variance for the SSA;

� the characteristic frequency of each IMF for the EMD;

Results and discussion

Lomb-Scargle periodogram (LSP) test

Figure 2 illustrates the LSP of the original turbidity time

series in a log-log plot. It shows the main variability time

scales, i.e., those associated with energy values above signifi-

cance levels (a) of: (a) 366 d, (b) 183 d, (c) 14.8 d, (d) 7 d, (e)

1 d, (f) 12.48 h, (g) 6.24 h, (h) 4.09 h, (i) 3.12 h, and (j)

2.4 h. These time scales are easily linked to deterministic

forcings: seasonal river flow changes (a,b), tidal harmonics

(d–i) and tidal range (c,d). The method allows for sorting

variability time scales and their associated forcing by increas-

ing order of importance: 1 yr (river flow), 6 months (river

flow), 12.48 h (semidiurnal tide), 14.8 d (tidal range) and

6.12 h (quarterdiurnal tide). However, the impossibility of a

time-varying analysis does not permit assessment of the vari-

ability of the relative contributions of forcings with time. In

addition, the method is not able to document multiannual

variability due to the lack of significant variability at time

scales greater than 1 yr. Alternatively, the power law behav-

ior (E fð Þ � f 2b) of the spectrum trend gives scaling properties

of variables (Schmitt et al. 2008; Zongo and Schmitt 2011;

Derot et al. 2015). The scaling exponent b is equal to 0 for

noise, 2 for Brownian motion and 5/3 for turbulence (Huang

et al. 2008). For turbidity in the Gironde estuary, the LSP

reveals a turbulent-like behavior of turbidity on time scales

between 10 min and 1 yr (dark dotted line in Fig. 2).

There is a difference in the two series of tests of incom-

plete time series (Table 2). The LSP method recognizes all

the significant time scales in time series with randomly sup-

pressed data, even with 70% missing data. When the time

series is shortened by deleting a block of continuous data,

the method is less efficient in detecting significant time

scales. In particular, it does not detect the 1-d time scale,

which is just above the significance levels. The 6-month

time scale is also not detected for incomplete time series

with 60% and 70% missing data suppressed continuously.

This is consistent with the conclusion of Kbaier et al. (in press)

based on a 1-yr salinity time series, suggesting that the seasonal

variability is susceptible to be undetected by the LSP applied to

shorter time series with missing data. The present LSP test

demonstrates its efficiency for multiannual incomplete series

(Table 2). We also show that it is preferable to have a time

series of at least 10–15 yr when 50% of the data are missing.

Continuous wavelet transform (CWT) test

The continuous wavelet was applied to a block of 140 d

(dark square, Fig. 1a) of nearly continuous data (Fig. 3a,b).

This dataset contains negligible gaps representing 0.6% of

missing values; therefore, interpolation does not introduce

significant errors. CWT analysis shows the temporal variabili-

ty of the energy (bar color) of the time scales ranging from

over 22.5 min to 50 d, i.e., the maximum identified time

scales represented 35.7% of the block duration. The most

Fig. 3. (a) Garonne river flow (black) and continuous turbidity data
(grey) of 4.5 months (from September 10th 2013 to January 27th 2014).
(b) Corresponding continuous wavelet spectrum of turbidity normalized

by the variance (color bar). The thick black contour designates the 5%
significance level against red noise. The cone of influence (COI), where

edge effects might distort the picture, is shown as a lighter shade. (c)
Contribution (%) of the different time scales to the turbidity variability
(k) calculated from SSA for periods of low and high river discharge.

Note that SSA does not differentiate the contribution river flow and
spring/neap tidal cycles for 3-month time series.
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obvious result is the presence of two marked periods. Between

September 10th and November 8th, time scales associated with

tidal cycles are clearly predominant: 14.8 d (half synodic

month controlling tidal range), 12.5 h (semidiurnal tide),

6.2 h (quarterdiurnal tide) and other tidal harmonic frequen-

cies. From November 8th, these tide-related energies are still

observed, but eclipsed by the energetic time scales higher to

14.8 d. The factor responsible for this drastic change is the

increase in river flow (Fig. 3a). This demonstrates that the

main forcings have been recognized without prior knowledge

of estuarine turbidity dynamics. Even if the effect of river

flow seems the most important, the absence of its variability

time scale in the scalogram makes a comparison difficult. The

limitation due to missing data hampers long-term analysis.

Nonetheless, the CWT method is very visual in the time

domain, permitting to the differentiation between periods

dominated by deterministic or stochastic processes.

Singular spectrum analysis (SSA) test

The first step in the application of SSA is the choice of the

window size M. Typically, SSA successfully identifies periods

in the range of 0.2 M–M. One or two RCs contain variations

in the time series with periodicities greater than M

(Schoellhamer 2002). Following this principle, SSA was first

applied to raw turbidity with a window size M of 150 (i.e.,

25 h since turbidity is collected every 10 min) to identify

small variability time scales. To identify large scales, SSA was

then applied to the tidally averaged turbidity time series

with a windows size M of 100 (i.e., 1250 h, time step of

12.5 h). Tidal averages were calculated by averaging turbidity

between the time intervals corresponding to the zero

up-crossing values of tides. To calculate the relative contribu-

tion of a given RC from the 12.5 h-pass time series, its eigen-

value was multiplied by the ratio of the variance of the time

series used for that pass to the variance of the original time

series. For more information about the combined use of

different time steps in SSA, the reader is referred to

Schoellhamer (2002). Figure 4 presents the final result of the

turbidity time series decomposition in six RCs, showing their

respective contribution to the variance (k). These RCs repre-

sent 88.1% of the total variability.

In the absence of a reference procedure to calculate the

characteristic time scales of RCs presenting gaps, here we

propose a methodology. As previously highlighted, LSP is

efficient for detecting the main time scales of time series

with missing data. Figure 5 shows the LSP of the RC2 and

RC5, which provides their variability time scale.

Fig. 4. Singular spectrum analysis (SSA) results for the turbidity time series (NTU) at Bordeaux (January 2005–July 2014). Factors associated to each RC are:
drastic changes in discharge (RC1), semidiurnal tides (RC2), tidal frequencies below the semidiurnal (RC3), semimonthly tidal cycles (RC4), discharge vari-
ability (RC5), and monthly tidal cycles (RC6). k is the contribution of each RC to the total turbidity variance, these 6 modes contain 88.1% of the variance.
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Therefore, here we propose the use of the LSP. However,

as it can require a high computational cost, we also pro-

pose the mode of periods between zero-crossing points,

but only for RCs whose graphical representations exhibit

an evident constant period (the average may be biased by

gaps).

Time scales were assigned to RCs following the above

methodology: (RC1) �1 yr and �6 months; (RC2) 12.48 h;

(RC3) sum of RCs with time scales of 6.24 h, 4.09 h, 3.12 h,

Fig. 5. Lomb-Scargle periodograms of the RC 2 (a) and RC 5 (b)
resulting of applying SSA to the turbidity time series (see Fig. 4).

Fig. 6. Comparison of the RC 1 (a) and RC 5 (b) turbidity modes (Fig.
4) with the first and second modes from the decomposition of the time

series of river flow through SSA, respectively.

Fig. 7. Contribution of each factor to turbidity variability resulting of
applying SSA.

Fig. 8. Comparison of the cumulative turbidity variance (k; %) of the

ten first modes (RCs) calculated from turbidity time series presenting dif-
ferent percentages of missing data (Fig. 1).
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2.4 h; (RC4) 14.8 d; (RC5) irregular time scale; (RC6) 30 d.

Except for RC5, RCs and their contributions to the variance

were easily attributable to specific forcings, without prior

knowledge: river flow changes (RC1, 39.6%), semidiurnal

tides (RC2, 17.7%), tidal frequencies below the semidiurnal

frequency (RC3, 16%), semimonthly tidal cycles (RC4,

7.2%), and monthly tidal cycles (RC6, 1.7%). RC5 presents

multiscale behavior (Fig. 5b) and, to be related to a forcing,

the comparison to other environmental variables is required.

The high sensitivity of turbidity to river discharge in

Bordeaux, located in the upper reaches of the Gironde estu-

ary, suggests a relationship between this forcing and the RC5

mode. This hypothesis was tested by applying SSA to the

Garonne river flow time series. RC1 modes of turbidity and

discharge display opposite trends (Fig. 6a), confirming that

the drastic changes of river flow act as a forcing. River flow

RC2 and turbidity RC5 follow the same trend (Fig. 6b), indi-

cating that the river flow variability explains RC5. Such trends

and relationships are useful for characterizing long-term

trends; even multiannual variability can be distinguished.

The final result of forcings affecting turbidity and their

relative importance is summarized in Fig. 7. SSA allows to

compare the contribution of tide and river flow on turbidity

variability but also to differentiate the rather stochastic (river

flow variability) and more deterministic (seasonal river flow

changes) contributions of the same forcing. These quantifi-

able and easily interpretable results aim to be powerful tools

to compare the contribution of forcings during hydrologi-

cally contrasted years, in different estuarine regions or even

in different estuaries.

We applied SSA to the time series with different percen-

tages of missing data to test its effectiveness (M of 150, time

step of 10 min). For each considered turbidity dataset, each

mode presents the same time scales as the original dataset.

All the forcings were recognized, even with 70% missing

data. The cumulative percentages of variability explained by

the first modes of each time series are compared in Fig. 8.

Modes from time series with randomly deleted missing data

(black lines) explain almost the same percentages of variance

as the original time series. Modes of shorter time series (grey

lines) show slightly lower percentages, but the cumulative

contribution to the variance is less than 5% lower than the

original dataset.

Empirical mode decomposition (EMD) test

The turbidity time series of Bordeaux was decomposed

through the EMD into 20 IMF modes plus the last residual

Fig. 9. IMF components of the turbidity time series at Bordeaux from EMD method: the mean time scales increase with the order of the modes.
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(Fig. 9). Each mode indicates the variation of a time scale.

The mean time scale of the 20 modes is shown in Fig. 10.

The time scales (�T ) increase with the number of IMF modes

(n), whereby the method does not directly provide the main

variability time scales, which can be related to the main

processes. Surprisingly, time scales were not precisely

detected if they are compared with those of LSP (see Table in

Fig. 10). For example, we can use IMF 7 or IMF 8 to explore

turbidity variability at a time scale close to the semidiurnal

tidal scale, but we cannot associate the turbidity variability

to the different tidal harmonics and determine which is the

most important intertidal variability time scale. Therefore,

the analysis of deterministic forcing is imprecise and requires

prior knowledge of the dynamics or needs to be comple-

mented by other analyses, such as a power spectrum. Even

to identify modes related to stochastic processes, they must

be compared with the environmental variable representing

the forcing or with the equivalent IMF mode of such envi-

ronmental variables (e.g., the relationship between tempera-

ture and oxygen is given in Huang and Schmitt 2014).

After decomposition, the original time series can be sepa-

rated into two terms: small (<1 month) and large scale fluctu-

ations calculated as the sum of the high (from 1 to 14) and

low (from 15 to 20 and the residual) frequency modes, respec-

tively. The large-scale term gives the seasonal and interannual

variability of turbidity as shown by its representation super-

posed to the original time series (Fig. 11a). The EMD method

acts appropriately as a low-pass filter that accurately captures

the multiscale long-term behavior of parameters. However, if

the time series presents long gaps the large-scale term could

be biased. In addition, the analysis of the multiannual vari-

ability could be analyzed through IMFs 18-20.

Time scales of modes resulting from the test on incom-

plete time series are compared in Fig. 10. Small-scale modes

(<8 d) present quite similar time scales. In contrast, the

number and characteristic frequency of large-scales modes

vary between time series. This shows the randomness of the

method in terms of detecting time scales and the main forc-

ing affecting the variable. Nevertheless, note that the recon-

structions of the long-term signal correctly follow the trend

of its respective incomplete time series.

Added value of combined approaches

Spectral techniques are usually applied independently in

coastal research (Kastens 2014). In studies based on high-

frequency long-term series, only PSA and EMD were used in

the same work (Huang and Schmitt 2014; Derot et al. 2015);

the interest of this combination was illustrated in the previ-

ous section. Even if the spectral methods share the same

finality of providing the main time scales of variability in

time series, the present evaluation shows that they reveal

different and, often complementary, aspects of the involved

physical processes. The different tests based on the 10-yr

Fig. 10. Mean time scales (�T , Eq. 1) of IMF modes obtained from EMD applied to turbidity time series presenting different percentages of missing
data (Fig. 1). Table specifies �T of each mode of the original turbidity time series (28% of missing data) and the mean time scales calculated from LSP

(Fig. 2).
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turbidity time series allowed us to discuss the advantages of

combining methods and propose the best combinations.

As previously discussed, LSP is a useful method for calcu-

lating the time scales of RCs from SSA. It can also support

the selection of the most pertinent number of modes. SSA

gives a high number of modes (RCs), but the first ones con-

tain most of the time series variability. The last significant

RC according to the representation of the fractions of the

variance k in decreasing order of magnitude (see “Methods”)

was 2.4 h (one of the component of RC3, Fig. 4). This time

scale also corresponds to the lowest significant tidal har-

monic frequency provided by LSP (Fig. 2). In addition, LSP

provided the contribution of turbulence in turbidity variabil-

ity (Fig. 2), which to a large degree, may explain the unex-

plained variance (11.8%) resulting from SSA.

The main interest of CWT is the visual comparison of the

relative importance of time scales, and their associated forc-

ings, over time. As illustrated in Fig. 3, CWT readily differen-

tiates two periods that present different trends in time scale

importance (Fig. 3B). The application of SSA to each period

separately permitted the calculation of the associated

changes in the contributions of the different forcings (Fig.

3c). SSA complements CWT in terms of quantification, and

CWT complements SSA by offering a more visual time-

varying representation and helping the determination of

interesting periods of application. Given the ineffectiveness

of CWT for incomplete time series, the CWT–SSA combina-

tion is only possible for short-term analyses, considering the

frequency and duration of gaps in environmental time-

series.

We propose a solution to circumvent this problem of

missing data for long-term CWT analyses. The sum of low

frequency EMD modes gives a realistic multiscale long-term

signal of variability (Fig. 11a). This signal can be interpolated

to a regularly spaced time series that mimics the original

and can be analyzed by CWT. The application of CWT offers

the time-varying importance of long time scales (Fig. 11b):

seasonal, annual and even multiannual (2007, 2010, 2011,

and 2012 presented higher variability). For long-term analy-

sis, EMD lets CWT decompose the larger variability time

scales and CWT gives more visual and comprehensible infor-

mation than the simple long-term signal from EMD.

Synthesis and conclusions

The relevance of spectral analysis (Lomb-Scargle Periodo-

gram, Singular Spectrum Analysis, Continuous Wavelet

Transform and Empirical Mode Decomposition) has been

evaluated for multiscale, nonlinear, non-stationary and noisy

time series from in situ high-frequency multiannual coastal

monitoring. We used the 10-yr turbidity time series recorded

in the fluvial Gironde estuary at the time step of 10 min

Table 3. Pertinence of each tested spectral analysis and of combined methods regarding the five selected criteria. Symbols repre-
sent the efficiency of methods from low (2) to particularly good (11). (0) the method does not admit the evaluation of the
criterion.

Efficiency

gaps

Time-varying

analysis

Recognizing

process

Relative importance

of forcings

Long-term

analysis

PSA (LS) 1 2 12 12 2

CWT 0 11 12 12 2

SSA 1 1 1 1 1

EMD 12 1 2 2 1

SSA 1 LS 1 1 11 1 1

CWT 1 SSA 0 11 11 11 2

EMD 1 CWT 12 1 2 (1for long-term) 2 (1for long-term) 11

Fig. 11. (a) Turbidity time series at Bordeaux (grey) and reconstruc-
tion from IMF components (sum of C15–C21, black). (b) Wavelet spec-

trum of the IMF components reconstruction normalized by the variance
(color bar). The thick black contour designates the 5% significance level

against red noise. The cone of influence (COI), where edge effects might
distort the picture, is shown as a lighter shade.
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since 2005. This parameter presents a mixed signal consist-

ing of harmonic and stochastic components, equivalent to

those observed for most physical-chemical parameters in

coastal transitional waters. The advantages and limitations

of each method were tested using five criteria: efficiency for

incomplete time series, appropriateness for time-varying

analysis, ability to recognize processes without the necessity

of complementary environmental variables, capacity to cal-

culate the relative importance of forcings, capacity to iden-

tify long-term trends (Table 3).

Briefly, the reliance of each is summarized below and in

Table 3:

� LSP is particularly effective for recognizing periodical forc-

ing, even with 70% missing data, but less suitable for eval-

uating non-periodic long-term trends. It is more effective

with longer (7–10 yr) time series. The impossibility of a

time-varying analysis downplays its high capacity to iden-

tify and rank the main processes.

� CWT is able to determine the dominant processes and

how their contributions vary over time. It shows lower fre-

quency resolution than LSP or SSA, but a more visual rep-

resentation over time. Its limitations in terms of regularly

sampled data restrict its use to complete time series, ham-

pering the identification of all the processes and long-term

analyses.

� SSA is the only analysis to reach all the criteria. It is very

powerful for identifying deterministic processes but also

stochastic processes, even if this requires minimal knowl-

edge of the system or comparison with other environmen-

tal variables. SSA quantification of the contribution to the

variance (in %) of modes is a great advantage over the

other methods in term of comparing the importance of

forcings. SSA also allows a long-term analysis.

� EMD is the least able method to recognize processes with-

out much prior knowledge of the parameter dynamics,

and without using complementary environmental varia-

bles. However, it might be more suitable for recognizing

stochastic processes. EMD admits missing data but the gap

nature (%; temporal distribution) influences the precision

to reveal the large variability time scales. It does not offer

information about the relative importance of time scales

variability, but it is good method for long-term analysis.

We also demonstrate that the combination of spectral

methods opens up new opportunities in the analysis of

high-frequency long-term datasets in coastal research. LSP

mainly helps SSA in revealing the significant modes and

characteristic frequencies. For short-term analysis, SSA com-

plements CWT in the quantification of the contributions of

forcings, and CWT complements SSA by offering a more

visual time-varying representation. For long-term analysis,

EMD gives CWT the opportunity of providing a long-term

decomposition, and CWT reveals the time-varying relative

importance of time scales in the long-term variability signal

from EMD.

The purpose of these comparative analyses was to offer

insight into methods of analyzing long-term time-series in

coastal systems. The ambition is to be a reference for choos-

ing the most adapted spectral methods as a function of the

dataset and requirements. In general, SSA is the most rele-

vant method for the analysis of incomplete high-frequency

long-term time series to reveal the importance of forcings

affecting a given parameter. Its combination with LSP allows

for better identifying processes. These tests are valid for any

time series recorded in tidal coastal systems that contain sto-

chastic and deterministic components. For specific questions,

combined methods could be more suitable: e.g., EMD or

EMD 1 CWT for signals mainly affected by stochastic proc-

esses; CWT or CWT 1 SSA for short-term analysis. In fact,

the use of several methods can provide a more realistic and

comprehensive picture of multiscale dynamics.
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