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#### Abstract

The micropolar fluid system is a model based on the Navier-Stokes equations which considers two coupled variables: the velocity field $\vec{u}$ and the microrotation field $\vec{\omega}$. Assuming an additional condition over the variable $\vec{u}$ we will first prove that weak solutions $(\vec{u}, \vec{\omega})$ of this system are smooth. Then, we will present a concentration effect of the $L_{x}^{3}$ norm of the velocity field $\vec{u}$ near a possible singular time.
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## 1 Introduction

In this paper we are interested in studying some properties of weak solutions of the micropolar fluid equations. Recall that these equations are given by the following coupled system

$$
\left\{\begin{array}{l}
\partial_{t} \vec{u}=\Delta \vec{u}-(\vec{u} \cdot \vec{\nabla}) \vec{u}-\vec{\nabla} p+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}, \quad \operatorname{div}(\vec{u})=0,  \tag{1.1}\\
\partial_{t} \vec{\omega}=\Delta \vec{\omega}+\vec{\nabla} \operatorname{div}(\vec{\omega})-\vec{\omega}-(\vec{u} \cdot \vec{\nabla}) \vec{\omega}+\frac{1}{2} \vec{\nabla} \wedge \vec{u}, \\
\vec{u}(0, x)=\vec{u}_{0}(x), \vec{\omega}(0, x)=\vec{\omega}_{0}(x) \quad \text { and } \quad \operatorname{div}\left(\vec{u}_{0}\right)=0, \quad x \in \mathbb{R}^{3} .
\end{array}\right.
$$

In the previous equations the initial data are $\vec{u}_{0}$ and $\vec{\omega}_{0}$ and the variables are $(\vec{u}, p, \vec{\omega})$ where the vector field $\vec{u}:\left[0,+\infty\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}\right.\right.$ is the velocity field of the fluid, the scalar function $p:\left[0,+\infty\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}\right.\right.$ is the internal pressure and the vector field $\vec{\omega}:\left[0,+\infty\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}\right.\right.$ is the angular velocity or the microrotational velocity. It is worth to remark here that the first equation (1.1) above is related to the incompressible 3D Navier-Stokes system (we have $\operatorname{div}(\vec{u})=0$ ) while the second equation (1.2) gives the evolution of the microrotational velocity field $\vec{\omega}$.

This system of PDEs was introduced in 1966 by Eringen in [14] and it has been studied by many authors, see e.g. [5], [11] [17], [22], [36], [37] and the references therein. Apart from the various applications of this model (see for example [4], [18] and [26]), a very interesting feature from the mathematical perspective of this micropolar fluid system is the fact that the variable $\vec{\omega}$ is not a

[^0]divergence-free vector field, and this makes its study quite different from other systems of PDEs based on the Navier-Stokes equations (such as the magneto-hydrodynamic equations, see e.g. [10]).

Let us start with two simple remarks concerning the system $\sqrt{1.1})-\sqrt{1.2}$. First, it is easy to observe that the equation related to the variable $\vec{u}$ in (1.1) is invariant according to the following scaling

$$
\vec{u}_{\lambda}(t, x)=\lambda \vec{u}\left(\lambda^{2} t, \lambda x\right), \quad p_{\lambda}(t, x)=\lambda^{2} p\left(\lambda^{2} t, \lambda x\right) \quad \text { and } \quad \vec{\omega}_{\lambda}=\lambda^{2} \vec{\omega}\left(\lambda^{2} t, \lambda x\right) \quad \text { where } \lambda>0,
$$

however the triplet $\left(\vec{u}_{\lambda}, p_{\lambda}, \vec{\omega}_{\lambda}\right)$ is no longer a solution for the whole micropolar system since the second equation (1.2) does not have a "natural" scaling that preserves the structure of the equation (due to the presence of the term $\vec{\omega}$ ), and his fact reveals one of the major differences between these two equations.

We continue by observing that the information about the pressure $p$ can be easily obtained from the variable $\vec{u}$ : indeed, by formally applying the divergence operator in the equation (1.1), since $\operatorname{div}(\vec{u})=0$ and $\operatorname{div}(\vec{\nabla} \wedge \vec{\omega})=0$, we obtain the following equation for the pressure:

$$
\begin{equation*}
-\Delta p=\operatorname{div}((\vec{u} \cdot \vec{\nabla}) \vec{u}), \tag{1.3}
\end{equation*}
$$

so we can write $p=\frac{1}{(-\Delta)} \operatorname{div}((\vec{u} \cdot \vec{\nabla}) \vec{u})$ and then pressure $p$ is only related to the velocity field $\vec{u}$, therefore we will consider the pair $(\vec{u}, \vec{\omega})$ as the main variables. These two simple remarks will be essential in the sequel.

Note now that Leray-type weak solutions of the previous system (1.1)-(1.2) can be easily obtained: indeed, from two $L^{2}$ initial data $\vec{u}_{0}, \vec{\omega}_{0}$ and by a classical mollification argument we can construct global solutions $\vec{u}, \vec{\omega} \in L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1}$ that satisfy some energy inequalities:

Definition 1.1 (Leray-type weak solutions). Let $\vec{u}_{0}, \vec{\omega}_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$ with $\operatorname{div}\left(\vec{u}_{0}\right)=0$. We will say that $(\vec{u}, p, \vec{\omega})$ is a Leray-type weak solution of the micropolar fluid equations (1.1) and (1.2) with initial value $\vec{u}_{0}$ and $\vec{\omega}_{0}$ if $\vec{u} \in L^{\infty}(] 0,+\infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)$, $\vec{\omega} \in L^{\infty}(] 0,+\infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, H^{1}\left(\mathbb{R}^{3}\right)\right)$ and if for every $\left.t \in\right] 0,+\infty[$ we have the following energy inequality
$\|\vec{u}(t, \cdot)\|_{L^{2}}^{2}+\|\vec{\omega}(t, \cdot)\|_{L^{2}}^{2}+\int_{0}^{t}\|\vec{u}(s, \cdot)\|_{\dot{H}^{1}}^{2}+2\|\vec{\omega}(s, \cdot)\|_{\dot{H}^{1}}^{2}+\|\vec{\omega}(s, \cdot)\|_{L^{2}}^{2}+2\|\operatorname{div}(\vec{\omega})(s, \cdot)\|_{L^{2}}^{2} d s \leq\left\|\vec{u}_{0}\right\|_{L^{2}}+\left\|\vec{\omega}_{0}\right\|_{L^{2}}^{2}$.
Leray-type weak solutions will constitute the main framework of this work, however, just as for the Navier-Stokes equations, the complete study of the properties of these solutions remains a challenging open problem for the micropolar fluid equations.

In this article, we first want to perform a separate study for each variable $\vec{u}$ and $\vec{\omega}$ in order to obtain, by considering a hypothesis on the single variable $\vec{u}$, some regularity for the couple $(\vec{u}, \vec{\omega})$. Then we will deduce a concentration phenomenon for the $L_{x}^{3}$ norm of $\vec{u}$ when approaching a potential blow-up time. Let us stress here that we will avoid as much as possible any additional information over $\vec{\omega}$ (except for the $L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1}$ framework). To do so, we need now to introduce some definitions that underline this separation of the information between the variables $\vec{u}$ and $\vec{\omega}$ :

Definition 1.2 (Partial suitable solution). We will say that the triplet $\vec{u}, \vec{\omega}:] 0, T\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}\right.$ and $p:] 0, T\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}\right.$ is a partial suitable solution of the micropolar fluid equations (1.1) and (1.2) over a regular open set $\Omega \subset] 0, T\left[\times \mathbb{R}^{3}\right.$ with $0<T<+\infty$, if:

1) we have $\vec{u}, \vec{\omega} \in L_{t}^{\infty} L_{x}^{2}(\Omega) \cap L_{t}^{2} \dot{H}_{x}^{1}(\Omega), p \in L_{t, x}^{\frac{3}{2}}(\Omega)$ and the variables $(\vec{u}, p, \vec{\omega})$ satisfy in the weak sense the equations (1.1) and 1.2) over $\Omega$,
2) for all $\phi \in \mathcal{D}(\Omega)$ the following local energy inequality is satisfied

$$
\begin{align*}
\int_{\mathbb{R}^{3}}|\vec{u}|^{2} \phi(t, \cdot) d x & +2 \int_{s<t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{u}|^{2} \phi d x d s \leq \int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \phi+\Delta \phi\right)|\vec{u}|^{2} d y d s+2 \int_{s<t} \int_{\mathbb{R}^{3}} p(\vec{u} \cdot \vec{\nabla} \phi) d y d s \\
& +\int_{s<t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2}(\vec{u} \cdot \vec{\nabla}) \phi d x d s+\int_{s<t} \int_{\mathbb{R}^{3}}(\vec{\nabla} \wedge \vec{\omega}) \cdot(\phi \vec{u}) d y d s \tag{1.4}
\end{align*}
$$

Let us observe that the previous inequality is only related to the structure of the first equation (1.1) and it is not related to the evolution of $\vec{\omega}$ given in 1.2). This notion of partial suitable solution was introduced in our previous work [13], where we studied the interdependence of the variables in the $\varepsilon$-regularity theory (based on the celebrated work of Caffarelli, Kohn and Nirenberg [8] for the Navier-Stokes system).

Now we introduce the following definition of partial regular points.
Definition 1.3 (Partial regular point/Partial singular point). A point ( $\left.\left.t_{0}, x_{0}\right) \in \Omega \subset\right] 0, T\left[\times \mathbb{R}^{3}\right.$ is a partial regular point for the micropolar fluid equations (1.1) and (1.2) if there exists $r>0$ small enough such that $] t_{0}-r^{2}, t_{0}\left[\times B_{x_{0}, r} \subset \Omega\right.$ and such that $\vec{u} \in L_{t, x}^{\infty}(] t_{0}-r^{2}, t_{0}\left[\times B_{x_{0}, r}\right)$. On the other hand, we will say that a point $\left(t_{0}, x_{0}\right)$ is partially singular if it is not partially regular.

In the two previous definitions we do not impose any constraint in the variable $\vec{\omega}$. However, as we shall see, it will be enough to impose some conditions to the velocity field $\vec{u}$ to obtain a gain of information (regularity or integrability) for both variables $\vec{u}$ and $\vec{\omega}$. Concerning this last notion of partial regular points, the regularity of the variables $\vec{u}$ and $\vec{\omega}$ will be obtained from the local hypothesis $\vec{u} \in L_{t}^{\infty} L_{x}^{\infty}$. Although this is a rather "reasonable" result, to the best of our knowledge it was not studied in detail before, so we give a proof in the Theorem A. 1 below.

As we aim to study the behavior of the variable $\vec{u}$ around some potential blow-up point, we need to establish some very specific regularity results that were not treated before. Thus, our first result explore a gain of integrability when assuming a local $L_{t}^{\infty} L_{x}^{3}$ hypothesis for the velocity field $\vec{u}$ :

Theorem 1.1 (Partial interior regularity). Consider $(\vec{u}, p, \vec{\omega})$ a partial suitable solution over a regular set $\Omega \subset] 0, T\left[\times \mathbb{R}^{3}\right.$ with $0<T<+\infty$ of the micropolar fluid equations (1.1) and (1.2) in the sense of the Definition 1.2 above. Assume that for some point $\left(t_{0}, x_{0}\right) \in \Omega$ there exists $R>0$ such that we have $] t_{0}-R^{2}, t_{0}\left[\times B_{x_{0}, R} \subset \Omega\right.$ and such that we have the information $\vec{u} \in L^{\infty}(] t_{0}-R^{2}, t_{0}\left[, L^{3}\left(B_{x_{0}, R}\right)\right)$. Then there exists $r>0$ with $0<r \leq \frac{R}{2}$ such that $\vec{u} \in L_{t, x}^{\infty}(] t_{0}-r^{2}, t_{0}\left[\times B_{x_{0}, r}\right)$, i.e. the point $\left(t_{0}, x_{0}\right)$ is partially regular in the sense of the Definition 1.3 above.

Some remarks are in order here. First note again that we only impose some additional information on $\vec{u}$ and not on the variable $\vec{\omega}$ (which is consistent with the general spirit of this article), however the conclusion applies only to $\vec{u}$. Remark next that this additional control, namely the fact that $\vec{u} \in L_{t}^{\infty} L_{x}^{3}$ (locally), is reminiscent of the endpoints of the Serrin criterion for the classical Navier-Stokes system where it is traditional to assume locally $\vec{u} \in L_{t}^{p} L_{x}^{q}$ with $\frac{2}{p}+\frac{3}{q}<1$ (see [31], [32]). The case when $\frac{2}{p}+\frac{3}{q}=1$ with $q>3$ was obtained by [33] and [34] while the endpoint $p=+\infty$ and $q=3$ (which is the case studied in the Theorem 1.1 above) was obtained for the Navier-Stokes equations in 15. Note also that for the Navier-Stokes equations some of these results were generalized to the framework of parabolic Morrey spaces $\mathcal{M}_{t, x}^{p, q}$ in [27] (these spaces will constitute one of the main tools of this article, see the expressions (1.9) and 1.10 below for a precise definition of Morrey spaces). For the micropolar fluid equations see our recent works [12] and [13] where we assumed a local control of the velocity field in terms of the parabolic Morrey space $\mathcal{M}_{t, x}^{p, q}$ with $2<p \leq q$ and $5<q \leq 6$. Let us mention finally that the treatment of the endpoint $p=+\infty$ and $q=3$ as announced in Theorem 1.1
above seems to be new in the context of the micropolar fluid equations.
In our next result, assuming a global in space $L_{x}^{3}$ control, we will characterize the continuity in time information for the velocity field $\vec{u}$ in terms of partial regular points. More precisely we have:

Theorem 1.2. Let $(\vec{u}, p, \vec{\omega})$ be a weak Leray-type solution over $] 0,+\infty\left[\times \mathbb{R}^{3}\right.$ of the micropolar system (1.1) and (1.2) with $\vec{u}, \vec{\omega} \in L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1}$ such that for some time $0<\delta<T<+\infty$ we have $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Then the velocity field $\vec{u}$ satisfies $\vec{u} \in \mathcal{C}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ if and only if each point $\left.\left(t_{0}, x_{0}\right) \in\right] \delta, T[$ is a partial regular point in the sense of Definition 1.3 .

One of the main differences between this result and the previous Theorem 1.1 lies in the fact that we no longer require here the partial suitability condition (1.4). Indeed, as we shall see later on, the global in space hypothesis $\vec{u} \in L^{\infty}(] 0, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ is strong enough to ensure an interesting global estimate. Again, the variable $\vec{\omega}$ seems to play no particular role in the statement of the result, but must be studied very carefully in the computations.

To the best of our knowledge, Theorem 1.1 and Theorem 1.2 are new in the setting of the micropolar fluid equations (1.1) and (1.2). These results, although interesting for their own sake, are however merely preliminary results: indeed, our first main theorem states a blow-up criterion for Leray-type weak solution of the micropolar fluid equations (1.1) and (1.2):

Theorem 1.3 (Blow-up). Let $(\vec{u}, p, \vec{\omega})$ be a Leray-type weak solution of the micropolar fluid equations (1.1) and (1.2). Let $0<\mathcal{T} \leq+\infty$ be the maximal time so that we have the control $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. If $\mathcal{T}<+\infty$, then

$$
\sup _{0<t<\mathcal{T}}\|\vec{u}(t, \cdot)\|_{L^{3}}=+\infty
$$

The proof of this theorem will heavily rely on the previous results stated above. With all these results at our disposal, we can now tackle our second main theorem which is related to a refinement of the blow-up criterion stated in Theorem 1.3 above: indeed, we want now to study the concentration of the $L_{x}^{3}$-norm of the velocity field $\vec{u}$ on balls centered at a singular point ( $\mathcal{T}, 0$ ) whose radius shrinks to zero as $t$ tends to $\mathcal{T}$.

Theorem 1.4 ( $L^{3}$ concentration effect). Let $(\vec{u}, p, \vec{\omega})$ be a Leray-type weak solution of the micropolar fluid equations (1.1) and (1.2). Assume that $0<\mathcal{T}<+\infty$ is the maximal time such that we have $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)$. Assume that the point $(\mathcal{T}, 0)$ is a partial singular point in the sense of the Definition 1.3 and the time $\mathcal{T}$ satisfies the following condition: for some $r_{0}>0$ such that $0<\mathcal{T}-r_{0}^{2}$, we have

$$
\begin{equation*}
\sup _{x_{0} \in \mathbb{R}^{3}} \sup _{\left.r \in] 0, r_{0}\right]} \sup _{\left.t \in] \mathcal{T}-r^{2}, \mathcal{T}\right]} \frac{1}{r} \int_{B_{x_{0}, r}}|\vec{u}(t, x)|^{2} d x=\mathfrak{M}<+\infty \tag{1.5}
\end{equation*}
$$

Then, there exists $\varepsilon>0, \mathfrak{S}=\mathfrak{S}(\mathfrak{M})>0$ and $0<\delta<\mathcal{T}$ such that for all $t \in] \mathcal{T}-\delta, \mathcal{T}$, we have

$$
\begin{equation*}
\int_{B_{0, \sqrt{\frac{T-t}{\mathcal{E}}}}}|\vec{u}(t, x)|^{3} d x \geq \varepsilon . \tag{1.6}
\end{equation*}
$$

Of course, with the estimate 1.6 above it is quite straightforward to observe the announced concentration phenomenon of the $L_{x}^{3}$ norm for the velocity field $\vec{u}$ when $t$ tends to the "blow-up" time $\mathcal{T}$. Let us remark now that the constraint given in the expression (1.5) is known in the literature of the Navier-Stokes equations as the type I condition (see [2], [3, [20] and the references therein) and it can be interpreted in terms of Morrey spaces. Indeed, if $\vec{u}$ satisfies the condition (1.5), then we have $\vec{u} \in L_{t}^{\infty} \mathcal{M}_{x}^{2,3} \subset \mathcal{M}_{t, x}^{2,5}$. As it might be expected, the fact that $\vec{u}, \vec{\omega} \in \mathcal{M}_{t, x}^{p, q}$ with $p=2$ and $q=5$ falls outside the scope of the Serrin regularity criterion stated in terms of Morrey spaces where we need to
impose that $2<p \leq q$ and $5<q \leq 6$ (see [12]). This suggest that the values $p=2$ and $q=5$ may constitute a threshold: above these values the additional parabolic Morrey information will provide enough "integrability" to deduce a gain of regularity, while at $p=2$ and $q=5$ (or below) the parabolic Morrey control will not produce a consequent gain of information.

We also note that, although it is not difficult to exhibit a "domination" of the variable $\vec{u}$ over the variable $\vec{\omega}$ when considering regularity results (in the sense that it is enough to impose some conditions on $\vec{u}$ to obtain a gain for both variables $\vec{u}$ and $\vec{\omega}$ ), the techniques developed in this article do not seem to provide any information about the behavior of $\vec{\omega}$ close to a potential blow-up point. However, we can possibly conjecture that a blow-up for the variable $\vec{\omega}$ will impact the behavior of the velocity field $\vec{u}$, but the complete study of this problem would probably require some additional work which is beyond the scope of this article.

The plan of the paper is as follows: Theorem 1.1 will be studied in Section 2 and in Section 3 we prove Theorem 1.2. Section 4 is devoted to the proof of Theorem 1.3 while the $L^{3}$-norm concentration effect stated in the Theorem 1.4 is treated in the Seccion 5 . In the appendix $A$ and the appendix B we present some regularity results related to the system (1.1)-(1.2) that were not explicitly proven before and that are needed here to perform some computations.

## Notations

Throughout this paper we fix the following notation for two different types of parabolic balls centered in a point $\left.\left(t_{0}, x_{0}\right) \in\right] 0,+\infty\left[\times \mathbb{R}^{3}\right.$ : we define the sets $\mathbf{Q}_{r}\left(t_{0}, x_{0}\right)$ and $Q_{r}\left(t_{0}, x_{0}\right)$ by

$$
\begin{align*}
\mathbf{Q}_{r}\left(t_{0}, x_{0}\right) & =] t_{0}-r^{2}, t_{0}+r^{2}\left[\times B_{x_{0}, r},\right.  \tag{1.7}\\
\text { and } \quad Q_{r}\left(t_{0}, x_{0}\right) & =] t_{0}-r^{2}, t_{0}\left[\times B_{x_{0}, r},\right. \tag{1.8}
\end{align*}
$$

for some $0<r^{2}<t_{0}$ and $B_{x_{0}, r}=B\left(x_{0}, r\right)$. When the context is clear we will write $\mathbf{Q}_{r}$ (or $Q_{r}$ ) instead of $\mathbf{Q}_{r}\left(t_{0}, x_{0}\right)$ (or $Q_{r}\left(t_{0}, x_{0}\right)$ ). Note that we clearly have $Q_{r}\left(t_{0}, x_{0}\right) \subset \mathbf{Q}_{r}\left(t_{0}, x_{0}\right)$.

Morrey spaces $\mathcal{M}_{x}^{p, q}\left(\mathbb{R}^{3}\right)$ with $1<p \leq q<+\infty$ are defined as the set

$$
\mathcal{M}_{x}^{p, q}\left(\mathbb{R}^{3}\right)=\left\{\vec{f}: \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}: \vec{f} \in L_{l o c}^{p}\left(\mathbb{R}^{3}\right),\|\vec{f}\|_{\mathcal{M}_{x}^{p, q}}<+\infty\right\},
$$

where

$$
\begin{equation*}
\|\vec{f}\|_{\mathcal{M}_{x}^{p, q}}=\sup _{x_{0} \in \mathbb{R}^{3}, r>0}\left(\frac{1}{r^{3\left(1-\frac{p}{q}\right)}} \int_{B_{x_{0}, r}}|\vec{f}(x)|^{p} d x\right)^{\frac{1}{p}} . \tag{1.9}
\end{equation*}
$$

For $1<p \leq q<+\infty$, the parabolic Morrey spaces $\mathcal{M}_{t, x}^{p, q}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ are defined as the set of measurable functions $\vec{f}: \mathbb{R} \times \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}$ that belong to the space $\left(L_{t, x}^{p}\right)_{l o c}$ such that $\|\vec{f}\|_{\mathcal{M}_{t, x}^{p, q}}<+\infty$ where

$$
\begin{equation*}
\|\vec{f}\|_{\mathcal{M}_{t, x}^{p, q}}=\sup _{x_{0} \in \mathbb{R}^{3}, t_{0} \in \mathbb{R}, r>0}\left(\frac{1}{r^{5\left(1-\frac{p}{q}\right)}} \int_{\left|t-t_{0}\right|<r^{2}} \int_{B_{x_{0}, r}}|\vec{f}(t, x)|^{p} d x d t\right)^{\frac{1}{p}} . \tag{1.10}
\end{equation*}
$$

Although not explicitly present in the statement of our results, Morrey spaces will play a crucial role in our computations. Indeed, these functional spaces are a very useful tool when addressing problems related harmonic analysis or to the regularity of a large class of PDEs, see e.g. [1], [13], [21], [24, [28] and the references therein for some interesting applications of these spaces.

## 2 Proof of Theorem 1.1

Recall that we plan to prove that $\vec{u} \in L_{t, x}^{\infty}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)$ for some $0<r \leq \frac{R}{2}$. For this purpose we begin by introducing some useful preliminary results and important properties satisfied by any partial suitable solution $(\vec{u}, p, \vec{\omega})$ of the micropolar fluid equations (1.1) and 1.2$)$ such that $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\left(x_{0}, t_{0}\right)\right)$ where $\left.Q_{R}\left(x_{0}, t_{0}\right)=\right] t_{0}-R^{2}, t_{0}\left[\times B_{x_{0}, R}\right.$.

- First, under the hypotheses given in Theorem 1.1 over $(\vec{u}, p, \vec{\omega})$, we can obtain the following information

$$
\begin{equation*}
\vec{u} \in \mathcal{C}\left(\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right], L^{\frac{5}{4}}\left(B_{x_{0}, \frac{R}{2}}\right)\right) \tag{2.1}
\end{equation*}
$$

For proving this result, we will need the following lemma given in [35, Lemma 9.6, pg 177].
Lemma 2.1. Let $1<s<q<+\infty$. If $(\vec{v}, p)$ is a weak solution of the time-dependent Stokes system,

$$
\partial \vec{v}-\Delta \vec{v}+\vec{\nabla} p=\vec{f}, \quad \operatorname{div}(\vec{v})=0
$$

such that for $R>0, \vec{v} \in L_{t}^{s} L_{x}^{1}\left(Q_{R}\right), p \in L_{t}^{s} L_{x}^{1}\left(Q_{R}\right)$ with an external force $\vec{f} \in L_{t}^{s} L_{x}^{q}\left(Q_{R}\right)$. Then, for all $0<r<R$, we have

$$
\left\|\partial_{t} \vec{v}\right\|_{L_{t}^{s} L_{x}^{q}\left(Q_{r}\right)}+\|\Delta \vec{v}\|_{L_{t}^{s} L_{x}^{q}\left(Q_{r}\right)}+\|\vec{\nabla} p\|_{L_{t}^{s} L_{x}^{q}\left(Q_{r}\right)} \leq C\left(\|\vec{f}\|_{L_{t}^{s} L_{x}^{q}\left(Q_{R}\right)}+\|\vec{v}\|_{L_{t}^{s} L_{t}^{1}\left(Q_{R}\right)}+\|p\|_{L_{t}^{s} L_{t}^{1}\left(Q_{R}\right)}\right)
$$

This lemma is known in the literature as the coercive estimates for the Stokes system, for further details about these estimates we refer to [28, Theorem 5.4] or [30, Proposition 6.7].

Now, we will see how to deduce (2.1) by using the aforementioned lemma. Notice that by the Hölder inequality with $\frac{4}{5}=\frac{3}{10}+\frac{1}{2}$, and since $\vec{u} \in L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right) \cap L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right)$ by hypothesis, we obtain

$$
\|(\vec{u} \cdot \vec{\nabla}) \vec{u}\|_{L_{t}^{\frac{5}{4}} L_{x}^{\frac{5}{4}}\left(Q_{R}\right)} \leq\|\vec{u}\|_{L_{t}^{\frac{10}{3}} L_{x}^{\frac{10}{3}\left(Q_{R}\right)}}\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}} \leq\|\vec{u}\|_{L_{t}^{2} L_{x}^{6}\left(Q_{R}\right)}^{\frac{3}{5}}\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right)}^{\frac{2}{5}}\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{R}\right)}<+\infty .
$$

Furthermore, since $\vec{\omega} \in L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right), \vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\right)$ and $p \in L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{R}\right)$ by hypotheses and since $Q_{R}$ is a bounded set, we obtain that $\vec{\nabla} \wedge \vec{\omega} \in L_{t}^{2} L_{x}^{2}\left(Q_{R}\right) \subset L_{t}^{\frac{5}{4}} L_{x}^{\frac{5}{4}}\left(Q_{R}\right), \vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\right) \subset L_{t}^{\frac{5}{4}} L_{x}^{1}\left(Q_{R}\right)$ and $p \in L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{R}\right) \subset L_{t}^{\frac{5}{4}} L_{x}^{1}\left(Q_{R}\right)$. Thus, since $(\vec{u}, p)$ satisfies the system

$$
\partial_{t} \vec{u}-\Delta \vec{u}+\vec{\nabla} p=(\vec{u} \cdot \vec{\nabla}) \vec{u}+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}, \quad \operatorname{div}(\vec{u})=0
$$

and we have deduced that $(\vec{u} \cdot \vec{\nabla}) \vec{u}, \vec{\nabla} \wedge \vec{\omega} \in L_{t}^{\frac{5}{4}} L_{x}^{\frac{5}{4}}\left(Q_{R}\right)$ and $\vec{u}, p \in L_{t}^{\frac{5}{4}} L_{x}^{1}\left(Q_{R}\right)$, then from the Lemma 2.1 above, we obtain the following information over the time derivative of the velocity field:

$$
\partial_{t} \vec{u} \in L_{t, x}^{\frac{5}{4}}\left(Q_{\frac{R}{2}}\right)
$$

With this information at hand we obtain for almost all $t \in] t_{0}-\frac{R^{2}}{4}, t_{0}[$ that there exists a vector field $\vec{U} \in L^{\frac{5}{4}}\left(\mathbb{R}^{3}\right)$ such that we have the expression $\vec{u}(t, \cdot)=\int_{t_{0}-\frac{R^{2}}{4}}^{t} \partial_{t} \vec{u}(t, \cdot) d t+\vec{U}$ from which we can deduce that $\vec{u} \in \mathcal{C}\left(\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right], L^{\frac{5}{4}}\left(B_{x_{0}, \frac{R}{2}}\right)\right)$ (see for instance [35, Lemma 3.2] and [9, Corollary 1.4.36]).

It is worth noting that from (2.1) we are able to study the behavior of the solution in the closed interval $\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right]$ even though some of the initial hypotheses are stated in the bigger (but open) interval $] t_{0}-R^{2}, t_{0}[$.

- Secondly, observe that from the hypothesis $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\right)$, we have that $\vec{u}(t, \cdot) \in L^{3}\left(B_{x_{0}, R}\right)$ for almost all $t \in] t_{0}-R^{2}, t_{0}\left[\right.$, however we will deduce, using (2.1), that for any $t \in\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right]$, we have $\vec{u}(t, \cdot) \in L^{3}\left(B_{x_{0}, \frac{R}{2}}\right)$ (and not only for almost all $\left.t \in\right] t_{0}-\frac{R^{2}}{4}, t_{0}[)$. Indeed, let $t \in\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right]$ and $\left(t_{k}\right)_{k \in \mathbb{N}}$ be a sequence in $] t_{0}-\frac{R^{2}}{2}, t_{0}\left[\right.$ such that $t_{k} \underset{k \rightarrow+\infty}{\longrightarrow} t$. Since $\left\|\vec{u}\left(t_{k}, \cdot\right)\right\|_{L^{3}\left(B_{x_{0}, \frac{R}{2}}\right)} \leq\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\right)}$, using the Banach-Alaoglu theorem, there exists a subsequence $\left(t_{k_{j}}\right)_{j \in \mathbb{N}}$ such that $\left(\vec{u}\left(t_{k_{j}}, \cdot\right)\right)_{j \in \mathbb{N}}$ converges weakly-* to some $\vec{v}(t, \cdot)$ in $L^{3}\left(B_{x_{0}, \frac{R}{2}}\right)$. On the other hand, by the continuity in the time variable given in 2.1, we have $\vec{u}\left(t_{k_{j}}, \cdot\right) \underset{j \rightarrow+\infty}{\longrightarrow} \vec{u}(t, \cdot)$ strongly in $L^{\frac{5}{4}}\left(B_{x_{0}, \frac{R}{2}}\right)$. Hence by uniqueness of the limit, one has $\vec{u}(t, \cdot)=\vec{v}(t, \cdot) \in L^{3}\left(B_{x_{0}, \frac{R}{2}}\right) \cap L^{\frac{5}{4}}\left(B_{x_{0}, \frac{R}{2}}\right)$, and then we have proved that

$$
\begin{equation*}
\text { for any } \quad t \in\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right], \quad \text { we have } \quad \vec{u}(t, \cdot) \in L^{3}\left(B_{x_{0}, \frac{R}{2}}\right) \tag{2.2}
\end{equation*}
$$

Similar to the previous point, we remark that we are able to deduce some information on the behavior of $\vec{u}$ in the closed interval $\left[t_{0}-\frac{R^{2}}{4}, t_{0}\right]$.

- We give now some remarks about the pressure. Notice that we can decompose the pressure $p$ into two parts

$$
\begin{equation*}
p=\mathfrak{p}+\Pi \tag{2.3}
\end{equation*}
$$

where $\mathfrak{p}=\frac{1}{(-\Delta)}\left(\operatorname{div}(\operatorname{div}(\phi \vec{u} \otimes \vec{u}))\right.$ with $\phi$ a positive test function supported in $B_{x_{0}, \rho}$ such that $\phi=1$ in $B_{x_{0}, \frac{\rho}{2}}$, for $0<\rho \leq R$, and $\Pi$ is defined by $\Pi=p-\mathfrak{p}$. From the definition of $\mathfrak{p}$ we have,

$$
\|\mathfrak{p}\|_{L_{t}^{\infty} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)} \leq\|\mathfrak{p}\|_{L^{\infty}(] t_{0}-\rho^{2}, t_{0}\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)}=\| \frac{1}{(-\Delta)}\left(\operatorname{div}(\operatorname{div}(\phi \vec{u} \otimes \vec{u})) \|_{L^{\infty}(] t_{0}-\rho^{2}, t_{0}\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)}\right.
$$

Using the fact that the Riesz transforms are bounded in $L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)$ and $\operatorname{supp}(\phi) \subset B_{x_{0}, \rho}$, we can write

$$
\|\mathfrak{p}\|_{L_{t}^{\infty} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)} \leq C\|\phi \vec{u} \otimes \vec{u}\|_{L^{\infty}(] t_{0}-\rho^{2}, t_{0}\left[L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)} \leq C\|\phi\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\|\vec{u} \otimes \vec{u}\|_{L^{\infty}(] t_{0}-\rho^{2}, t_{0}\left[, L^{\frac{3}{2}}\left(B_{\left.x_{0}, \rho\right)}\right)\right.} .
$$

Thus, since $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\right)$ by hypothesis, we obtain

$$
\begin{equation*}
\|\mathfrak{p}\|_{L_{t}^{\infty} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)} \leq C\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{3}\left(Q_{\rho}\left(t_{0}, x_{0}\right)\right)}^{2} \leq C\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)}^{2}<+\infty \tag{2.4}
\end{equation*}
$$

Now, since $\Pi=p-\mathfrak{p}$ and $p$ satisfies the equation (1.3), we have for all $t \in] t_{0}-\frac{R^{2}}{4}, t_{0}[$,

$$
\Delta \Pi(t, \cdot)=\Delta p(t, \cdot)-\Delta \mathfrak{p}(t, \cdot)=-\operatorname{div}(\operatorname{div}(\vec{u} \otimes \vec{u}))-\Delta \frac{1}{(-\Delta)}(\operatorname{div}(\operatorname{div}(\phi \vec{u} \otimes \vec{u})))
$$

Thus, since $\phi \equiv 1$ in $B_{x_{0}, \frac{\rho}{2}}$, we observe that for all $\left.t \in\right] t_{0}-\frac{\rho^{2}}{4}, t_{0}\left[\right.$ we have $\Delta \Pi(t, \cdot)=0$ over $B_{x_{0}, \frac{\rho}{2}}$. Now, by the local estimates for harmonic functions (see [16. Theorem 7]) we have for any $0<\rho \leq R$ the estimate $\|\Pi(t, \cdot)\|_{L^{\infty}\left(B_{x_{0}, \frac{\rho}{2}}\right)} \leq C\|\Pi(t, \cdot)\|_{L^{\frac{3}{2}}\left(B_{\left.x_{0}, \rho\right)}\right.}$. Moreover, since $\Pi=p-\mathfrak{p}$, we have

$$
\begin{equation*}
\|\Pi(t, \cdot)\|_{L^{\infty}\left(B_{x_{0}, \frac{\rho}{2}}\right)} \leq C\|\mathfrak{p}(t, \cdot)\|_{L^{\frac{3}{2}}\left(B_{x_{0}, \rho}\right)}+C\|p(t, \cdot)\|_{L^{\frac{3}{2}}\left(B_{x_{0}, \rho}\right)} \tag{2.5}
\end{equation*}
$$

Finally, as $p \in L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)$ by hypothesis and since $\mathfrak{p} \in L_{t}^{\infty} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right) \subset L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)$ by (2.4), by taking the $L^{\frac{3}{2}}$-norm in the time interval $] t_{0}-\frac{\rho^{2}}{4}, t_{0}[$ in the expression above, we obtain

$$
\begin{equation*}
\|\Pi\|_{L_{t}^{\frac{3}{2}} L_{x}^{\infty}\left(Q_{\frac{\rho}{2}}\right)} \leq C\|\mathfrak{p}\|_{L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)}+C\|p\|_{L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{\rho}\right)}<+\infty \tag{2.6}
\end{equation*}
$$

The decomposition 2.3 of the pressure as well as the controls $2.4-2.6$ will be useful in the sequel.

These three points finishes the preliminary results. Now, we will prove that $\vec{u} \in L_{t, x}^{\infty}\left(Q_{r}\right)$ for some $0<r \leq \frac{R}{2}$. For this, we proceed by contradiction, assuming that for all $0<r \leq \frac{R}{2}$, we have $\vec{u} \notin L^{\infty}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)$ i.e., the point $\left(t_{0}, x_{0}\right)$ is partially singular in the sense of the Definition 1.3. The strategy will consist in applying a scaling argument around the point $\left(t_{0}, x_{0}\right)$ and to study the behavior of some limit functions in order to exhibit a contradiction. Thus, let us consider, for any $k \in \mathbb{N}$ the sequence

$$
\lambda_{k}=\sqrt{t_{0}-t_{k}}
$$

where $\left(t_{k}\right)_{k \in \mathbb{N}}$ is a sequence such that for all $k \in \mathbb{N}, 0<t_{k}<t_{0}$ and $t_{k} \underset{k \rightarrow+\infty}{\longrightarrow} t_{0}$. Notice that $\left(\lambda_{k}\right)_{k \in \mathbb{N}} \underset{k \rightarrow+\infty}{\longrightarrow} 0$ and it is a bounded sequence.

We extend now the functions $(\vec{u}, p, \vec{\omega})$ by 0 outside $Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)$ and we denote them by $(\underline{\vec{u}}, \underline{p}, \underline{\vec{\omega}})$. For any $k \in \mathbb{N}$, consider now $\vec{u}_{k}, \vec{\omega}_{k}$ and $p_{k}$ the following scaled functions: for any $(s, y) \in[0,1] \times \mathbb{R}^{3}$,

$$
\begin{gather*}
\vec{u}_{k}(s, y)=\lambda_{k} \underline{\vec{u}}\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right), \quad p_{k}(s, y)=\lambda_{k}^{2} \underline{p}\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right) \\
\text { and } \quad \vec{\omega}_{k}=\lambda_{k}^{2} \underline{\vec{\omega}}\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right) \tag{2.7}
\end{gather*}
$$

Remark 2.1. The support of the functions $\left(\vec{u}_{k}, p_{k}, \vec{\omega}_{k}\right)$ is included in $Q_{\frac{R}{2 \lambda_{k}}}(1,0)$. In the following we will consider $k$ large enough such that $\left(t_{0}-t_{k}\right)<\frac{R^{2}}{4}$ and therefore $1<\frac{R}{2 \lambda_{k}}$ (recall that $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ converges to 0$)$. Hence the values of the functions $\vec{u}_{k}, p_{k}$ and $\vec{\omega}_{k}$ in $] 0,1\left[\times \mathbb{R}^{3}\right.$ correspond to the ones of $(\vec{u}, p, \vec{\omega})$ in $] t_{k}, t_{0}\left[\times B_{x_{0}, \frac{R}{2}}\right.$.

It is worth noting that $\left(\vec{u}_{k}, p_{k}, \vec{\omega}_{k}\right)$ is not a solution of the micropolar fluid systems 1.1 and 1.2 due to the lack of scaling of these two equations, as it was pointed out in the page 2 of the introduction. Nevertheless the triplet $\left(\vec{u}_{k}, p_{k}, \vec{\omega}_{k}\right)$ satisfies the equation

$$
\begin{equation*}
\partial_{t} \vec{u}_{k}=\Delta \vec{u}_{k}-\left(\vec{u}_{k} \cdot \vec{\nabla}_{k}\right) \vec{u}_{k}-\vec{\nabla} p_{k}+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}_{k} \tag{2.8}
\end{equation*}
$$

which can be seen as the classical Navier-Stokes equations with an external force $\vec{\nabla} \wedge \vec{\omega}_{k}$ which is "given" and belongs to the space $L_{t}^{2} L_{x}^{2}$. Now, we want to prove the following convergences

$$
\vec{\nabla} \wedge \vec{\omega}_{k} \xrightarrow[k \rightarrow+\infty]{ } 0, \quad p_{k} \xrightarrow[k \rightarrow+\infty]{ } p_{\infty} \quad \text { and } \quad \vec{u}_{k} \xrightarrow[k \rightarrow+\infty]{ } \vec{u}_{\infty}
$$

in order to deduce that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ is a solution of the Navier-Stokes equations in $] 0,1\left[\times \mathbb{R}^{3}\right.$,

$$
\partial_{t} \vec{u}_{\infty}=\Delta \vec{u}_{\infty}-\operatorname{div}\left(\vec{u}_{\infty} \otimes \vec{u}_{\infty}\right)-\vec{\nabla} p_{\infty}
$$

and then a careful study of the properties of the solution $\left(\vec{u}_{\infty}, p_{\infty}\right)$ will leads us to the wished contradiction.

- First, we study the convergence of the sequence $\left(\vec{\nabla} \wedge \vec{\omega}_{k}\right)_{k \in \mathbb{N}}$ in the domain $] 0,1\left[\times \mathbb{R}^{3}\right.$. By the definition of $\vec{\omega}_{k}$ given in 2.7), since $\left.\operatorname{supp}\left(\vec{\nabla} \wedge \vec{\omega}_{k}\right) \subset Q_{\frac{R}{2 \lambda_{k}}}(1,0)=\right] 1-\frac{R^{2}}{4 \lambda_{k}^{2}}, 1\left[\times B_{0, \frac{R}{2 \lambda_{k}}}\right.$ and $1-\frac{R^{2}}{4 \lambda_{k}^{2}}<0$ by Remark 2.1, we have

$$
\left\|\vec{\nabla} \wedge \vec{\omega}_{k}\right\|_{L^{2}(] 0,1\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)}^{2}=\int_{0}^{1} \int_{\mathbb{R}^{3}}\left|\vec{\nabla} \wedge \vec{\omega}_{k}\right|^{2} d y d s=\int_{0}^{1} \int_{B_{0, \frac{R}{2}}^{2 \lambda_{k}}}\left|\lambda_{k}^{3}(\vec{\nabla} \wedge \underline{\vec{\omega}})\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right)\right|^{2} d y d s
$$

Now, by a change of variable and since $t_{0}-\frac{R^{2}}{4}<t_{k}$ by Remark 2.1. we can write

$$
\left\|\vec{\nabla} \wedge \vec{\omega}_{k}\right\|_{L^{2}(] 0,1\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)}^{2}=\lambda_{k} \int_{t_{k}}^{t_{0}} \int_{B_{x_{0}, \frac{R}{2}}}|\vec{\nabla} \wedge \underline{\vec{\omega}}|^{2} d y d s \leq \lambda_{k} \int_{t_{0}-\frac{R^{2}}{4}}^{t_{0}} \int_{B_{x_{0}, \frac{R}{2}}}|\vec{\nabla} \wedge \underline{\vec{\omega}}|^{2} d y d s
$$

Using the fact that $\vec{\nabla} \wedge \underline{\vec{\omega}}=\left.\vec{\nabla} \wedge \vec{\omega}\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$ by construction, we obtain

$$
\begin{equation*}
\left\|\vec{\nabla} \wedge \vec{\omega}_{k}\right\|_{L^{2}\left(0,1\left[L^{2}\left(\mathbb{R}^{3}\right)\right)\right.}^{2} \leq \lambda_{k} \int_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \wedge \vec{\omega}|^{2} d y d s \leq \lambda_{k} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \wedge \vec{\omega}|^{2} d y d s . \tag{2.9}
\end{equation*}
$$

Since $\vec{\omega} \in L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right)$ by hypothesis, and $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ converges towards zero when $k \rightarrow+\infty$, we have

$$
\vec{\nabla} \wedge \vec{\omega}_{k} \underset{k \rightarrow+\infty}{\longrightarrow} 0 \quad \text { strongly in } \quad L^{2}(] 0,1\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) .
$$

- Now, we study the convergence of $\left(p_{k}\right)_{k \in \mathbb{N}}$. Recall that for any $k \in \mathbb{N}$, we have $p_{k}(s, y)=\lambda_{k} \underline{p}\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right)$, where $\underline{p}=\left.p\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$. Since we can split the pressure $p=\mathfrak{p}+\Pi$ by (2.3), we can write for any $k \in \mathbb{N}, p_{k}=\mathfrak{p}_{k}+\Pi_{k}$, where

$$
\mathfrak{p}_{k}(s, y)=\lambda_{k}^{2} \mathfrak{p}\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right), \quad \Pi_{k}(s, y)=\lambda_{k}^{2} \underline{\Pi}\left(t_{k}+\lambda_{k}^{2} s, x_{0}+\lambda_{k} y\right),
$$

with $\underline{\mathfrak{p}}=\left.\mathfrak{p}\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$ and $\underline{\Pi}=\left.\Pi\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$. Thus, by homogeneity, one has

$$
\left\|\mathfrak{p}_{k}\right\|_{L^{\infty}\left(0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right.}=\| \lambda_{k}^{2} \underline{\mathfrak{p}}\left(t_{k}+\lambda_{k}^{2} \cdot x_{0}+\lambda_{k} \cdot\left\|_{L^{\infty}\left(\left[0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right.\right.}=\right\| \underline{\mathfrak{p}} \|_{L^{\infty}(] t_{k}, t_{0}\left[L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)} .\right.
$$

Since we have $] t_{k}, t_{0}[\subset] t_{0}-\frac{R^{2}}{4}, t_{0}[$ by Remark 2.1, we write

$$
\left\|\mathfrak{p}_{k}\right\|_{L^{\infty}\left(\left[0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right.\right.\right.} \leq\|\underline{\mathfrak{p}}\|_{\left.L^{\infty}(] t_{0}-\frac{R^{2}}{4}, t_{0}, L^{\frac{3}{2}}\left(B_{x_{0}, \frac{R}{2}}\right)\right)}=\|\underline{\mathfrak{p}}\|_{L_{t}^{\infty} L_{x}^{\frac{3}{x}}\left(Q_{\frac{R}{2}}^{2}\left(t_{0}, x_{0}\right)\right)} .
$$

Using the fact that $\underline{p}=\left.\mathfrak{p}\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$ and $\mathfrak{p} \in L_{t}^{\infty} L_{x}^{\frac{3}{2}}\left(Q_{\frac{\mathfrak{R}}{2}}\left(t_{0}, x_{0}\right)\right)$ by $(2.4)$, we obtain the following uniform bound

$$
\begin{equation*}
\left\|\mathfrak{p}_{k}\right\|_{L^{\infty}\left(j 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right.\right.} \leq\|\mathfrak{p}\|_{L_{t}^{\infty} L_{\frac{3}{x}}^{\frac{3}{2}}\left(Q_{\frac{\mathbb{R}}{2}}\left(t_{0}, x_{0}\right)\right)} \leq C<+\infty . \tag{2.10}
\end{equation*}
$$

Hence, by the Banach-Alaoglu theorem there exists a subsequence $\left(\mathfrak{p}_{k_{j}}\right)_{j \in \mathbb{N}}$ and $p_{\infty} \in$ $L^{\infty}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)$ such that

$$
\begin{equation*}
\mathfrak{p}_{k_{j}} \xrightarrow[j \rightarrow+\infty]{*} p_{\infty} \quad \text { in } \quad L^{\infty}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right) . \tag{2.11}
\end{equation*}
$$

Let us study now the sequence $\left(\Pi_{k}\right)_{k \in \mathbb{N}}$. Since $\operatorname{supp}\left(\Pi_{k}\right) \subset Q_{\frac{R}{2 \lambda_{k}}}(1,0)$, we have

$$
\left.\left\|\Pi_{k}\right\|_{L^{\frac{3}{2}}\left(00,1\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)\right.}=\left\|\lambda_{k}^{2} \Pi\left(t_{k}+\lambda_{k}^{2} \cdot, x_{0}+\lambda_{k} \cdot\right)\right\|_{L^{\frac{3}{2}}(] 0,1\left[, L^{\infty}\left(B_{0, \frac{R}{2}}^{2 \lambda_{k}}\right)\right.}\right),
$$

and by the homogeneity of the space $L_{t}^{\frac{3}{2}} L_{x}^{\infty}$, we obtain

$$
\left\|\Pi_{k}\right\|_{L^{\frac{3}{2}}\left(0,1\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)\right.}=\lambda_{k}^{\frac{2}{3}}\|\underline{\Pi}\|_{L^{\frac{3}{2}}\left(\int t_{k}, t_{0} \left\lvert\,, L^{\infty}\left(B_{\left.x_{0}, \frac{R}{2}\right)}\right)\right.\right.} \leq \lambda_{k}^{\frac{2}{3}}\|\underline{\Pi}\|_{L^{\frac{3}{2}}\left(J t_{0}-\frac{R^{2}}{4}, t_{0} \left\lvert\,, L^{\infty}\left(B_{\left.x_{0}, \frac{R}{2}\right)}\right)\right.\right)} .
$$

Now, since $\underline{\Pi}=\left.\Pi\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$ and $\Pi \in L_{t}^{\frac{3}{2}} L_{x}^{\infty}\left(Q_{\frac{R}{2}}\right)$ by 2.6), one gets

$$
\begin{equation*}
\left\|\Pi_{k}\right\|_{L^{\frac{3}{2}}(] 0,1\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)} \leq C \lambda_{k}^{\frac{2}{3}}\|\Pi\|_{L_{t}^{\frac{3}{2}} L_{x}^{\infty}\left(Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)\right)} \leq C \lambda_{k}^{\frac{2}{3}} . \tag{2.12}
\end{equation*}
$$

Since $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ tends to zero as $k \rightarrow+\infty$ we can deduce that $\left(\Pi_{k}\right)_{k \in \mathbb{N}}$ converges to zero strongly in $L^{\frac{3}{2}}(] 0,1\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)$.

We have proved so far that $\left(\mathfrak{p}_{k_{j}}\right)_{j \in \mathbb{N}}$ converges to $p_{\infty}$ by 2.11 ) and $\left(\Pi_{k}\right)_{k \in \mathbb{N}}$ tends to zero. Now, since $p_{k}=\mathfrak{p}_{k}+\Pi_{k}$, we may obtain, up to a subsequence, the weak convergence of $\left(p_{k}\right)_{k \in \mathbb{N}}$ to $p_{\infty}$ in $L_{t}^{\infty} L_{x}^{3}$. However, for our purposes we need to study more in detail the convergence of $\left(p_{k}\right)_{k \in \mathbb{N}}$. Indeed, let us prove that $\left(p_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $\left(L^{\frac{3}{2}}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right)_{\text {loc }}$. For showing this claim, we will use again the decomposition $p_{k}=\mathfrak{p}_{k}+\Pi_{k}$ and the previous estimates obtained on $\mathfrak{p}_{k}$ and $\Pi_{k}$. Thus, for any compact set $\left.\mathfrak{Q}=[a, b] \times B \subset\right] 0,1\left[\times \mathbb{R}^{3}\right.$, since $p_{k}=\mathfrak{p}_{k}+\Pi_{k}$, we have

$$
\int_{\mathfrak{Q}}\left|p_{k}\right|^{\frac{3}{2}} d y d s \leq C \int_{0}^{1} \int_{B}\left|\mathfrak{p}_{k}\right|^{\frac{3}{2}} d y d s+C \int_{0}^{1} \int_{B}\left|\Pi_{k}\right|^{\frac{3}{2}} d y d s .
$$

Since $\operatorname{supp}\left(p_{k}\right) \subset Q_{\frac{R}{2 \lambda_{k}}(1,0)}$ and $\lambda_{k} \xrightarrow[k \rightarrow+\infty]{ } 0$, we can consider $k$ large enough such that $\mathfrak{Q} \subset$ $Q_{\frac{R}{2 \lambda_{k}}}(1,0)$. Now, by using the fact that $\left(\mathfrak{p}_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)$ by (2.10), we have

$$
\int_{0}^{1} \int_{B}\left|\mathfrak{p}_{k}\right|^{\frac{3}{2}} d y d s=\int_{0}^{1}\left\|\mathfrak{p}_{k}(s, \cdot)\right\|_{L^{\frac{3}{2}}(B)}^{\frac{3}{2}} d s \leq C\left\|\mathfrak{p}_{k}\right\|_{L^{\infty}\left(\left[0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right.\right.}^{\frac{3}{2}} \leq C .
$$

Moreover, since $\left\|\Pi_{k}\right\|_{L^{\frac{3}{2}}\left(\left[0,1\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)\right.\right.} \leq C \lambda_{k}^{\frac{2}{3}}$ by 2.12), we obtain

$$
\int_{0}^{1} \int_{B}\left|\Pi_{k}\right|^{\frac{3}{2}} d y d s \leq|B| \int_{0}^{1}\left\|\Pi_{k}(s, \cdot)\right\|_{L^{\infty}(B)}^{\frac{3}{2}} d s \leq C\left\|\Pi_{k}\right\|_{L^{\frac{3}{2}}\left(\left[0,1\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)\right.\right.}^{\frac{3}{2}} \leq C \lambda_{k}^{\frac{2}{3}}<C,
$$

where we have used that $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ is a bounded sequence. Then, from the previous two estimates we obtain

$$
\begin{equation*}
\int_{\mathfrak{Q}}\left|p_{k}\right|^{\frac{3}{2}} d y d s \leq C . \tag{2.13}
\end{equation*}
$$

Thus, $\left(p_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $\left(L^{\frac{3}{2}}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right)_{l o c}$ and by the Banach-Alaoglu theorem and the uniqueness of the limit, there exists a subsequence $\left(p_{k_{j}}\right)_{j \in \mathbb{N}}$ such that

$$
\begin{equation*}
p_{k_{j}} \xrightarrow[j \rightarrow+\infty]{*} p_{\infty} \quad \text { in } \quad\left(L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\right)_{l o c} . \tag{2.14}
\end{equation*}
$$

Notice that we have obtained a refinement of the weak-* convergence of $\left(p_{k}\right)_{k \in \mathbb{N}}$ given in 2.11).

- Now, let us study the convergence of $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$. First, observe that $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right.$ ), indeed using the definition of $\vec{u}_{k}$ given in 2.7), by homogeneity and since $t-\frac{R^{2}}{4}<t_{k}$ by Remark 2.1, we have

$$
\begin{aligned}
\left\|\vec{u}_{k}\right\|_{L^{\infty}\left(j 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)\right.} & =\left\|\lambda_{k} \overrightarrow{\vec{u}}\left(t_{k}+\lambda_{k}^{2} \cdot, x_{0}+\lambda_{k} \cdot\right)\right\|_{L^{\infty}\left(j 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)\right.} \\
& =\|\underline{\vec{u}}\|_{\left.L^{\infty}(] t_{k}, t_{0} \mid L^{3}\left(\mathbb{R}^{3}\right)\right)} \leq\|\underline{\vec{u}}\|_{L^{\infty}\left(\left\lvert\, t_{0}-\frac{R^{2}}{4}\right., t_{0}\left[L^{3}\left(\mathbb{R}^{3}\right)\right)\right.} .
\end{aligned}
$$

Then, since $\underline{\vec{u}}=\left.\vec{u}\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$ and $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\right)$ by hypothesis, we have

$$
\begin{equation*}
\left\|\vec{u}_{k}\right\|_{L^{\infty}\left(j 0,1, L^{3}\left(\mathbb{R}^{3}\right)\right)} \leq\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{3}\left(Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)\right)}<+\infty, \tag{2.15}
\end{equation*}
$$

then from the Banach-Alaoglu theorem, there exists a subsequence $\left(\vec{u}_{k_{j}}\right)_{j \in \mathbb{N}}$ such that

$$
\begin{equation*}
\vec{u}_{k_{j}} \xrightarrow[j \rightarrow+\infty]{*} \vec{u}_{\infty} \in L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right) . \tag{2.16}
\end{equation*}
$$

Nevertheless, this convergence it is not enough to conclude that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ satisfies the Navier-Stokes equations (2.24) and we need to use the local energy inequality in order to obtain stronger convergences. For this purpose, we fix $\varphi \in \mathcal{C}_{0}^{\infty}(] 0,1\left[\times \mathbb{R}^{3}\right)$ such that $\left.\operatorname{supp}(\varphi) \subset\right] a, b[\times B$ with $0<a<b<1$ and $B$ a bounded set of $\mathbb{R}^{3}$. For any $k \in \mathbb{N}$, we define $\varphi_{k}(\cdot, \cdot)=\varphi\left(\frac{-t_{k}}{\lambda_{k}^{2}}, \frac{-x_{0}}{\lambda_{k}}\right)$. Since the extended functions $(\underline{\vec{u}}, \underline{p}, \underline{\omega})$ satisfy the local energy inequality (1.4), we have for any $t \in] t_{0}-R^{2}, t_{0}[$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}|\underline{\vec{u}}|^{2} \varphi_{k}(t, x) d x+2 \int_{-\infty}^{t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \underline{\vec{u}}|^{2} \varphi_{k} d x d s \leq \int_{-\infty}^{t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \varphi_{k}+\Delta \varphi_{k}\right)|\underline{\vec{u}}|^{2} d y d s \\
& +2 \int_{-\infty}^{t} \int_{\mathbb{R}^{3}} \underline{p}\left(\underline{\vec{u}} \cdot \vec{\nabla} \varphi_{k}\right) d y d s+\int_{-\infty}^{t} \int_{\mathbb{R}^{3}}|\underline{\vec{u}}|^{2}(\underline{\vec{u}} \cdot \vec{\nabla}) \varphi_{k} d x d s+\int_{-\infty}^{t} \int_{\mathbb{R}^{3}}(\vec{\nabla} \wedge \underline{\vec{u}}) \cdot\left(\varphi_{k} \underline{\vec{u}}\right) d y d s .
\end{aligned}
$$

By applying the change of variable $\tau=\frac{s-t_{k}}{\lambda_{k}^{2}}, y=\frac{x-x_{0}}{\lambda_{k}}$ and since $\left.\operatorname{supp}(\varphi) \subset\right] a, b[\times B$, we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}\left|\vec{u}_{k}\right|^{2} \varphi(\tau, y) d y+2 \int_{a}^{b} \int_{\mathbb{R}^{3}}\left|\vec{\nabla} \otimes \vec{u}_{k}\right|^{2} \varphi d y d \tau \leq \underbrace{\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(\partial_{t} \varphi+\Delta \varphi\right)\left|\vec{u}_{k}\right|^{2} d y d \tau}_{(I)} \\
& \quad+2 \underbrace{\int_{a}^{b} \int_{\mathbb{R}^{3}} p_{k}\left(\vec{u}_{k} \cdot \vec{\nabla} \varphi\right) d y d \tau}_{(I I)}+\underbrace{\int_{a}^{b} \int_{\mathbb{R}^{3}}\left|\vec{u}_{k}\right|^{2}\left(\vec{u}_{k} \cdot \vec{\nabla}\right) \varphi d y d \tau}_{(I I I)}+\underbrace{\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(\vec{\nabla} \wedge \vec{\omega}_{k}\right) \cdot\left(\varphi \vec{u}_{k}\right) d y d \tau}_{(I V)} . \tag{2.17}
\end{align*}
$$

Since $\left.\operatorname{supp}\left(\vec{u}_{k}\right) \subset Q_{\frac{R}{2 \lambda_{k}}}(1,0)=\right] 1-\frac{R^{2}}{4 \lambda_{k}^{2}}, 1\left[\times B_{0, \frac{R}{2 \lambda_{k}}}\right.$, we consider $k$ large enough such that $B \subset B_{0, \frac{R}{2 \lambda_{k}}}$ (recall the sequence $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ converges towards zero). Now, our aim consists in obtaining uniform estimates of $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$, for which we shall control each term of the right-hand side of (2.17).

* For $(I)$ by the Hölder inequality $\left(1=\frac{1}{3}+\frac{2}{3}\right)$, since $\left.\operatorname{supp}(\varphi) \subset\right] a, b[\times B \subset] 0,1\left[\times B\right.$ and $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by (2.15), we obtain

$$
\begin{equation*}
\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(\partial_{t} \varphi+\Delta \varphi\right)\left|\vec{u}_{k}\right|^{2} d y d \tau \leq \int_{0}^{1}\left\|\partial_{t} \varphi+\Delta \varphi\right\|_{L^{3}(B)}\left\|\vec{u}_{k}(\tau, \cdot)\right\|_{L^{3}(B)}^{2} d \tau \leq C\left\|\vec{u}_{k}\right\|_{L_{t}^{\infty} L_{x}^{3}}^{2} \leq C . \tag{2.18}
\end{equation*}
$$

* For the term (II) in 2.17), by the Hölder inequality ( $1=\frac{2}{3}+\frac{1}{3}+\frac{1}{\infty}$ ), we have

$$
\int_{a}^{b} \int_{\mathbb{R}^{3}} p_{k}\left(\vec{u}_{k} \cdot \vec{\nabla} \varphi\right) d y d \tau \leq \int_{a}^{b}\left\|p_{k}(\tau, \cdot)\right\|_{L^{\frac{3}{2}}(B)}\left\|\vec{u}_{k}(\tau, \cdot)\right\|_{L^{3}(B)}\|\vec{\nabla} \varphi(\tau, \cdot)\|_{L^{\infty}(B)} d \tau .
$$

Then, by the Hölder inequality in the time variable $\left(1=\frac{2}{3}+\frac{1}{\infty}+\frac{1}{3}\right)$, and since $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by 2.15) and $\left(p_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $\left(L^{\frac{3}{2}}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right)_{\text {loc }}$ by 2.13 , one has

$$
\begin{equation*}
\int_{a}^{b} \int_{\mathbb{R}^{3}} p_{k}\left(\vec{u}_{k} \cdot \vec{\nabla} \varphi\right) d y d \tau \leq C\left\|p_{k}\right\|_{L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}(] a, b[\times B)}\left\|\vec{u}_{k}\right\|_{L_{t}^{\infty} L_{x}^{3}}\|\vec{\nabla} \varphi\|_{L_{t}^{3} L_{x}^{\infty}} \leq C . \tag{2.19}
\end{equation*}
$$

* The term (III) in 2.17) follows immediately from the fact that $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$, indeed we have

$$
\begin{equation*}
\int_{a}^{b} \int_{\mathbb{R}^{3}}\left|\vec{u}_{k}\right|^{2}\left(\vec{u}_{k} \cdot \vec{\nabla}\right) \varphi d y d \tau \leq \int_{0}^{1} \int_{\mathbb{R}^{3}}\left|\vec{u}_{k}\right|^{3}|\vec{\nabla} \varphi| d y d \tau \leq C\|\vec{\nabla} \varphi\|_{L_{t, x}^{\infty}}\left\|\vec{u}_{k}\right\|_{L_{t}^{\infty} L_{x}^{3}}^{3} \leq C . \tag{2.20}
\end{equation*}
$$

* For the last term (IV) of (2.17), by the Hölder inequality ( $1=\frac{1}{2}+\frac{1}{6}+\frac{1}{3}$ ) we have

$$
\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(\vec{\nabla} \wedge \vec{\omega}_{k}\right) \cdot\left(\varphi \vec{u}_{k}\right) d y d \tau \leq C \int_{0}^{1}\left\|\vec{\nabla} \wedge \vec{\omega}_{k}(\tau, \cdot)\right\|_{L^{2}(B)}\|\varphi(\tau, \cdot)\|_{L^{6}(B)}\left\|\vec{u}_{k}(\tau, \cdot)\right\|_{L^{3}(B)} d \tau,
$$

now, by the Cauchy-Schwarz inequality in the time variable we obtain

$$
\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(\vec{\nabla} \wedge \vec{\omega}_{k}\right) \cdot\left(\varphi \vec{u}_{k}\right) d y d \tau \leq C\left\|\vec{\nabla} \wedge \vec{\omega}_{k}\right\|_{L_{t, x}^{2}}\|\varphi\|_{L_{t}^{2} L_{x}^{6}}\left\|\vec{u}_{k}\right\|_{L_{t}^{\infty} L_{x}^{3}} .
$$

Since, $\left\|\vec{\nabla} \wedge \vec{\omega}_{k}\right\|_{L_{t}^{2} L_{x}^{2}} \leq \lambda_{k}\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t}^{2} L_{x}^{2}}$ by (2.9) and $\left\|\vec{u}_{k}\right\|_{L_{t}^{\infty} L_{x}^{3}} \leq C$ by (2.15), we obtain

$$
\begin{equation*}
\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(\vec{\nabla} \wedge \vec{\omega}_{k}\right) \cdot\left(\varphi \vec{u}_{k}\right) d y d \tau \leq C \lambda_{k}^{\frac{1}{2}}\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t, x}^{2}} \leq C \tag{2.21}
\end{equation*}
$$

where we have used the fact that $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ is a bounded sequence.
Thus, from the estimates (2.18)-(2.21), we deduce that there exists a constant $C>0$ ( independent of $k$ ) such that the left-hand side of (2.17) satisfies $\int_{\mathbb{R}^{3}}\left|\vec{u}_{k}\right|^{2} \varphi d y+\int_{a}^{b} \int_{\mathbb{R}^{3}}\left|\vec{\nabla} \otimes \vec{u}_{k}\right|^{2} \varphi d y d \tau \leq C$. Therefore, we obtain that for any test function $\varphi \in \mathcal{D}(] 0,1\left[\times \mathbb{R}^{3}\right)$ the sequence

$$
\begin{equation*}
\left(\varphi \vec{u}_{k}\right)_{k \in \mathbb{N}} \quad \text { remains uniformly bounded in } \quad L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1} . \tag{2.22}
\end{equation*}
$$

Moreover, since $\left(\vec{u}_{k}, p_{k}\right)$ satisfies the Navier-Stokes equations (2.8), it is possible to obtain that $\left(\varphi \partial_{t} \vec{u}_{k}\right)_{k \in \mathbb{N}}$ remains uniformly bounded in $L_{t}^{\frac{3}{2}} H_{x}^{-\frac{3}{2}}$, (see for instance Step 3 in the proof of the Theorem 14.1 of the book [24]). Thus, by the Rellich-Lions theorem (see [24, Theorem 12.1]), we may find a subsequence $\left(\vec{u}_{k_{j}}\right)_{j \in \mathbb{N}}$ such that in the domain $] 0,1\left[\times \mathbb{R}^{3}\right.$ we have on the one hand that $\vec{u}_{k_{j}}$ converges weak-* to $\vec{u}_{\infty}$ in $\left(L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1}\right)_{l o c}$ and on the other hand that $\vec{u}_{k_{j}}$ is strongly convergent to $\vec{u}_{\infty}$ in $\left(L_{t}^{2} L_{x}^{2}\right)_{l o c}$. Furthermore, we can deduce that we have

$$
\begin{equation*}
\vec{u}_{k_{j}} \xrightarrow[j \rightarrow+\infty]{\longrightarrow} \vec{u}_{\infty} \text { in }\left(L_{t}^{3} L_{x}^{3}\right)_{l o c}, \tag{2.23}
\end{equation*}
$$

indeed, since $\left(\vec{u}_{k_{j}}\right)_{j \in \mathbb{N}}$ is uniformly bounded in $\left(L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} L_{x}^{6}\right)_{\text {loc }}$ by 2.22) and in $L_{t}^{\infty} L_{x}^{3}$ by (2.15), using an interpolation argument we obtain $\left\|\vec{u}_{k_{j}}\right\|_{L_{t}^{4} L_{x}^{4}} \leq\left\|\vec{u}_{k_{j}}\right\|_{L_{t}^{2} L_{x}^{6}}^{\frac{1}{2}}\left\|\vec{u}_{k_{j}}\right\|_{L_{t}^{\infty} L_{x}^{3}}^{\frac{1}{2}} \leq C<+\infty$. Thus, $\left(\vec{u}_{k_{j}}\right)_{j \in \mathbb{N}}$ is uniformly bounded in $\left(L_{t}^{4} L_{x}^{4}\right)_{l o c}$. This fact together with the strong convergence in $\left(L_{t}^{2} L_{x}^{2}\right)_{l o c}$, which is given by the Rellich-Lions theorem, imply the strong convergence in $\left(L_{t}^{3} L_{x}^{3}\right)_{l o c}$.

We have now ended the study of the sequence $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$.

Summarizing, we have obtained, up to a subsequence, that the triplet ( $\vec{u}_{k}, p_{k}, \vec{\nabla} \wedge \vec{\omega}_{k}$ ) converges to $\left(\vec{u}_{\infty}, p_{\infty}, 0\right)$ in some (strong or weak) sense, from which we can deduce that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ is a weak solution of the Navier-Stokes equations in $] 0,1\left[\times \mathbb{R}^{3}\right.$

$$
\begin{equation*}
\partial_{t} \vec{u}_{\infty}=\Delta \vec{u}_{\infty}-\operatorname{div}\left(\vec{u}_{\infty} \otimes \vec{u}_{\infty}\right)-\vec{\nabla} p_{\infty} . \tag{2.24}
\end{equation*}
$$

Moreover, from the weak-* convergence of $\left(p_{k_{j}}\right)_{j \in \mathbb{N}}$ given in 2.14) and the strong convergence of $\left(\vec{u}_{k_{j}}\right)_{j \in \mathbb{N}}$ in $\left(L_{t}^{3} L_{x}^{3}\right)_{l o c}$ given in (2.23), it is possible to deduce that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ is a suitable solution of the Navier-Stokes equation in $] 0,1\left[\times \mathbb{R}^{3}\right.$, in the sense of Definition 6.9 of [24]. This fact can be seen with all details in the Step 4 in the proof of Theorem 14.1 of the book [24].

We will exploit this "suitable" property in the sequel but we need more properties on $\left(\vec{u}_{\infty}, p_{\infty}\right)$ in order to obtain the desired contradiction. Indeed, we will show that on one hand, this solution is a nontrivial solution of the Navier-Stokes equations, and on the other hand, using the backward uniqueness theory developed in [15], [24] or [30], we will deduce that this solution must be identically zero, leading us to the wished contradiction.

Let us prove now that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ is nontrivial and for this we will study in a particular manner the limit that leaded us to $\left(\vec{u}_{\infty}, p_{\infty}\right)$. Consider first $0<\mathfrak{a} \ll \frac{1}{2}$ a small parameter. Since $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution with $\left(t_{0}, x_{0}\right)$ a partial singular point, we can consider $k$ big enough such that $0<\mathfrak{a} \lambda_{k} \leq \frac{R}{4}$ and we can use Proposition B. 2 in the appendix B (which is valid for all radius $0<\mathfrak{a} \lambda_{k}<1$ ) to obtain the existence of a small parameter $\varepsilon>0$ such that

$$
0<\varepsilon<\frac{1}{\left(\mathfrak{a} \lambda_{k}\right)^{2}} \int_{Q_{\mathfrak{a} \lambda_{k}}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s
$$

Now, observe that by a change of variable, we have

$$
\begin{equation*}
\varepsilon<\frac{1}{\left(\mathfrak{a} \lambda_{k}\right)^{2}} \int_{Q_{\mathfrak{a} \lambda_{k}}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s=\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\vec{u}_{k}\right|^{3}+\left|p_{k}\right|^{\frac{3}{2}} d y d s \tag{2.25}
\end{equation*}
$$

For studying more in detail the previous expression we need to obtain some estimates about the pressure $\left(p_{k}\right)_{k \in \mathbb{N}}$. Since $\left(\vec{u}_{k}, p_{k}\right)$ is a solution of the system 2.8 which can be seen as the Navier-Stokes equations with an external force $\vec{\nabla} \wedge \vec{\omega}_{k}$, the pressure satisfies $-\Delta p_{k}=\operatorname{div}\left(\operatorname{div}\left(\vec{u}_{k} \otimes \vec{u}_{k}\right)\right)$. Hence, following the same arguments as in (2.3), we can split the pressure $p_{k}=\widetilde{\mathfrak{p}}_{k}+\widetilde{\Pi}_{k}$ where $\widetilde{\mathfrak{p}}_{k}=\frac{1}{(-\Delta)}\left(\operatorname{div}\left(\operatorname{div}\left(\phi \vec{u}_{k} \otimes \vec{u}_{k}\right)\right)\right.$ with $\phi$ a positive test function supported in $B_{0,2 \mathfrak{a}}$ such that $\phi=1$ in $B_{0, \mathfrak{a}}$, and $\widetilde{\Pi}_{k}$ is a harmonic function defined by $\widetilde{\Pi}_{k}=p_{k}-\widetilde{\mathfrak{p}}_{k}$. Now, using the boundedness of the Riesz transform in $L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{aligned}
\left\|\widetilde{\mathfrak{p}}_{k}(t, \cdot)\right\|_{L_{x}^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)} & \leq\left\|\widetilde{\mathfrak{p}}_{k}(t, \cdot)\right\|_{L^{\frac{3}{2}\left(\mathbb{R}^{3}\right)}}=\| \frac{1}{(-\Delta)}\left(\operatorname{div}\left(\operatorname{div}\left(\phi \vec{u}_{k} \otimes \vec{u}_{k}\right)\right)(t, \cdot) \|_{L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)}\right. \\
& \leq C\left\|\phi\left(\vec{u}_{k} \otimes \vec{u}_{k}\right)(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)}^{2}
\end{aligned}
$$

Moreover since $\operatorname{supp}(\phi) \subset B_{0,2 \mathfrak{a}}$, we have

$$
\begin{equation*}
\left\|\widetilde{\mathfrak{p}}_{k}(t, \cdot)\right\|_{L_{x}^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)} \leq C\|\phi\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\left\|\vec{u}_{k}(t, \cdot)\right\|_{L^{3}\left(B_{0,2 \mathfrak{a}}\right)}^{2} \leq C\left\|\vec{u}_{k}(t, \cdot)\right\|_{L^{3}\left(B_{0,2 \mathfrak{a}}\right)}^{2} \tag{2.26}
\end{equation*}
$$

Furthermore, since $\widetilde{\Pi}_{k}$ is a harmonic function, by the same arguments as in 2.5 , i.e., the local estimates for harmonic functions, we obtain

$$
\left\|\widetilde{\Pi}_{k}(t, \cdot)\right\|_{L^{\infty}\left(B_{0, \mathfrak{a}}\right)} \leq C\left\|\widetilde{\Pi}_{k}(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)} \leq C\left\|\widetilde{\mathfrak{p}}_{k}(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)}+C\left\|p_{k}(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)},
$$

and using the estimate (2.26), we have

$$
\begin{equation*}
\left\|\widetilde{\Pi}_{k}(t, \cdot)\right\|_{L^{\infty}\left(B_{0, \mathfrak{a}}\right)} \leq C\left\|\vec{u}_{k}(t, \cdot)\right\|_{L^{3}\left(B_{0,2 \mathfrak{a}}\right)}^{2}+C\left\|p_{k}(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)} \tag{2.27}
\end{equation*}
$$

Now, coming back to 2.25, using that $p_{k}=\widetilde{\mathfrak{p}}_{k}+\widetilde{\Pi}_{k}$, we have

$$
\begin{align*}
& \varepsilon<\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\vec{u}_{k}\right|^{3}+\left|p_{k}\right|^{\frac{3}{2}} d y d s \leq \frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\vec{u}_{k}\right|^{3}+C\left|\widetilde{\mathfrak{p}}_{k}\right|^{\frac{3}{2}}+C\left|\widetilde{\Pi}_{k}\right|^{\frac{3}{2}} d y d s \\
& \varepsilon<\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\vec{u}_{k}\right|^{3} d y d s+\frac{C}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\widetilde{\mathfrak{p}}_{k}\right|^{\frac{3}{2}} d y d s+\frac{C}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\widetilde{\Pi}_{k}\right|^{\frac{3}{2}} d y d s \tag{2.28}
\end{align*}
$$

Let us study each term of the expression above. For the first one, it is easy to see that

$$
\begin{equation*}
\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\vec{u}_{k}\right|^{3} d y d s \leq \frac{1}{\mathfrak{a}^{2}} \int_{1-(2 \mathfrak{a})^{2}}^{1} \int_{B_{0,2 \mathfrak{a}}}\left|\vec{u}_{k}\right|^{3} d y d s=\frac{1}{\mathfrak{a}^{2}}\left\|\vec{u}_{k}\right\|_{L_{t}^{3} L_{x}^{3}\left(Q_{2 \mathfrak{a}}(1,0)\right)}^{3} \tag{2.29}
\end{equation*}
$$

For the second term in 2.28), from the estimate 2.26, we have

$$
\begin{align*}
\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\widetilde{\mathfrak{p}}_{k}\right|^{\frac{3}{2}} d y d s & \leq \frac{1}{\mathfrak{a}^{2}} \int_{1-(2 \mathfrak{a})^{2}}^{1}\left\|\widetilde{\mathfrak{p}}_{k}(s, \cdot)\right\|_{L^{\frac{3}{2}\left(B_{0,2 \mathfrak{a}}\right)}}^{\frac{3}{2}} d s \leq \frac{C}{\mathfrak{a}^{2}} \int_{1-(2 \mathfrak{a})^{2}}^{1}\left\|\vec{u}_{k}(s, \cdot)\right\|_{L^{3}\left(B_{0,2 \mathfrak{a}}\right)}^{3} d s \\
& \leq \frac{C}{\mathfrak{a}^{2}}\left\|\vec{u}_{k}\right\|_{L_{t}^{3} L_{x}^{3}\left(Q_{2 \mathfrak{a}}(1,0)\right)}^{3} \tag{2.30}
\end{align*}
$$

For the third term in 2.28 , since $\left\|\widetilde{\Pi}_{k}(s, \cdot)\right\|_{L^{\infty}\left(B_{0, a}\right)} \leq C\left\|\vec{u}_{k}(s, \cdot)\right\|_{L^{3}\left(B_{0,2 \mathrm{a}}\right)}^{2}+C\left\|p_{k}(s, \cdot)\right\|_{L^{\frac{3}{2}\left(B_{0,2 \mathrm{a}}\right)}}$ by (2.27), we obtain

$$
\begin{aligned}
\left.\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}} \widetilde{\Pi}_{k}\right|^{\frac{3}{2}} d y d s & \leq C \mathfrak{a} \int_{1-\mathfrak{a}^{2}}^{1}\left\|\widetilde{\Pi}_{k}(t, \cdot)\right\|_{L^{\infty}\left(B_{0, \mathfrak{a})}\right.}^{\frac{3}{2}} d s \\
& \leq C \mathfrak{a}\left(\int_{1-\mathfrak{a}^{2}}^{1}\left\|\vec{u}_{k}(s, \cdot)\right\|_{L^{3}\left(B_{0,2 \mathfrak{a}}\right)}^{3}+\int_{1-\mathfrak{a}^{2}}^{1}\left\|p_{k}(s, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0,2 \mathfrak{a}}\right)}^{\frac{3}{2}} d s\right) \\
& \leq C \mathfrak{a}\left(\left\|\vec{u}_{k}\right\|_{L_{t}^{\infty} L_{x}^{3}}^{3}+\left\|p_{k}\right\|_{L_{t}^{3}}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{2 \mathfrak{a}(1,0))}\right) .\right.
\end{aligned}
$$

Thus, since $\left(\vec{u}_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by 2.15) and $\left(p_{k}\right)_{k \in \mathbb{N}}$ is uniformly bounded in $\left(L^{\frac{3}{2}}(] 0,1\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)\right)_{l o c}$ by 2.13$)$, we obtain that

$$
\begin{equation*}
\frac{1}{\mathfrak{a}^{2}} \int_{1-\mathfrak{a}^{2}}^{1} \int_{B_{0, \mathfrak{a}}}\left|\widetilde{\Pi}_{k}\right|^{\frac{3}{2}} d y d s \leq C \mathfrak{a} \tag{2.31}
\end{equation*}
$$

Then, gathering all the estimates $2.29-(2.31)$ in 2.28$)$, we obtain

$$
\varepsilon<\frac{C}{\mathfrak{a}^{2}}\left\|\vec{u}_{k}\right\|_{L_{t}^{3} L_{x}^{3}\left(Q_{2 \mathfrak{a}}(1,0)\right)}^{3}+C^{\prime} \mathfrak{a}
$$

which we rewrite in the following manner $\mathfrak{a}^{2} \varepsilon-C^{\prime} \mathfrak{a}^{3}<C\left\|\vec{u}_{k}\right\|_{L_{t}^{3} L_{x}^{3}\left(Q_{2 \mathfrak{a}}(1,0)\right)}^{3}$. Now, by considering $\mathfrak{a}$ such that $\mathfrak{a}<\frac{\varepsilon}{C^{\prime}}$, we can find a constant $0<\varepsilon_{*}<\mathfrak{a}^{2} \varepsilon-C^{\prime} \mathfrak{a}^{3}$, such that

$$
0<\varepsilon_{*}<C\left\|\vec{u}_{k}\right\|_{L_{t, x}^{3}\left(Q_{2 \mathfrak{a}}(1,0)\right)}^{3}
$$

Thus, from the strong convergence in $\left(L_{t, x}^{3}\right)_{l o c}$ of $\left(\vec{u}_{k_{j}}\right)_{j \in \mathbb{N}}$ given in 2.23), we obtain

$$
\begin{equation*}
0<\varepsilon_{*}<\int_{Q_{2 \mathfrak{a}}}\left|\vec{u}_{\infty}\right|^{3} d y d s \tag{2.32}
\end{equation*}
$$

We have thus proven that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ is a nontrivial solution of the Navier-Stokes equations.

We will now exhibit a contradiction by showing that $\vec{u}_{\infty} \equiv 0$. For this purpose, we recall that the limit solution $\left(\vec{u}_{\infty}, p_{\infty}\right)$ satisfies the Navier-Stokes equations 2.24 ) and therefore we may consider the backwards uniqueness and unique continuation theories developed in [15], which can be summarized in the following proposition

Proposition 2.1. Let $(\vec{v}, h)$ be a solution of the Navier-Stokes equations on $] 0,1\left[\times \mathbb{R}^{3}\right.$, i.e., we have

$$
\partial \vec{v}=\Delta \vec{v}-(\vec{v} \cdot \vec{\nabla}) \vec{v}-\vec{\nabla} h, \quad \operatorname{div}(\vec{v})=0
$$

Assume moreover that $\vec{v} \in L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1}$ and for any $\phi \in \mathcal{C}_{0}^{\infty}(] 0,1\left[\times \mathbb{R}^{3}\right)$, the pair $(\vec{v}, h)$ satisfies the following local energy inequality

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}}|\vec{v}|^{2} \phi(t, \cdot) d y+2 \int_{s<t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{v}|^{2} \phi d y d s \leq \int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \phi+\Delta \phi\right)|\vec{v}|^{2} d y d s  \tag{2.33}\\
\left.+2 \int_{s<t} \int_{\mathbb{R}^{3}} h \vec{v} \cdot \vec{\nabla} \phi\right) d y d s+\int_{s<t} \int_{\mathbb{R}^{3}}|\vec{v}|^{2}(\vec{v} \cdot \vec{\nabla}) \phi d y d s .
\end{array}
$$

If $\vec{v} \in L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ and $\vec{v}(1, \cdot)=0$, then $\vec{v}=0$ on $\left.] 0,1\right] \times \mathbb{R}^{3}$.
For a proof of this proposition we refer to the article [15] and the books [30], [35].
Let us now verify that the pair $\left(\vec{u}_{\infty}, p_{\infty}\right)$ satisfies the hypotheses of the previous proposition. First, notice that $\left(\vec{u}_{\infty}, p_{\infty}\right)$ satisfies the local energy inequality (2.33) since it is a suitable solution of the Navier-Stokes equations (2.24). Moreover we also have that $\vec{u} \in L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by 2.16), thus it is enough to proof that $\vec{u}_{\infty}(1, \cdot)=0$. For this purpose, remark that for any $j \in \mathbb{N}$, we have $\vec{u}_{k_{j}} \in L^{\infty}(] 0,1\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \subset L^{1}(] 0,1\left[, H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)$ due to the spaces inclusions $L^{2}\left(\mathbb{R}^{3}\right) \subset H^{-1}\left(\mathbb{R}^{3}\right) \subset H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)$ and that we have $\partial_{t} \vec{u}_{k_{j}} \in L^{\frac{3}{2}}(] 0,1\left[, H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right) \subset L^{1}(] 0,1\left[, H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)$. Therefore, by following the same lines that leaded us to deduce (2.1), (see as well [24, pg 402]), we can obtain that

$$
\vec{u}_{k_{j}} \in \mathcal{C}\left([0,1], H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right) .
$$

Thus, if we consider $\phi \in \mathcal{C}^{\infty}(\mathbb{R})$ such that $\phi=1$ on $]-\infty, \frac{3}{2}[$ and $\phi=0$ on $] 2,+\infty[$, by writing for any $t \in[0,1]$,

$$
\vec{u}_{k_{j}}(t, \cdot)=-\int_{t}^{2} \partial_{t}\left(\phi \vec{u}_{k_{j}}\right) d s
$$

we can obtain that $\vec{u}_{\infty}(t, \cdot)$ is the weak-* limit of $\vec{u}_{k_{j}}(t, \cdot)$ in $H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)$. It follows that for any $t \in[0,1]$, $\vec{u}_{\infty}(t, \cdot)$ is well defined in a distributional sense. In particular, $\vec{u}_{\infty}(1, \cdot)$ is the weak-* limit of $\vec{u}_{k_{j}}(1, \cdot)$ in $H^{-\frac{3}{2}}\left(\mathbb{R}^{3}\right)$. Moreover, for any $\mathfrak{r}>0$, since $\vec{u}_{k}(1, \cdot)=\lambda_{k} \vec{u}\left(t_{0}, x_{0}+\lambda_{k} \cdot\right)$ and by the change of variable $z=x_{0}+\lambda_{k_{j}} y$, we have

$$
\int_{B_{0, \mathrm{r}}}\left|\vec{u}_{k_{j}}(1, y)\right|^{3} d y=\int_{B_{0, \mathrm{r}}} \lambda_{k_{j}}^{3}\left|\overrightarrow{\underline{u}}\left(t_{0}, x_{0}+\lambda_{k_{j}} y\right)\right|^{3} d y=\int_{B_{x_{0}, \lambda_{k_{j}} \mathrm{r}}}\left|\overrightarrow{\underline{\vec{u}}}\left(t_{0}, z\right)\right|^{3} d z .
$$

Notice that $\vec{u}\left(t_{0}, \cdot\right) \in L^{3}\left(B_{x_{0}, \frac{R}{2}}\right)$ by 2.2 and since $\underline{\vec{u}}=\left.\vec{u}\right|_{Q_{\frac{R}{2}}\left(t_{0}, x_{0}\right)}$, we have that $\underline{\vec{u}}\left(t_{0}, \cdot\right) \in L^{3}\left(\mathbb{R}^{3}\right)$. Thus, since $\lambda_{k_{j}}=\sqrt{t_{0}-t_{k_{j}}} \underset{j \rightarrow+\infty}{\longrightarrow} 0$, the function $\mathbb{1}_{B_{x_{0}, \lambda_{k_{j}}}{ }^{\text {r }}}$ converges pointwise to 0 as $j \rightarrow+\infty$. Hence by the dominated convergence theorem, we have

$$
\int_{B_{0, \mathfrak{r}}}\left|\vec{u}_{k_{j}}(1, y)\right|^{3} d y=\int_{\mathbb{R}^{3}} \mathbb{1}_{B_{x_{0}, \lambda_{k_{j}} \mathrm{r}}}(z)\left|\underline{\vec{u}}\left(t_{0}, z\right)\right|^{3} d z \underset{j \rightarrow+\infty}{\longrightarrow} 0 .
$$

Therefore, the sequence $\left(\vec{u}_{k_{j}}(1, \cdot)\right)_{j \in \mathbb{N}}$ converges weakly-* to 0 in $L^{3}\left(\mathbb{R}^{3}\right)$ and then by the uniqueness of the limit, we obtain that $\vec{u}_{\infty}(1, \cdot)=0$.

We have now all the hypotheses needed to apply Proposition 2.1 (i.e. $\left(\vec{u}_{\infty}, p_{\infty}\right)$ is a suitable solution, $\vec{u}_{\infty} \in L^{\infty}(] 0,1\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by (2.16) and $\left.\vec{u}_{\infty}(1, \cdot)=0\right)$ so we obtain that $\vec{u}_{\infty}=0$ on $] 0,1\left[\times \mathbb{R}^{3}\right.$. Thus, we have

$$
\int_{Q_{2 a}}\left|\vec{u}_{\infty}\right| d x d s=0
$$

which is a contradiction to $(2.32)$, and this allows to conclude that $\vec{u}$ is actually bounded in $Q_{r}\left(t_{0}, x_{0}\right)$ for all $0<r \leq \frac{R}{2}$. This ends the proof of the Theorem 1.1 .

## 3 Proof of Theorem 1.2

We recall the setting of this theorem. Let $(\vec{u}, p, \vec{\omega})$ be a Leray-type weak solution of the micropolar fluids equations (1.1) and (1.2) such that $\vec{u}, \vec{\omega} \in L^{\infty}(] 0,+\infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)$ and we assume that for $0<\delta<T<+\infty$, we have $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Our aim consists in proving that under the previous assumptions the condition $\vec{u} \in \mathcal{C}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ is equivalent to the fact that any point $\left.\left(t_{0}, x_{0}\right) \in\right] \delta, T[$ is partially regular in the sense of Definition 1.3 .

To do so, first we will establish some properties of the weak solution $(\vec{u}, p, \vec{\omega})$ in this framework.

- We prove here that $\vec{u}(t, \cdot) \in L^{3}\left(\mathbb{R}^{3}\right)$ for any $t \in[\delta, T]$. For showing this claim, in contrast to the proof of Theorem 1.1, we take advantage of the properties of weak solutions of the Navier-Stokes equations. Indeed, since ( $\vec{u}, p$ ) is a weak solution of the equation (1.1) which can be seen as the Navier-Stokes equations with an external force $\vec{\nabla} \wedge \vec{\omega} \in L_{t, x}^{2}$, it is possible to deduce that $\vec{u}$ is $L^{2}\left(\mathbb{R}^{3}\right)$-weakly continuous in time i.e., for any $t \in[\delta, T]$ the application

$$
\begin{equation*}
t \longmapsto \int_{\mathbb{R}^{3}} \vec{u}(t, x) \vec{\phi}(x) d x, \tag{3.1}
\end{equation*}
$$

is continuous for every $\vec{\phi} \in L^{2}\left(\mathbb{R}^{3}\right)$. See for instance Theorem 3.8 in the book [28] or Lemma 3.4 in [35] for a proof of this fact and more details. Now, fix $t \in[\delta, T]$ and we consider a sequence $\left(t_{k}\right)_{k \in \mathbb{N}}$ in $] \delta, T$ such that $t_{k} \underset{k \rightarrow+\infty}{\longrightarrow} t$. Since $\left\|\vec{u}\left(t_{k}, \cdot\right)\right\|_{L^{3}} \leq\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{3}}$, by the Banach-Alaoglu theorem, there exists a subsequence $\left(\vec{u}\left(t_{k_{j}}, \cdot\right)\right)_{j \in \mathbb{N}}$ such that $\vec{u}\left(t_{k_{j}}, \cdot\right) \longrightarrow \vec{v}(t, \cdot)$ weakly-* in $L^{3}\left(\mathbb{R}^{3}\right)$. On the other hand, since the application (3.1) is continuous for every $\phi \in L^{2}\left(\mathbb{R}^{3}\right)$, in particular it is continuous for any $\psi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, and hence we have $\int_{\mathbb{R}^{3}} \vec{u}\left(t_{k_{j}}, x\right) \psi(x) d x \underset{j \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{3}} \vec{u}(t, x) \psi(x) d x$. Since $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ is dense in $L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)$, by the uniqueness of the limit, we obtain $\vec{u}(t, \cdot)=\vec{v}(t, \cdot) \in$ $L^{3}\left(\mathbb{R}^{3}\right)$. We have thus proved that

$$
\begin{equation*}
\text { for any } \quad t \in[\delta, T], \quad \vec{u}(t, \cdot) \in L^{3}\left(\mathbb{R}^{3}\right) . \tag{3.2}
\end{equation*}
$$

- We prove now that, for any open set $B \subset \mathbb{R}^{3}$, the triplet $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution of the micropolar fluids equations in $] \delta, T[\times B$ in the sense of Definition 1.2. Indeed, since $\vec{u}, \vec{\omega} \in L^{\infty}(] 0,+\infty\left[L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)$ we immediately have

$$
\vec{u}, \vec{\omega} \in L^{\infty}(] \delta, T\left[, L^{2}(B)\right) \cap L^{2}(] \delta, T\left[, \dot{H}^{1}(B)\right) .
$$

Thus, it is enough to show that $p \in L^{\frac{3}{2}}(] \delta, T\left[, L^{\frac{3}{2}}(B)\right)$ and $(\vec{u}, p, \vec{\omega})$ satisfies the following local energy inequality: for any $\phi \in \mathcal{C}_{0}^{\infty}(] \delta, T[\times B)$,

$$
\begin{align*}
\int_{\mathbb{R}^{3}}|\vec{u}|^{2} \phi(t, \cdot) d x & +2 \int_{s<t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{u}|^{2} \phi d x d s \leq \int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \phi+\Delta \phi\right)|\vec{u}|^{2} d y d s+2 \int_{s<t} \int_{\mathbb{R}^{3}} p(\vec{u} \cdot \vec{\nabla} \phi) d y d s \\
& +\int_{s<t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2}(\vec{u} \cdot \vec{\nabla}) \phi d x d s+\int_{s<t} \int_{\mathbb{R}^{3}}(\vec{\nabla} \wedge \vec{\omega}) \cdot(\phi \vec{u}) d y d s . \tag{3.3}
\end{align*}
$$

For proving that $p \in L^{\frac{3}{2}}(] \delta, T\left[, L^{\frac{3}{2}}(B)\right)$, recall that the pressure satisfies the equation $p=\frac{1}{(-\Delta)} \operatorname{div} \operatorname{div}(\vec{u} \otimes \vec{u})$ over $\mathbb{R}^{3}$. Hence, using the boundedness of the Riesz transforms in $L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)$, we have

$$
\|p(t, \cdot)\|_{L^{\frac{3}{2}}(B)} \leq\left\|\frac{1}{(-\Delta)} \operatorname{div} \operatorname{div}(\vec{u} \otimes \vec{u})(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)} \leq C\|\vec{u} \otimes \vec{u}(t, \cdot)\|_{L^{\frac{3}{( }\left(\mathbb{R}^{3}\right)}} \leq C\|\vec{u}(t, \cdot)\|_{L^{3}\left(\mathbb{R}^{3}\right)}^{2} .
$$

By considering the $L^{\frac{3}{2}}$-norm in the time interval $] \delta, T[$, in the expression above, and since $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by hypothesis, one has

$$
\begin{equation*}
\|p\|_{L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}(] \delta, T[\times B)} \leq C\|\vec{u}\|_{L^{\frac{3}{2}}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)}^{2} \leq C\|\vec{u}\|_{L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)}^{2}<+\infty . \tag{3.4}
\end{equation*}
$$

Now, let us prove that $(\vec{u}, p, \vec{\omega})$ satisfies the local energy inequality (3.3). First notice that since $\vec{u} \in L_{t}^{2} \dot{H}_{x}^{1} \subset L_{t}^{2} L_{x}^{6}$ and $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by hypothesis, by using an interpolation argument, we have
$\|\vec{u}\|_{L^{4}(] \delta, T\left[, L^{4}(B)\right)} \leq\|\vec{u}\|_{L^{\infty}(] \delta, T\left[, L^{3}(B)\right)}^{\frac{1}{2}}\|\vec{u}\|_{L^{2}(] \delta, T\left[, L^{6}(B)\right)}^{\frac{1}{2}} \leq\|\vec{u}\|_{L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)}^{\frac{1}{2}}\|\vec{u}\|_{L^{2}(] \delta, T\left[, L^{6}\left(\mathbb{R}^{3}\right)\right)}^{\frac{1}{2}}<+\infty$.
Thus, since $(\vec{u}, p, \vec{\omega})$ satisfies the first equation of the micropolar fluids equations (1.1), and we have deduced that $\vec{u} \in L^{4}(] \delta, T\left[, L^{4}(B)\right)$ and $p \in L^{\frac{3}{2}}(] \delta, T\left[, L^{\frac{3}{2}}(B)\right)$, it is then possible to see that each term in the local energy inequality 3.3 is well defined. Therefore, since $\vec{u}, \vec{\omega} \in L^{\infty}(] \delta, T\left[, L^{2}(B)\right) \cap L^{2}(] \delta, T\left[, \dot{H}^{1}(B)\right), p \in L^{\frac{3}{2}}(] \delta, T\left[, L^{\frac{3}{2}}(B)\right)$, and the local energy inequality is satisfied, we obtain that for any open set $B \subset \mathbb{R}^{3}$, the triplet $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution on $] \delta, T[\times B$.

Having proved the previous two points about the weak solution $(\vec{u}, p, \vec{\omega})$ in the general framework considered in this section, we continue with the proof of Theorem 1.2.

First let us show that if $\vec{u} \in \mathcal{C}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right) \cap L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ then any $\left.\left(t_{0}, x_{0}\right) \in\right] \delta, T\left[\times \mathbb{R}^{3}\right.$ is partially regular in the sense of Definition 1.3 . Indeed, notice that since $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right.$, for any $\left.\left(t_{0}, x_{0}\right) \in\right] \delta, T\left[\times \mathbb{R}^{3}\right.$, there exists $0<R<\sqrt{t_{0}-\delta}$ such that $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)$. Moreover, we have seen that $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution on $Q_{R}\left(t_{0}, x_{0}\right)$ in the sense of Definition 1.3 , then by using Theorem 1.1, there exists a radius $0<r \leq \frac{R}{2}$ such that $\vec{u} \in L_{t, x}^{\infty}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)$ and therefore the point $\left(t_{0}, x_{0}\right)$ is partially regular in the sense of Definition 1.3 . Thus we have proved the first implication.

We turn now to the other direction: assume that any $\left.\left(t_{0}, x_{0}\right) \in\right] \delta, T\left[\times \mathbb{R}^{3}\right.$ is a partial regular point in the sense of Definition 1.3 and we aim to prove that we have

$$
\vec{u} \in \mathcal{C}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)
$$

To do so, first, we will deduce that the velocity $\vec{u}$ satisfies that $\vec{u} \in L_{t, x}^{\infty}(] \delta, T\left[\times \mathbb{R}^{3}\right)$ and $\vec{u} \in \mathcal{C}\left([\delta, T], L^{2}\left(\mathbb{R}^{3}\right)\right)$.

Indeed, let us prove that $\vec{u}$ is bounded on $] \delta, T\left[\times \mathbb{R}^{3}\right.$. Fix $\left.t_{0} \in\right] \delta, T\left[\right.$ and $0<R<\sqrt{t_{0}-\delta}$. Since $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by hypothesis and $p \in L^{\frac{3}{2}}(] \delta, T\left[, L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)\right)$ by (3.4), we have that

$$
\lim _{\left|x_{0}\right| \longrightarrow+\infty} \frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s=0
$$

Thus, for $\varepsilon>0$ there exists $K>0$ such that for any $\left|x_{0}\right|>K$, we have $\frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s \leq \varepsilon$. Therefore, using the $\varepsilon$ - regularity theory developed in Theorem B. 1 in the appendix $B$, there exists $0<r \leq \frac{R}{2}$ such that $\|\vec{u}\|_{L_{t, x}^{\infty}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)}<C$. Since this bound is valid for any $\left|x_{0}\right|>K$, we deduce that

$$
\begin{equation*}
\vec{u} \in L_{t, x}^{\infty}(] t_{0}-r^{2}, t_{0}\left[\times B_{0, K}^{c}\right) \tag{3.5}
\end{equation*}
$$

Now, we will show that $\vec{u}$ is bounded on $] t_{0}-\rho^{2}, t_{0}\left[\times \bar{B}_{0, K}\right.$, for some $\rho>0$ to be defined later. Notice that for any $y \in \bar{B}_{0, K}$, the point $\left(t_{0}, y\right)$ is partially regular by hypothesis and hence there exists $0<\mathfrak{r}_{y}<\sqrt{t_{0}-\delta}$ such that

$$
\begin{equation*}
\left.\vec{u} \in L_{t, x}^{\infty}\left(Q_{\mathbf{r}_{y}}\left(t_{0}, y\right)\right), \quad \text { where } \quad Q_{\mathbf{r}_{y}}\left(t_{0}, y\right)=\right] t_{0}-\mathfrak{r}_{y}^{2}, t_{0}\left[\times B_{y, \mathfrak{r}_{y}} .\right. \tag{3.6}
\end{equation*}
$$

Remark that the family $\left\{B_{y, \mathfrak{r}_{y}}: y \in \bar{B}_{0, K}\right\}$ forms a cover of $\bar{B}_{0, K}$. Thus, by the compactness of $\bar{B}_{0, K}$ and by the information given in (3.6), there exists a finite sub-cover $\left\{B_{\mathfrak{r}_{y_{i}}}\left(t_{0}, y_{i}\right)\right.$ : $i=1, \ldots, n\}$ of $\bar{B}_{0, K}$ such that for all $1 \leq i \leq n, \vec{u} \in L_{t, x}^{\infty}\left(Q_{\mathrm{r}_{y_{i}}}\left(t_{0}, y_{i}\right)\right)$. Setting $\rho=\min \left\{\mathfrak{r}_{y_{1}}, \ldots, \mathfrak{r}_{y_{n}}\right\}$, we have $\vec{u} \in L_{t, x}^{\infty}(] t_{0}-\rho^{2}, t_{0}\left[\times \bigcup_{i=1}^{n} B_{y_{i}, \mathfrak{r}_{y_{i}}}\right)$. Now, since $\bar{B}_{0, K} \subset \bigcup_{i=1}^{n} B_{y_{i}, \mathfrak{r}_{y_{i}}}$, we have $\vec{u} \in L_{t, x}^{\infty}(] t_{0}-\rho^{2}, t_{0}\left[\times \bar{B}_{0, K}\right)$. Therefore, from the previous information and (3.5), we can easily deduce that $\vec{u} \in L^{\infty}(] t_{0}-\min \{\rho, r\}^{2}, t_{0}\left[\times \mathbb{R}^{3}\right)$. Moreover, since $\left.t_{0} \in\right] \delta, T[$ was arbitrary, one has

$$
\begin{equation*}
\vec{u} \in L_{t, x}^{\infty}(] \delta, T\left[\times \mathbb{R}^{3}\right) \tag{3.7}
\end{equation*}
$$

Now, let us prove that $\vec{u} \in \mathcal{C}\left([\delta, T], L^{2}\left(\mathbb{R}^{3}\right)\right)$. For this, we remark that it is known that it is sufficient to verify that $\vec{u} \in L^{2}(] \delta, T\left[, H^{1}\left(\mathbb{R}^{3}\right)\right)$ and $\partial_{t} \vec{u} \in L^{2}(] \delta, T\left[, H^{-1}\left(\mathbb{R}^{3}\right)\right.$ to obtain this fact (see for instance [28, Theorem 1.33]). Thus, since $\vec{u} \in L^{\infty}\left(\left[0,+\infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)\right.\right.$ by hypothesis, we have

$$
\begin{aligned}
\|\vec{u}\|_{L^{2}\left(l \delta, T\left[, H^{1}\left(\mathbb{R}^{3}\right)\right)\right.}^{2} & =\|\vec{u}\|_{L^{2}\left(l \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)\right.}^{2}+\|\vec{u}\|_{L^{2}\left(l \delta, T\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)\right.}^{2} \\
& \leq C\|\vec{u}\|_{L^{\infty}\left(\mid \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)\right.}^{2}+\|\vec{u}\|_{L^{2}\left(j \delta, T\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)\right.}^{2}<+\infty .
\end{aligned}
$$

and hence we obtain that $\vec{u} \in L^{2}(] \delta, T\left[, H^{1}\left(\mathbb{R}^{3}\right)\right)$. Now, for proving $\partial_{t} \vec{u} \in L^{2}(] \delta, T\left[, H^{-1}\left(\mathbb{R}^{3}\right)\right.$, recall that $\vec{u}$ satisfies the equation $\partial_{t} \vec{u}=\Delta \vec{u}-\mathbb{P}(\operatorname{div}(\vec{u} \otimes \vec{u}))+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}$ where $\mathbb{P}(\cdot)$ is the Leray projector. Thus, since $\dot{H}^{-1}\left(\mathbb{R}^{3}\right) \subset H^{-1}\left(\mathbb{R}^{3}\right)$ and $\mathbb{P}$ is a bounded operator in $\dot{H}^{-1}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{aligned}
\left\|\partial_{t} \vec{u}(t, \cdot)\right\|_{H^{-1}\left(\mathbb{R}^{3}\right)} & \leq\left\|\partial_{t} \vec{u}(t, \cdot)\right\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)} \\
& \leq\|\Delta \vec{u}(t, \cdot)\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)}+\|\mathbb{P}(\operatorname{div}(\vec{u} \otimes \vec{u}))(t, \cdot)\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)}+\left\|\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}(t, \cdot)\right\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)} \\
& \leq\|\Delta \vec{u}(t, \cdot)\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)}+C\|\operatorname{div}(\vec{u} \otimes \vec{u})(t, \cdot)\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)}+\left\|\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}(t, \cdot)\right\|_{\dot{H}^{-1}\left(\mathbb{R}^{3}\right)},
\end{aligned}
$$

and we can write

$$
\left\|\partial_{t} \vec{u}(t, \cdot)\right\|_{H^{-1}\left(\mathbb{R}^{3}\right)} \leq\|\vec{u}(t, \cdot)\|_{\dot{H}^{1}\left(\mathbb{R}^{3}\right)}+C\|(\vec{u} \otimes \vec{u})(t, \cdot)\|_{L^{2}\left(\mathbb{R}^{3}\right)}+C\|\vec{\omega}(t, \cdot)\|_{L^{2}\left(\mathbb{R}^{3}\right)} .
$$

By considering the $L^{2}$-norm in the time interval $] \delta, T[$ in the expression above, since $\vec{u}, \vec{\omega} \in L^{\infty}(] \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] \delta, T\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)$ by hypothesis and since $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)$ by 3.7), we have

$$
\begin{aligned}
& \left\|\partial_{t} \vec{u}\right\|_{L^{2}\left(\jmath \delta, T\left[, H^{-1}\left(\mathbb{R}^{3}\right)\right)\right.} \leq\|\vec{u}\|_{L^{2}\left(\jmath \delta, T\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)\right.}+\|\vec{u} \otimes \vec{u}\|_{L^{2}\left(\jmath \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)\right.}+\frac{1}{2}\|\vec{\omega}\|_{L^{2}\left(\jmath \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)\right.} \\
& \leq\|\vec{u}\|_{L^{2}\left(\int \delta, T\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)\right.}+C\|\vec{u}\|_{L^{\infty}\left(\left[\delta, T\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)\right.\right.}\|\vec{u}\|_{L^{\infty}\left(j \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)\right.}+C\|\vec{\omega}\|_{L^{\infty}\left(j \delta, T\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)\right.}<+\infty .
\end{aligned}
$$

Thus, since we have proved that $\vec{u} \in L^{2}(] \delta, T\left[, H^{1}\left(\mathbb{R}^{3}\right)\right)$ and $\partial_{t} \vec{u} \in L^{2}(] \delta, T\left[, H^{-1}\left(\mathbb{R}^{3}\right)\right)$, it is possible to deduce that $\vec{u} \in \mathcal{C}\left([\delta, T], L^{2}\left(\mathbb{R}^{3}\right)\right)$.

Having established that $\vec{u} \in L_{t, x}^{\infty}(] \delta, T\left[\times \mathbb{R}^{3}\right)$ and $\vec{u} \in \mathcal{C}\left([\delta, T], L^{2}\left(\mathbb{R}^{3}\right)\right)$, we will now prove that $\vec{u} \in \mathcal{C}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ i.e. we will study the continuity of the function

$$
\begin{align*}
] \delta, T[ & \longrightarrow L^{3}\left(\mathbb{R}^{3}\right) \\
t & \longmapsto \vec{u}(t, \cdot) \tag{3.8}
\end{align*}
$$

Remark that the previous function is well-defined since for any $t \in[\delta, T]$, we have $\vec{u}(t, \cdot) \in L^{3}\left(\mathbb{R}^{3}\right)$ by (3.2). Now, let $\varepsilon>0$ and $\left.t_{1}, t_{2} \in\right] \delta, T\left[\right.$. Since $\vec{u} \in L^{\infty}(] \delta, T\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)$ by (3.7), we have

$$
\begin{aligned}
\left\|\vec{u}\left(t_{1}, \cdot\right)-\vec{u}\left(t_{2}, \cdot\right)\right\|_{L^{3}\left(\mathbb{R}^{3}\right)}^{3}=\int_{\mathbb{R}^{3}}\left|\vec{u}\left(t_{1}, x\right)-\vec{u}\left(t_{2}, x\right)\right|^{3} d x & =\int_{\mathbb{R}^{3}}\left|\vec{u}\left(t_{1}, x\right)-\vec{u}\left(t_{2}, x\right)\right|^{2}\left|\vec{u}\left(t_{1}, x\right)-\vec{u}\left(t_{2}, x\right)\right| d x \\
& \leq 2\|\vec{u}\|_{L^{\infty}(] \delta, T\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)} \int_{\mathbb{R}^{3}}\left|\vec{u}\left(t_{1}, x\right)-\vec{u}\left(t_{2}, x\right)\right|^{2} d x
\end{aligned}
$$

On the other hand since $\vec{u} \in \mathcal{C}\left([\delta, T], L^{2}\left(\mathbb{R}^{3}\right)\right)$, there exists $\delta=\delta(\varepsilon)$ such that if $\left|t_{1}-t_{2}\right| \leq \delta$, we have

$$
\int_{\mathbb{R}^{3}}\left|\vec{u}\left(t_{1}, x\right)-\vec{u}\left(t_{2}, x\right)\right|^{2} d x \leq \frac{\varepsilon}{2\|\vec{u}\|_{L^{\infty}(] \delta, T\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)}} .
$$

Hence, there exists $\delta=\delta(\varepsilon)$ such that if $\left|t_{1}-t_{2}\right| \leq \delta$, we have

$$
\begin{equation*}
\left\|\vec{u}\left(t_{1}, \cdot\right)-\vec{u}\left(t_{2}, \cdot\right)\right\|_{L^{3}\left(\mathbb{R}^{3}\right)}^{3}<\varepsilon . \tag{3.9}
\end{equation*}
$$

Thus, the function $\sqrt[3.8]{ }$ is continuous and therefore we conclude that $\vec{u} \in \mathcal{C}(] \delta, T\left[, L^{3}\left(\mathbb{R}^{3}\right)\right.$ ), which finishes the proof of Theorem 1.2 .

## 4 Proof of Theorem 1.3

Let us recall the framework: we consider $(\vec{u}, p, \vec{\omega})$ a Leray-type weak solution of the micropolar equations (1.1) and (1.2) and let $0<\mathcal{T} \leq+\infty$ be the maximal time such that $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. We thus want to prove that if $\mathcal{T}<+\infty$, then $\sup _{0<t<\mathcal{T}}\|\vec{u}(t, \cdot)\|_{L^{3}}=+\infty$.

To this end, we will need the following proposition.
Proposition 4.1. Let $(\vec{u}, p, \vec{\omega})$ be a Leray-type weak solution of the micropolar equations 1.1 and (1.2) such that for some $0<T_{1}<+\infty$ we have $\vec{u} \in \mathcal{C}(] 0, T_{1}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Then, the following assertions are equivalent:

1) For some $0<T_{2}<+\infty$ such that $T_{1}<T_{2}$, the velocity $\vec{u}$ may be extended to the time interval $] 0, T_{2}\left[\right.$ such that we have the control $\vec{u} \in \mathcal{C}(] 0, T_{2}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$.
2) For every $x_{0} \in \mathbb{R}^{3}$, any point $\left(T_{1}, x_{0}\right)$ is partially regular in the sense of Definition 1.3 .

Proof. Let us prove that 1) implies 2). Assume that for some $0<T_{1}<T_{2}<+\infty$, the velocity $\vec{u}$ may be extended to $] 0, T_{2}\left[\right.$ such that $\vec{u} \in \mathcal{C}(] 0, T_{2}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Notice that since $T_{2}<+\infty$ we have $\vec{u} \in L^{\infty}(] 0, T_{2}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ and that we also have $\vec{u}, \vec{\omega} \in L^{\infty}(] 0,+\infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)$ since it is a Leray-type weak solution. We can thus apply Theorem 1.2 and we obtain that any point $(t, x) \in] 0, T_{2}\left[\times \mathbb{R}^{3}\right.$ is partially regular in the sense of Definition 1.3 . Since $0<T_{1}<T_{2}$ by hypothesis, it follows that for any $x_{0} \in \mathbb{R}^{3}$, the point $\left(T_{1}, x_{0}\right)$ is partially regular, and this completes the proof of the first implication.

Now, we show the converse i.e., we will prove that 2) implies 1) and we assume that for every $x_{0} \in \mathbb{R}^{3}$, the point $\left(T_{1}, x_{0}\right)$ is partially regular in the sense of Definition 1.3 . First, we remark that any point $\left.(t, x) \in] 0, T_{1}\right] \times \mathbb{R}^{3}$ is also partially regular in the sense of Definition 1.3 indeed since
$\vec{u} \in \mathcal{C}(] 0, T_{1}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by hypothesis, and $T_{1}<+\infty$, we have $\vec{u} \in L^{\infty}(] 0, T_{1}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Since $\vec{u}, \vec{\omega}$ is a Leray-type solution we have $\vec{u}, \vec{\omega} \in L^{\infty}(] 0,+\infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}(] 0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)$. Thus, by Theorem 1.2, any point $(t, x) \in] \delta, T_{1}\left[\times \mathbb{R}^{3}\right.$ is partially regular. Recall that the case $t=T_{1}$ follows from the assumption 2).

By using the same arguments as the ones used to deduce 3.7 , we have that $\left.\left.L_{t, x}^{\infty}(] 0, T_{1}\right] \times \mathbb{R}^{3}\right)$ and similarly we can deduce that $\vec{u} \in \mathcal{C}\left(\left[0, T_{1}\right], L^{2}\left(\mathbb{R}^{3}\right)\right)$. Therefore, following the same lines as in (3.9), we have $\left.\left.\vec{u} \in \mathcal{C}(] 0, T_{1}\right], L^{3}\left(\mathbb{R}^{3}\right)\right)$. It is worth noting that we are considering now the interval $\left.] 0, T_{1}\right]$.

To continue and in order to extend the solution beyond $t=T_{1}<+\infty$, we will use the following useful result.

Lemma 4.1. Let $\vec{f}:] 0, T\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}\right.$ be an exterior force with $\operatorname{div}(\vec{f})=0$, such that $\vec{f} \in L^{p}(] 0, T\left[, L^{q}\left(\mathbb{R}^{3}\right)\right)$ with $\frac{2}{p}+\frac{3}{q}=3$ and $\frac{3}{2}<q<3$. Consider $\vec{v}_{0}$ be a divergence-free initial data in $L^{3}\left(\mathbb{R}^{3}\right)$. Then, there exists $0<T_{0}<T$ and an unique solution $(\vec{v}, h)$ of the forced Navier-Stokes equation

$$
\left\{\begin{array}{l}
\partial \vec{v}=\Delta \vec{v}-(\vec{v} \cdot \vec{\nabla}) \vec{v}-\vec{\nabla} h+\vec{f}, \quad \operatorname{div}(\vec{v})=0 \\
\vec{v}(0, \cdot)=\vec{v}_{0}
\end{array}\right.
$$

such that $\vec{v} \in \mathcal{C}\left(\left[0, T_{0}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right) \cap L^{4}(] 0, T_{0}\left[, L^{6}\left(\mathbb{R}^{3}\right)\right)\right.\right.$.
For a proof of this result, we refer to Theorem 15.5 in [24]. Remark that, since $\vec{\omega} \in L^{2}\left(\left[0,+\infty\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)\right.\right.$ by hypothesis, we have for any $1 \ll \kappa<+\infty$ that $\vec{\nabla} \wedge \vec{\omega} \in L^{2}(] 0, \kappa T_{1}\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \subset L^{\frac{4}{3}}(] 0, \kappa T_{1}\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)$. Therefore, by considering the previous proposition with $\vec{u}\left(T_{1}, \cdot\right) \in L^{3}\left(\mathbb{R}^{3}\right)$ as initial data and $\vec{\nabla} \wedge \vec{\omega}$ as external force in $L_{t}^{\frac{4}{3}}(] T_{1}, \kappa T_{1}\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)$, there exists $0<T_{1}<T_{2}<\kappa T_{1}$ and a solution $(\vec{v}, h)$ of the forced Navier-Stokes equations such that $\vec{v} \in \mathcal{C}\left(\left[T_{1}, T_{2}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)\right.\right.$. Since, $(\vec{u}, p)$ can be seen as a Leraytype weak solution of the same equation satisfied by $(\vec{v}, h)$ (starting from the same initial data and the same external force), by a weak-strong uniqueness argument we have that $\vec{u}=\vec{v} \in \mathcal{C}\left(\left[T_{1}, T_{2}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)\right.\right.$ and hence the solution can be extended beyond $t=T_{1}$ such that $\vec{u} \in \mathcal{C}(] 0, T_{2}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. This completes the proof of the second implication and this proves Proposition 4.1.

Proof of Theorem 1.3. Let $0<\mathcal{T} \leq+\infty$ be the maximal time such that $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Recall that we want to prove that if $\mathcal{T}<+\infty$, then $\sup _{0<t<\mathcal{T}}\|\vec{u}(t, \cdot)\|_{L^{3}}=+\infty$. Assume the contrary, i.e., we have $\vec{u} \in L^{\infty}(] 0, \mathcal{T}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$. Since $0<\mathcal{T}<+\infty$ is the maximal time such that $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$, from Proposition 4.1, there exists a point $x_{0} \in \mathbb{R}^{3}$ such that $\left(\mathcal{T}, x_{0}\right)$ has to be a partial singular point in the sense of Definition 1.3 ,

On the other hand, for the same point $\left(\mathcal{T}, x_{0}\right)$ since $\vec{u} \in L^{\infty}(] 0, \mathcal{T}\left[, L^{3}\left(\mathbb{R}^{3}\right)\right)$ by assumption, we can find $0<R<\sqrt{\mathcal{T}}$ such that $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\left(\mathcal{T}, x_{0}\right)\right)$. Moreover, since $(\vec{u}, p, \vec{\omega})$ is a Leray-type solution we have $\vec{u}, \vec{\omega} \in L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\left(\mathcal{T}, x_{0}\right)\right) \cap L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\left(\mathcal{T}, x_{0}\right)\right)$. Then, since we have moreover that $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution in $Q_{R}\left(\mathcal{T}, x_{0}\right)$ and $\vec{u} \in L_{t}^{\infty} L_{x}^{3}\left(Q_{R}\left(\mathcal{T}, x_{0}\right)\right)$, we can apply Theorem 1.1 and it follows that $\left(\mathcal{T}, x_{0}\right)$ is actually a partial regular point in the sense of Definition 1.3 . This is a contradiction since we have seen that $\left(\mathcal{T}, x_{0}\right)$ is partially singular. Thus, the quantity $L_{t}^{\infty} L_{x}^{3}$ should explode and this finishes the proof of the Theorem 1.3 .

## 5 The $L^{3}$-norm concentration effect

In this section we will prove Theorem 1.4. More precisely, we will deduce the concentration effect of the $L^{3}$-norm of the velocity $\vec{u}$ around a partial singular point $(\mathcal{T}, 0)$ when $\vec{u} \in \mathcal{C}\left(\left[0, \mathcal{T}\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)\right.\right.$. Thus,
if we assume that for $r_{0}>0$ such that $0<\mathcal{T}-r_{0}^{2}$ we have

$$
\sup _{x_{0} \in \mathbb{R}^{3}} \sup _{\left.r \in] 0, r_{0}\right]} \sup _{\left.t \in] \mathcal{T}-r^{2}, \mathcal{T}\right]} \frac{1}{r} \int_{B_{x_{0}, r}}|\vec{u}(t, x)|^{2} d x=\mathfrak{M}<+\infty
$$

we will deduce that there exists $\varepsilon>0, \mathfrak{S}=\mathfrak{S}(\mathfrak{M})$ and $0<\delta<\mathcal{T}$ such that for all $t \in] \mathcal{T}-\delta$, $\mathcal{T}$ [, we have

$$
\int_{B_{0, \sqrt{\frac{T-t}{\mathcal{E}}}}}|\vec{u}(t, x)|^{3} d x \geq \varepsilon
$$

Before beginning the proof of Theorem 1.4, we need to introduce the following notion and some propositions.
Definition 5.1 (Partial local Leray solution). We will say that $\vec{u}, \vec{\omega}:] 0, T\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}\right.$ and $p:] 0, T\left[\times \mathbb{R}^{3} \longrightarrow \mathbb{R}\right.$ is a partial local Leray solution of the micropolar fluids equations (1.1) and 1.2 with initial data $\vec{u}_{0}, \vec{\omega}_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$ if:

1) we have $\sup _{0<t<T} \sup _{x \in \mathbb{R}^{3}} \int_{B_{x, 1}}|\vec{u}|^{2} d y+\sup _{x \in \mathbb{R}^{3}} \int_{0}^{T} \int_{B_{x, 1}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d t<+\infty$,
2) the triplet $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution on $] 0, T\left[\times \mathbb{R}^{3}\right.$ in the sense of Definition 1.2,
3) for every compact subset $K$ of $\mathbb{R}^{3}$, we have

$$
\begin{equation*}
\lim _{t \longrightarrow 0^{+}} \int_{K}\left|\vec{u}(t, y)-\vec{u}_{0}(y)\right|^{2} d y=0 \tag{5.1}
\end{equation*}
$$

4) for any $R>0$ we have $\lim _{\left|x_{0}\right| \rightarrow+\infty} \int_{0}^{\min \left\{R^{2}, T\right\}} \int_{B x_{0}, R}|\vec{u}|^{2} d y d s=0$.

This notion of local Leray solution is borrowed from the theory of the Navier-Stokes problem. See in particular [24, Definition 14.1], and [30, Appendix B] where the global setting considered there (the $L_{\text {uloc }}^{2}$ space) is slightly more general than the one considered here. However, for our purposes the $L^{2}$ setting stated above is enough. Note again that in the previous definition, we are not imposing any particular hypothesis over the variable $\vec{\omega}$, leading us to the previous "partial" notion of local Leray solutions.

Remark 5.1. It is worth noting that if $(\vec{u}, p, \vec{\omega})$ is a partial local Leray solution of the micropolar fluids equations (1.1) and (1.2) in the sense of Definition 5.1, we may say that $(\vec{u}, p)$ is a local Leray solution of the forced Navier-Stokes equations in the sense of the Definition 14.1 of the book [24] where the quantity $\frac{1}{2} \vec{\nabla} \wedge \vec{\omega} \in L_{t, x}^{2}$ can be considered as an external force, i.e., $\partial_{t} \vec{u}=\Delta \vec{u}-(\vec{u} \cdot \vec{\nabla}) \vec{u}-\vec{\nabla} p+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}$, $\operatorname{div}(\vec{u})=0$.

We present now some lemmas to highlight some properties of the partial local Leray solutions introduced above. First, we remark that the pressure can be studied in the same way as in the classical Navier-Stokes equations since the variable $\vec{\omega}$ is not present in the equation 1.3 . Thus, we have the following local decomposition

Lemma 5.1. Let $(\vec{u}, p, \vec{\omega})$ be a partial local Leray solution in the sense of Definition 5.1 of the micropolar fluids equations 1.1 and $\sqrt[1.2]{ }$. Then, the pressure $p$ can be decomposed as follows: for all $x_{0} \in \mathbb{R}^{3}$ and $r>0$, there exists $\mathfrak{h} \in L^{\frac{3}{2}}(] 0, T[)$ such that

$$
\begin{align*}
p(x, t)-\mathfrak{h}(t) & \left.=\frac{1}{(-\Delta)}\left(\operatorname{div}\left(\operatorname{div}\left(\mathbb{1}_{B_{x_{0}, 3 r}} \vec{u} \otimes \vec{u}\right)\right)\right)+\int_{\left|y-x_{0}\right|>3 r}(\mathbb{K}(x-y)-\mathbb{K}(-y)) \vec{u} \otimes \vec{u}(t, y)\right) d y \\
& =\mathfrak{p}_{1}+\mathfrak{p}_{2} \tag{5.2}
\end{align*}
$$

where $\mathbb{K}$ is the kernel of the singular integral operator $\frac{1}{(-\Delta)}(\operatorname{div}(\operatorname{div}))$.

For a proof of this lemma in the setting of the Navier-Stokes equations, we refer to [19, Lemma 3.4], see also [2, Theorem 4] and the article [30.

Now, we observe that since $\vec{u}$ satisfies the condition (5.1), it is possible to rewrite the local energy inequality (1.4) in terms of the initial data as follows.

Lemma 5.2. Let $(\vec{u}, p, \vec{\omega})$ be a partial local Leray solution in the sense of Definition 5.1 on $] 0, T\left[\times \mathbb{R}^{3}\right.$. For all $\Phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ and for all $\left.t \in\right] 0, T[$ we have

$$
\begin{align*}
\int_{\mathbb{R}^{3}}|\vec{u}|^{2} \Phi d y & +\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{u}|^{2} \Phi d y d s \leq \int_{\mathbb{R}^{3}}\left|\vec{u}_{0}\right|^{2} \Phi d y+\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2} \Delta \Phi d y d s+\int_{0}^{t} \int_{\mathbb{R}^{3}} \vec{\nabla} \wedge \vec{\omega} \cdot \vec{u} \Phi d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(|\vec{u}|^{2}+2\left[\mathfrak{p}_{1}+\mathfrak{p}_{2}\right]\right) \vec{u} \cdot \vec{\nabla} \Phi d y d s \tag{5.3}
\end{align*}
$$

It is worth noting that we are able to take here test functions constant in time in the local energy inequality. We refer to [25, Remark 1.2] for a proof of this result (the term $\vec{\nabla} \wedge \vec{\omega}$ is considered here as an "external force").

Having announced these previous results, we present now the main tool to prove the concentration effect of the $L^{3}-$ norm stated in Theorem 1.4

Lemma 5.3. Let $(\vec{u}, p, \vec{\omega})$ be a partial local Leray solution of the micropolar fluids equations on $] 0,1\left[\times \mathbb{R}^{3}\right.$ associated to the initial data $\vec{u}_{0}, \vec{\omega}_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$ in the sense of Definition 5.1, such that there exists $M>0$ with

$$
\begin{equation*}
\sup _{0<t<1} \sup _{x \in \mathbb{R}^{3}} \int_{B_{x, 1}}|\vec{u}(t, x)|^{2} d y+\sup _{x \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x, 1}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq M . \tag{5.4}
\end{equation*}
$$

Assume moreover that for some $0<R<\frac{1}{12}$ and $S>0$ we have

$$
\begin{equation*}
\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}<C R . \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{R<\mathrm{r} \leq 1} \frac{1}{\mathfrak{r}} \int_{B_{0, \mathfrak{r}}}\left|\vec{u}_{0}\right|^{2} d y=S<+\infty \tag{5.6}
\end{equation*}
$$

Then, there exists $T_{1}=T_{1}(M, S)<1$ and a universal constant $\mathfrak{c}>1$ such that for all $\mathfrak{r}>0$ with $R \leq \mathfrak{r} \leq \frac{1}{3}$ and for $t>0$ such that $0<t \leq T^{*}=\min \left\{T_{1}, \mathfrak{c} \lambda \mathfrak{r}^{2}\right\}$ with $\lambda=\frac{1}{1+S^{2}}$, we have the control

$$
\begin{equation*}
E_{\mathfrak{r}}(t)=\sup _{0<s<t} \frac{1}{\mathfrak{r}} \int_{B_{0, \mathfrak{r}}}|\vec{u}|^{2} d y+\frac{1}{\mathfrak{r}} \int_{0}^{t} \int_{B_{0, \mathfrak{r}}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s+\frac{1}{\mathfrak{r}^{2}} \int_{0}^{t} \int_{B_{0, \mathfrak{r}}}|p-\mathfrak{h}|^{\frac{3}{2}} d y d s<C S . \tag{5.7}
\end{equation*}
$$

This result was originally established within the framework of the classical Navier-Stokes equations without force in [20, Theorem 3.1]. In our case, since we are dealing with the micropolar fluids equations (1.1) and (1.2), we need to take into account the term $\vec{\nabla} \wedge \vec{\omega}$ in the equation related to the evolution of $\vec{u}$ and this lead us to the condition (5.5).

Remark 5.2. This result will be applied later on to a suitable re-scaled system. In particular, the smallness hypothesis (5.5) will be a consequence of this re-scaling. See formula (5.46) below for more details.

Proof of Lemma 5.3. Let $r>0$ such that $R \leq r \leq \frac{1}{3}$ be a fixed radius and $0<t<T^{*}<1$ for some $T^{*}$ to be fixed later. First, notice that by the local decomposition of the pressure given in the Lemma
5.1. we have $p-\mathfrak{h}=\mathfrak{p}_{1}+\mathfrak{p}_{2}$ where $\mathfrak{p}_{1}$ and $\mathfrak{p}_{2}$ are given in (5.2). Then $E_{r}(t)$ can be written in the following manner

$$
E_{r}(t)=\sup _{0<s<t} \frac{1}{r} \int_{B_{0, r}}|\vec{u}|^{2} d y+\frac{1}{r} \int_{0}^{t} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s+\frac{1}{r^{2}} \int_{0}^{t} \int_{B_{0, r}}\left|\mathfrak{p}_{1}+\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s
$$

Moreover it is easy to see that

$$
\begin{equation*}
E_{r}(t) \leq\left(\sup _{0<s<t} \frac{1}{r} \int_{B_{0, r}}|\vec{u}|^{2} d y+\frac{1}{r} \int_{0}^{t} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s\right)+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}}+\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s \tag{5.8}
\end{equation*}
$$

In order to control the expression above in terms of the initial data (5.6), we will study more in detail the terms inside the parentheses above. For this, we may use the local energy inequality (5.3) by considering a well-chosen test function. Indeed, let $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ be a positive function such that $\phi=1$ in $B_{0, r}, \operatorname{supp}(\phi) \subset B_{0,2 r}$ and for all $k \in \mathbb{N}$ and all multi-index $\alpha \in \mathbb{N}^{3}$, such that $|\alpha| \leq k$ we have $\left\|D^{\alpha} \phi\right\|_{L^{\infty}} \leq C_{k} r^{-k}$. Now, with this auxiliary function in the local energy inequality (5.3), one has

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}|\vec{u}|^{2} \phi d y & +\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{u}|^{2} \phi d y d s \leq \int_{\mathbb{R}^{3}}\left|\vec{u}_{0}\right|^{2} \phi d y+\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2} \Delta \phi d y d s+\int_{0}^{t} \int_{\mathbb{R}^{3}} \vec{\nabla} \wedge \vec{\omega} \cdot(\vec{u} \phi) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(|\vec{u}|^{2}+2\left[\mathfrak{p}_{1}+\mathfrak{p}_{2}\right]\right) \vec{u} \cdot \vec{\nabla} \phi d y d s
\end{aligned}
$$

Since by integration by parts we have

$$
\int_{0}^{t} \int_{\mathbb{R}^{3}} \vec{\nabla} \wedge \vec{\omega} \cdot(\vec{u} \phi) d y d s=\int_{0}^{t} \int_{\mathbb{R}^{3}} \vec{\nabla} \wedge \vec{u} \cdot(\vec{\omega} \phi) d y d s+\int_{0}^{t} \int_{\mathbb{R}^{3}}(\vec{\omega} \cdot \vec{u}) \wedge \vec{\nabla} \phi d y d s
$$

we obtain that the terms inside parentheses in the left-hand side of the expression (5.8) can be bounded as follows:

$$
\begin{aligned}
\sup _{0<s<t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2} \phi d y & +\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{u}|^{2} \phi d y d s \leq \int_{\mathbb{R}^{3}}\left|\vec{u}_{0}\right|^{2} \phi d y+\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2} \Delta \phi d y d s \int_{0}^{t} \int_{\mathbb{R}^{3}} \vec{\nabla} \wedge \vec{u} \cdot(\vec{\omega} \phi) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}}(\vec{\omega} \cdot \vec{u}) \wedge \vec{\nabla} \phi d y d s+\int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2} \vec{u} \cdot \vec{\nabla} \phi d y d s+\int_{0}^{t} \int_{\mathbb{R}^{3}} 2\left[\mathfrak{p}_{1}+\mathfrak{p}_{2}\right] \vec{u} \cdot \vec{\nabla} \phi d y d s .
\end{aligned}
$$

Now, by the properties of the test function $\phi$ we obtain

$$
\begin{aligned}
\sup _{0<s<t} \int_{B_{0, r}}|\vec{u}|^{2} d y+\int_{0}^{t} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq & C \int_{B_{0,2 r}}|\vec{u}|^{2} d y+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s \\
& +C \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s+\frac{C}{r} \int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{\omega}||\vec{u}| d y d s \\
& +\frac{C}{r} \int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{u}|^{3} d y d s+\frac{C}{r} \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\mathfrak{p}_{1}\right||\vec{u}|+\left|\mathfrak{p}_{2}\right||\vec{u}| d y d s
\end{aligned}
$$

Note that from the Hölder inequality $\left(1=\frac{2}{3}+\frac{1}{3}\right)$ and the Young inequality, one has for the last term above the estimate $\int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\mathfrak{p}_{1}\right||\vec{u}|+\left|\mathfrak{p}_{2}\right||\vec{u}| d y d s \leq C \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}}+\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}}+|\vec{u}|^{3} d y d s$, hence, by applying the previous estimate in the inequality above, we have

$$
\begin{aligned}
& \sup _{0<s<t} \int_{B_{0, r}}|\vec{u}|^{2} d y+\int_{0}^{t} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq C \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s \\
&+C \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s+\frac{C}{r} \int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{\omega}||\vec{u}| d y d s \\
&+\frac{C}{r} \int_{0}^{t} \int_{\mathbb{R}^{3}}|\vec{u}|^{3} d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}} d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s
\end{aligned}
$$

Now, by multiplying by $\frac{1}{r}$ in the expression above, we obtain that the following bound for the terms in parentheses in 5.8

$$
\begin{aligned}
& \sup _{0<s<t} \frac{1}{r} \int_{B_{0, r}}|\vec{u}|^{2} d y+\frac{1}{r} \int_{0}^{t} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq \frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y+\frac{C}{r^{3}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s \\
& +\frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}||\vec{u}| d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{3} d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}} d y d s \\
& +\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s .
\end{aligned}
$$

Thus, by replacing the previous estimate in 5.8, one has

$$
\begin{align*}
& E_{r}(t) \leq\left(\frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y+\frac{C}{r^{3}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s+\frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s\right. \\
& +\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}||\vec{u}| d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{3} d y d s+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}} d y d s \\
& \left.+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s\right)+\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}}+\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s \\
& \leq \frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y+\underbrace{\frac{C}{r^{3}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s}_{I_{1}}+\underbrace{\frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s}_{I_{2}}+\underbrace{\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}||\vec{u}| d y d s}_{I_{3}} \\
& +\underbrace{\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{3} d y d s}_{I_{4}}+\underbrace{\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}} d y d s}_{I_{5}}+\underbrace{\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s}_{I_{6}} . \tag{5.9}
\end{align*}
$$

Now, in order to obtain the wished estimate 5.7 and for $R \leq \mathfrak{r} \leq \frac{1}{3}$, we will study the following expression

$$
\mathcal{E}_{\mathfrak{r}}(t)=\sup _{\mathfrak{r} \leq r \leq \frac{1}{3}} E_{r}(t)
$$

Remark that we have by construction $E_{\mathfrak{r}}(t) \leq \mathcal{E}_{\mathfrak{r}}(t)$, and to study the term $\mathcal{E}_{\mathfrak{r}}(t)$ we split the previous supremum into two parts:

$$
\begin{equation*}
\mathcal{E}_{\mathfrak{r}}(t) \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} E_{r}(t)+\sup _{\frac{1}{12}<r \leq \frac{1}{3}} E_{r}(t) \tag{5.10}
\end{equation*}
$$

In the following, we study each one of the terms above separately.

- Assume $\mathfrak{r} \leq r \leq \frac{1}{12}$ : Note that from (5.9), we have

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} E_{r}(t) \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \sum_{j=1}^{6} I_{j} \tag{5.11}
\end{equation*}
$$

For the term $I_{1}$ of (5.11), by the definition of $E_{r}(t)$ and since $\mathfrak{r}<2 r<\frac{1}{6}<\frac{1}{3}$, we have

$$
\begin{align*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{1} & =\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{3}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s=\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{2 C}{r^{2}} \int_{0}^{t} \frac{1}{2 r} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{2 C}{r^{2}} \int_{0}^{t} E_{2 r}(s) d s \leq \frac{C}{R^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s) d s . \tag{5.12}
\end{align*}
$$

For the term $I_{2}$ in (5.11), by the Cauchy-Schwarz and Young inequalities we can write

$$
\begin{aligned}
\sup _{\mathrm{r} \leq r \leq \frac{1}{12}} I_{2} & =\sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s \\
& \leq \sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t}\left(\int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}|^{2} d y\right)^{\frac{1}{2}}\left(\int_{B_{0,2 r}}|\vec{\omega}|^{2} d y\right)^{\frac{1}{2}} d s \\
& \leq \sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{1}{16 r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}|^{2} d y d s+\sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}|^{2} d y d s .
\end{aligned}
$$

Since $|\vec{\nabla} \wedge \vec{u}|^{2} \leq 2|\vec{\nabla} \otimes \vec{u}|^{2}$ and $B_{0,2 r} \subset B_{0,1}$ due to the fact that $2 r<1$, we have

$$
\begin{aligned}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{2} & \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{8 r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}|^{2} d y d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{8 r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t}\|\vec{\omega}(s, \cdot)\|_{L^{2}\left(B_{0,1}\right)}^{2} d s .
\end{aligned}
$$

Now, by using the definition of $E_{r}(t)$, we obtain

$$
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{2} \leq \sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{1}{4} E_{2 r}(t)+\sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{C t}{r}\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}
$$

Then, since $\frac{1}{r} \leq \frac{1}{\mathrm{r}}$ and by the definition of $\mathcal{E}_{\mathfrak{r}}$, we have

$$
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{2} \leq \frac{1}{4} \mathcal{E}_{\mathfrak{r}}+\frac{C t}{\mathfrak{r}}\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}
$$

Furthermore, since $\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}<C R \leq C \mathfrak{r}$ by the hypothesis (5.5) (and since we are assuming that $R \leq \mathfrak{r} \leq \frac{1}{3}$ ), we finally obtain

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{2} \leq \frac{1}{4} \mathcal{E}_{\mathfrak{r}}+C t \tag{5.13}
\end{equation*}
$$

For the term $I_{3}$ in (5.11), notice that it can be rewritten as follows

$$
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{3}=\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}||\vec{u}| d y d s=\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} C \int_{0}^{t} \int_{B_{0,2 r}} \frac{1}{r^{\frac{1}{2}}}|\vec{\omega}| \frac{1}{r^{\frac{3}{2}}}|\vec{u}| d y d s .
$$

Hence, by the Cauchy-Schwarz and Young inequalities, we have

$$
\begin{aligned}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{3} & \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}|^{2} d y d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{2 r^{3}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega}|^{2} d y d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{r^{2}} \int_{0}^{t} E_{2 r}(s) d s .
\end{aligned}
$$

Again, since $B_{0,2 r} \subset B_{0,1}$ we write

$$
\begin{aligned}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{3} & \leq \sup _{R \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{0}^{t} \int_{B_{0,1}}|\vec{\omega}|^{2} d y d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{r^{2}} \int_{0}^{t} E_{2 r}(s) d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C t}{r}\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{r^{2}} \int_{0}^{t} E_{2 r}(s) d s .
\end{aligned}
$$

Therefore, since $\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}<C R \leq C \mathfrak{r}$ by 5.5) and by the definition of $\mathcal{E}_{\mathfrak{r}}$, we have

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{3} \leq C t+\frac{1}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s) d s \tag{5.14}
\end{equation*}
$$

For the term $I_{4}$ in 5.11), first notice that by the classical Gagliardo-Niremberg inequality with $\frac{1}{3}=\theta\left(\frac{1}{2}-\frac{1}{3}\right)+\frac{1-\theta}{2}($ see $[7])$, we obtain

$$
\|\vec{u}(t, \cdot)\|_{L^{3}\left(B_{0,2 r}\right)} \leq\|\vec{\nabla} \otimes \vec{u}(t, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{1}{2}}\|\vec{u}(t, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{1}{2}}+\|\vec{u}(t, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)} .
$$

Moreover, by the inequality above, one has

$$
\begin{align*}
& \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{3} d y d s=\frac{C}{r^{2}} \int_{0}^{t}\|\vec{u}(s, \cdot)\|_{L^{3}\left(B_{0,2 r}\right)}^{3} d s \\
& \quad \leq \frac{C}{r^{2}} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}}+\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{3} d s . \tag{5.15}
\end{align*}
$$

Hence by the previous estimate and by the Young inequality for the sum (with $1=\frac{3}{4}+\frac{1}{4}$ ) we obtain

$$
\begin{aligned}
& \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{4}=\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{3} d y d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}}+\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{3} d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \int_{0}^{t} \frac{1}{r^{\frac{3}{4}}}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}} \frac{C}{r^{\frac{5}{4}}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}} d s+\sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{3} d s \\
& \leq \sup _{\mathrm{r} \leq r \leq \frac{1}{12}} \frac{1}{8 r} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{2} d s+\frac{C}{r^{5}} \int_{0}^{t}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{6} d s+\frac{C}{r^{2}} \int_{0}^{t}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{3} d s,
\end{aligned}
$$

and we can write

$$
\begin{aligned}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{4} \leq & \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{8 r} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{2} d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{8 C}{r^{2}} \int_{0}^{t}\left(\frac{1}{2 r} \int_{B_{0,2 r}}|\vec{u}|^{2} d y\right)^{3} d s \\
& +\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{2^{\frac{3}{2}} C}{r^{\frac{1}{2}}} \int_{0}^{t}\left(\frac{1}{2 r} \int_{B_{0,2 r}}|\vec{u}|^{2} d y\right)^{\frac{3}{2}} d s .
\end{aligned}
$$

Now, by the definition of $E_{r}(t)$, we have

$$
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{4} \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{4} E_{2 r}(t)+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} E_{2 r}^{3}(s) d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{\frac{1}{2}}} \int_{0}^{t} E_{2 r}^{\frac{3}{2}}(s) d s
$$

but since $r<1$, it follows that $\frac{1}{r^{\frac{1}{2}}}<\frac{1}{r^{2}}$ and we obtain

$$
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{4} \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{4} E_{2 r}(t)+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} E_{2 r}^{3}(s) d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} E_{2 r}^{\frac{3}{2}}(s) d s
$$

using again the fact that $\frac{1}{r} \leq \frac{1}{\mathfrak{r}}$ and by the definition of $\mathcal{E}_{\mathfrak{r}}(t)$, we finally have

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{4} \leq \frac{1}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{3}(s) d s+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}^{\frac{3}{2}}(s) d s \tag{5.16}
\end{equation*}
$$

Now we study the term $I_{5}$ of (5.11. First, notice that by the definition of $\mathfrak{p}_{1}$ given in (5.2) and since the kernel $\mathbb{K}(\cdot)=\frac{1}{(-\Delta)} \operatorname{div} \operatorname{div}(\cdot)$ is bounded on $L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)$ (since the Riesz transforms are bounded in such spaces), one has

$$
\left\|\mathfrak{p}_{1}\right\|_{L^{\frac{3}{2}}\left(B_{0,2 r}\right)}^{\frac{3}{2}} \leq\left\|\frac{1}{(-\Delta)}\left(\operatorname{div}\left(\operatorname{div}\left(\mathbb{1}_{B_{0,3 r}} \vec{u} \otimes \vec{u}\right)\right)\right)\right\|_{L^{\frac{3}{2}\left(\mathbb{R}^{3}\right)}}^{\frac{3}{2}} \leq C\left\|\mathbb{1}_{B_{0,3 r}}|\vec{u}|^{2}\right\|_{\left.L^{\frac{3}{2}} \mathbb{R}^{3}\right)}^{\frac{3}{2}}=C \int_{B_{0,3 r}}|\vec{u}|^{3} d y
$$

Thus, we obtain

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{5}=\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}} d s \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{B_{0,3 r}}|\vec{u}|^{3} d y \tag{5.17}
\end{equation*}
$$

Furthermore since $3 r<\frac{1}{4}<\frac{1}{3}$ (recall $\mathfrak{r} \leq r \leq \frac{1}{12}$ ), we can use the same arguments as for the term $I_{4}$ and we have

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{5} \leq \frac{1}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{3}(s) d s+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s \tag{5.18}
\end{equation*}
$$

Now, we study the term $I_{6}$ of 5.11 . This term is the most technical one, and we will follow the same lines given in the proof of [20, Theorem 3.1]. Thus, first recall the following estimate for the kernel $\mathbb{K}$ : for all $x \in B_{0,2 r}$ and $y \in \mathbb{R}^{3} \backslash B_{0,3 r}$, we have

$$
|\mathbb{K}(x-y)-\mathbb{K}(y)| \leq \frac{|x|}{|y|^{4}}
$$

By the definition of $\mathfrak{p}_{2}$ given in $(5.2)$ and since $x \in B_{0,2 r}$, we have $|x|<2 r$ and

$$
\begin{align*}
\left|\mathfrak{p}_{2}(t, x)\right|=\left|\int_{|y|>3 r}(\mathbb{K}(x-y)-\mathbb{K}(-y))(\vec{u} \otimes \vec{u})(t, y) d y\right| & \leq \int_{\mathbb{R}^{3} \backslash B_{0,3 r}} \frac{|x|}{|y|^{4}}|\vec{u}|^{2} d y \\
& \leq 2 r \int_{\mathbb{R}^{3} \backslash B_{0,3 r}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \tag{5.19}
\end{align*}
$$

Now, in order to estimate more in detail the expression above, we need to study the integration domain of the previous integral. Remark that since $3 r<\frac{1}{4}$, it is possible to deduce that there exists $\mathcal{N}=\mathcal{N}(r) \in \mathbb{N}$ such that

$$
\mathbb{R}^{3} \backslash B_{0,3 r} \subset \bigcup_{k=1}^{\mathcal{N}} A_{k}(r) \cup\left(\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}\right)
$$

where $A_{k}(r)=B_{0,2^{k} r} \backslash B_{0,2^{k-1} r}$ and such that for any $1 \leq k \leq \mathcal{N}$ we have $2^{k} r \leq \frac{1}{3}$. Thus, from (5.19) one has

$$
\left|\mathfrak{p}_{2}(s, x)\right| \leq 2 r \int_{\bigcup_{k=1}^{\mathcal{N}} A_{k}(r) \cup\left(\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}\right)} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \leq 2 r \sum_{k=1}^{\mathcal{N}} \int_{A_{k}(r)} \frac{|\vec{u}|^{2}}{|y|^{4}} d y+2 r \int_{\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y
$$

Since $A_{k}(r)=B_{0,2^{k} r} \backslash B_{0,2^{k-1} r}$, and $2 r<\frac{1}{6}<1$ we have

$$
\begin{align*}
\left|\mathfrak{p}_{2}(s, x)\right| & \leq \sum_{k=1}^{\mathcal{N}} 2 r \int_{B_{0,2^{k_{r}}} \backslash B_{0,2^{k-1_{r}}}} \frac{|\vec{u}|^{2}}{|y|^{4}} d y+2 r \int_{\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \\
& \leq \sum_{k=1}^{\mathcal{N}} \frac{2 r}{2^{4(k-1)} r^{4}} \int_{B_{0,2^{k_{r}} \backslash B_{0,2^{k-1} r}}|\vec{u}|^{2} d y+\int_{\mathbb{R}^{3} \backslash B_{\frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y} \\
& \leq \sum_{k=1}^{\mathcal{N}} \frac{C}{2^{4(k-1)} r^{3}} \int_{B_{0,2^{k_{r}}}}|\vec{u}|^{2} d y+\int_{\mathbb{R}^{3} \backslash B_{\frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \tag{5.20}
\end{align*}
$$

Now, we study each term of the expression above separately. For the first one, notice that by the definition of $E_{r}(t)$, one has

$$
\frac{1}{2^{4(k-1)} r^{3}} \int_{B_{0,2^{k} r}}|\vec{u}|^{2} d y=\frac{C}{2^{3 k} r^{2}}\left(\frac{1}{2^{k} r} \int_{B_{0,2^{k} r}}|\vec{u}|^{2} d y\right) \leq \frac{1}{2^{3 k} r^{2}} E_{2^{k} r}(s)
$$

Thus, since for any $1 \leq k \leq \mathcal{N}$ we have $2^{k} r \leq \frac{1}{3}$, and $\frac{1}{r}<\frac{1}{R}$ it follows that

$$
\sum_{k=1}^{\mathcal{N}} \frac{C}{2^{4(k-1)} r^{3}} \int_{B_{0,2^{k} r}}|\vec{u}|^{2} d y \leq \sum_{k=1}^{\mathcal{N}} \frac{2 C}{2^{3 k} r^{2}} E_{2^{k} r}(s) \leq \frac{C}{r^{2}} \mathcal{E}_{R}(s) \sum_{k=1}^{\mathcal{N}} \frac{1}{2^{3 k}} \leq \frac{C}{r^{2}} \mathcal{E}_{R}(s)
$$

Now, let us study the second term of 5.20 . Since $\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}} \subset \bigcup_{k=0}^{+\infty} B_{0,2^{k-1}} \backslash B_{0,2^{k-2}}$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \leq \sum_{k=0}^{+\infty} \int_{B_{0,2^{k-1}} \backslash B_{0,2^{k-2}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \leq \sum_{k=0}^{+\infty} \frac{1}{\left(2^{k-2}\right)^{4}} \int_{B_{0,2^{k}}}|\vec{u}|^{2} d y \tag{5.21}
\end{equation*}
$$

Notice that by a change of variable and since $\vec{u}$ satisfies the estimate (5.4), we obtain

$$
\int_{B_{0,2^{k}}}|\vec{u}(t, y)|^{2} d y=\left(2^{k}\right)^{3} \int_{B_{0,1}}\left|\vec{u}\left(t, \frac{z}{2^{k}}\right)\right|^{2} d z \leq 2^{3 k} \sup _{0<t<1} \sup _{x \in \mathbb{R}^{3}} \int_{B_{x, 1}}|\vec{u}(t, y)|^{2} d y \leq 2^{3 k} M
$$

By considering the previous equality in 5.21, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \leq \sum_{k=0}^{+\infty} \frac{\left(2^{k}\right)^{3}}{\left(2^{k-2}\right)^{4}} M \leq C M \sum_{k=0}^{+\infty} \frac{1}{2^{k}} \leq C M \tag{5.22}
\end{equation*}
$$

Therefore, by applying (5.21) and the expression above in 5.20, for any $\mathfrak{r} \leq r \leq \frac{1}{12}$ we obtain

$$
\left|\mathfrak{p}_{2}(s, x)\right| \leq \frac{C}{r^{2}} \mathcal{E}_{\mathfrak{r}}(s)+C M
$$

From the previous estimate it follows that for the term $I_{6}$ of (5.11) we have

$$
\begin{aligned}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{6} & =\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s \\
& \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}} \frac{C}{r^{3}} \mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d y d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{1}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}} C M^{\frac{3}{2}} d y d s
\end{aligned}
$$

Moreover, since $\left|B_{0,2 r}\right|=C r^{3}$ and $r<\frac{1}{12}<1$ we have

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} I_{6} \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s+\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} r C M^{\frac{3}{2}} t \leq \frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s+C M^{\frac{3}{2}} t \tag{5.23}
\end{equation*}
$$

We have finished the study of each term $I_{j}$ with $1 \leq j \leq 6$ given in 5.11. Thus, gathering the estimates (5.12)-(5.14), (5.16), (5.18) and (5.23) in (5.11), and since $\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} \frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y<S$
by (5.6) (recall also that we have $R \leq \mathfrak{r}$ ), we have proved that for all $\mathfrak{r} \leq r<\frac{1}{12}$ we have

$$
\begin{aligned}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} E_{r}(t) & \leq S+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s) d s+\frac{1}{4} \mathcal{E}_{\mathfrak{r}}+C t \\
& +C t+\frac{1}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s) d s+\frac{1}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{3}(s) d s+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s \\
& +\frac{1}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{3}(s) d s+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s+C M^{\frac{3}{2}} t+\frac{C}{R^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}^{3}(s) d s \\
& \leq S+C t+C M^{\frac{3}{2}} t+\frac{3}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s)+\mathcal{E}_{\mathfrak{r}}^{3}(s)+\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s
\end{aligned}
$$

and we rewrite the previous estimate as follows:

$$
\begin{equation*}
\sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} E_{r}(t) \leq S+\mathfrak{C}_{1}(M) t+\frac{3}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s)+\mathcal{E}_{\mathfrak{r}}^{3}(s)+\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s \tag{5.24}
\end{equation*}
$$

Now, let us study the second term of the right-hand side of (5.10).

- Assume $\frac{1}{12}<r \leq \frac{1}{3}$ : similar to the previous case, notice that from (5.9), we have

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} E_{r}(t) \leq \sup _{\frac{1}{12}<r \leq \frac{1}{3}} \frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y+\sup _{\frac{1}{12}<r \leq \frac{1}{3}} \sum_{j=1}^{6} I_{j} \tag{5.25}
\end{equation*}
$$

For the term $I_{1}$ of 5.25 as we have $B_{0,2 r} \subset B_{0,1}$ since $2 r \leq \frac{2}{3}<1$, since $\frac{1}{r}<12$ and since $\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2} \leq M$ by the hypothesis (5.4), it follows that

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{1}=\sup _{\frac{1}{12}<r \leq \frac{1}{3}} \frac{C}{r^{3}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{2} d y d s \leq C \int_{0}^{t} \int_{B_{0,1}}|\vec{u}|^{2} d y d s \leq C M t \tag{5.26}
\end{equation*}
$$

For the term $I_{2}$ in 5.25, by the Cauchy-Schwarz inequality and since $\frac{1}{r} \leq 12$ and $B_{0,2 r} \subset B_{0,1}$, one has

$$
\begin{aligned}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{2}=\frac{C}{r} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}||\vec{\omega}| d y d s & \leq C \int_{0}^{t}\left(\int_{B_{0,2 r}}|\vec{\nabla} \wedge \vec{u}|^{2} d y\right)^{\frac{1}{2}}\left(\int_{B_{0,2 r}}|\vec{\omega}|^{2} d y\right)^{\frac{1}{2}} d s \\
& \leq C\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)} \int_{0}^{t}\|\vec{\nabla} \wedge \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,1}\right)} d s
\end{aligned}
$$

Moreover, since $|\vec{\nabla} \wedge \vec{\omega}|^{2} \leq 2|\vec{\nabla} \otimes \vec{u}|^{2}$ and by the Cauchy-Schwarz inequality in the time variable we obtain
$\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{2} \leq C\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,1}\right)} d s \leq C\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{1}(1,0)\right)} t^{\frac{1}{2}}$.
Therefore, since $\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}<M$ by (5.4), $\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}<C R<C$ by (5.5) (recall $R<1$ ), we have

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{2} \leq C M^{\frac{1}{2}} t^{\frac{1}{2}} \tag{5.27}
\end{equation*}
$$

For the term $I_{3}$ of (5.25), since $\frac{1}{r} \leq 12$ and by the Hölder inequality we have
$\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{3}=\sup _{\frac{1}{12}<r \leq \frac{1}{3}} \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{\omega} \| \vec{u}| d y d s \leq C \sup _{\frac{1}{12}<r \leq \frac{1}{3}} \int_{0}^{t}\left(\int_{B_{0,2 r}}|\vec{\omega}|^{2} d y\right)^{\frac{1}{2}}\left(\int_{B_{0,2 r}}\left|\overrightarrow{u^{2}}\right|^{2} d y\right)^{\frac{1}{2}} d s$.
Then, since $B_{0,2 r} \subset B_{0,1}$, one has

$$
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{3} \leq C \int_{0}^{t}\|\vec{\omega}(s, \cdot)\|_{L^{2}\left(B_{0,1}\right)}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,1}\right)} d s
$$

Thus, using the fact that $\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2}<M$ by (5.4) and $\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}<C$, one has

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{3} \leq C M^{\frac{1}{2}} t \text {. } \tag{5.28}
\end{equation*}
$$

For the term $I_{4}$ in (5.25), using the same arguments as in (5.15) we have.

$$
\begin{aligned}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{4}= & \sup _{\frac{1}{12}<r \leq \frac{1}{3}} \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}|\vec{u}|^{3} d y d s \leq \sup _{\frac{1}{12}<r \leq \frac{1}{3}} \frac{C}{r^{2}} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{\frac{3}{2}} d s \\
& +\sup _{\frac{1}{12}<r \leq \frac{1}{3}} \frac{C}{r^{2}} \int_{0}^{t}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{3} d s .
\end{aligned}
$$

Using the fact $\frac{1}{r^{2}} \leq C$ and $B_{0,2 r} \subset B_{0,1}$, we obtain

$$
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{4} \leq C\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}\right)}^{\frac{3}{2}} \int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,1}\right)}^{\frac{3}{2}} d s+t\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}\right)}^{3} .
$$

Thus, by the Hölder inequality $\left(1=\frac{3}{4}+\frac{1}{4}\right)$ in the time variable, and since $2 r<1$, and $t<1$, one has

$$
\begin{aligned}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{4} & \leq C t^{\frac{1}{4}}\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}\right)}^{\frac{3}{2}}\left(\int_{0}^{t}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0,2 r}\right)}^{2} d s\right)^{\frac{3}{4}}+t\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}\right)}^{3} \\
& \leq C t^{\frac{1}{4}}\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}\right)}^{\frac{3}{2}}\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{1}\right)}^{\frac{3}{2}}+t\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}\right)}^{3} .
\end{aligned}
$$

Since $\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2} \leq M$ and $\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{1}(1,0)\right)}^{2} \leq M$ by (5.4), we have

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{4} \leq C M^{\frac{3}{2}} t^{\frac{1}{4}}+M^{\frac{3}{2}} t \tag{5.29}
\end{equation*}
$$

For the term $I_{5}$ of (5.25), recall that from (5.17), we obtain

$$
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{5}=\frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{1}\right|^{\frac{3}{2}} d y d s \leq \frac{C}{r^{2}} \int_{0}^{t} \int_{B_{0,3 r}}|\vec{u}|^{3} d y d s
$$

Since $3 r \leq 1$, we can apply the same arguments as in 5.29, and we have

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{5} \leq M^{\frac{3}{2}} t^{\frac{1}{4}}+M^{\frac{3}{2}} t . \tag{5.30}
\end{equation*}
$$

For the last term $I_{6}$ of 5.25 , first notice that by the estimate 5.19 and since $\frac{1}{4} \leq 3 r$, we get

$$
\left|\mathfrak{p}_{2}(s, x)\right| \leq C \int_{\mathbb{R}^{3} \backslash B_{0,3 r}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y \leq C \int_{\mathbb{R}^{3} \backslash B_{0, \frac{1}{4}}} \frac{1}{|y|^{4}}|\vec{u}|^{2} d y
$$

Therefore, using the same arguments as in 5.22, one has $\left|\mathfrak{p}_{2}(s, x)\right| \leq C M$. Hence, since $r \leq \frac{1}{3}<1$, it follows that

$$
\begin{equation*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} I_{6}=\frac{1}{r^{2}} \int_{0}^{t} \int_{B_{0,2 r}}\left|\mathfrak{p}_{2}\right|^{\frac{3}{2}} d y d s \leq \sup _{\frac{1}{12}<r \leq \frac{1}{3}} r C M^{\frac{3}{2}} t \leq C M^{\frac{3}{2}} t \tag{5.31}
\end{equation*}
$$

Thus, gathering the estimates (5.26)-(5.31) in (5.9), since $\frac{C}{r} \int_{B_{0,2 r}}\left|\vec{u}_{0}\right|^{2} d y<S$ by (5.6), and $t<t^{\frac{1}{2}}<t^{\frac{1}{4}}$ due to $t<1$ it follows that for all $\frac{1}{12} \leq r \leq \frac{1}{3}$, we have

$$
\begin{align*}
\sup _{\frac{1}{12}<r \leq \frac{1}{3}} E_{r}(t) & \leq S+C M t+C M^{\frac{1}{2}} t^{\frac{1}{2}}+C M^{\frac{1}{2}} t+C M^{\frac{3}{2}} t^{\frac{1}{4}}+C M^{\frac{3}{2}} t+C M^{\frac{3}{2}} t \\
& \leq S+\mathfrak{C}_{2}(M) t^{\frac{1}{4}} \tag{5.32}
\end{align*}
$$

and this finishes the study of the previous quantity in the case when $\frac{1}{12}<r \leq \frac{1}{3}$.

Thus, applying the estimates $(5.24$ and 5.32 in 5.10 , we have proved that

$$
\begin{aligned}
\mathcal{E}_{\mathfrak{r}}(t) & \leq \sup _{\mathfrak{r} \leq r \leq \frac{1}{12}} E_{r}(t)+\sup _{\frac{1}{12}<r \leq \frac{1}{3}} E_{r}(t) \\
& \leq S+\mathfrak{C}_{1}(M) t+\frac{3}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{R^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s)+\mathcal{E}_{\mathfrak{r}}^{3}(s)+\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s+S+\mathfrak{C}_{2}(M) t^{\frac{1}{4}} \\
& \leq 2 S+\mathfrak{C}_{1}(M) t+\mathfrak{C}_{2}(M) t^{\frac{1}{4}}+\frac{3}{4} \mathcal{E}_{\mathfrak{r}}(t)+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s)+\mathcal{E}_{\mathfrak{r}}^{3}(s)+\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s
\end{aligned}
$$

Fix now the time $0<\mathcal{T}_{1} \leq 1$ such that

$$
\begin{equation*}
\mathcal{T}_{1}=\min \left\{1, \frac{S}{2 \mathfrak{C}_{1}}, \frac{S^{4}}{2 \mathfrak{C}_{2}^{4}}\right\} \tag{5.33}
\end{equation*}
$$

Notice that for all $t<\mathcal{T}_{1}$, we have $\mathfrak{C}_{1} t \leq \frac{S}{2}$ and $\mathfrak{C}_{2} t^{\frac{1}{4}} \leq \frac{S}{2}$, hence it follows that

$$
\frac{1}{4} \mathcal{E}_{\mathfrak{r}}(t) \leq 3 S+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s)+\mathcal{E}_{\mathfrak{r}}^{3}(s)+\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}(s) d s
$$

Observing that if $\mathcal{E}_{\mathfrak{r}}>1$ we have $\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}<\mathcal{E}_{\mathfrak{r}}^{3}$ and if $\mathcal{E}_{\mathfrak{r}} \leq 1$ we have $\mathcal{E}_{\mathfrak{r}}^{\frac{3}{2}}<\mathcal{E}_{\mathfrak{r}}$, it is then enough to study for any $t<\mathcal{T}_{1}$ the expression

$$
\begin{equation*}
\mathcal{E}_{\mathfrak{r}}(t) \leq 12 S+\frac{C}{\mathfrak{r}^{2}} \int_{0}^{t} \mathcal{E}_{\mathfrak{r}}(s)+\mathcal{E}_{\mathfrak{r}}^{3}(s) d s \tag{5.34}
\end{equation*}
$$

In order to estimate more in detail the expression above, we can use the following Gronwall-type inequality

Lemma 5.4. Let $f \in L_{l o c}^{\infty}\left(\left[0, T_{1}[)\right.\right.$ be a function such that for all $\left.t \in\right] 0, T_{1}[$, for some $a, b>0$ and $m \geq 1$, we have

$$
f(t) \leq a+b \int_{0}^{t}\left(f(s)+f^{m}(s)\right) d s
$$

Then, there exists a universal constant $\mathfrak{c}>1$ such that for all $t \in] 0, T]$ with $T=\min \left\{T_{1}, \frac{\mathfrak{c}}{b\left(1+a^{m-1}\right)}\right\}$, we have $f(t) \leq 2 a$.
For a proof of this result we refer to [6, Lemma 2.2]. Now, by applying the previous lemma to the expression (5.34) with $a=12 S, b=\frac{C}{\mathrm{r}^{2}}, m=3$ and $T_{1}=\mathcal{T}_{1}$ given in (5.33), there exists a universal constant $\mathfrak{c}>1$ such that for

$$
T^{*}=\min \left\{\mathcal{T}_{1}, \mathfrak{c} \lambda \mathfrak{r}^{2}\right\}, \quad \text { where } \quad \lambda=\frac{1}{\left(1+S^{2}\right)},
$$

we have for all $0<t<T^{*}$ the estimate

$$
\mathcal{E}_{\mathfrak{r}}(t) \leq 24 S .
$$

Since we have $E_{\mathfrak{r}}(t) \leq \mathcal{E}_{\mathfrak{r}}(t)=\sup _{\mathfrak{r} \leq r \leq \frac{1}{3}} E_{r}(t)$, we finally obtain

$$
\begin{equation*}
E_{\mathfrak{r}}(t) \leq C S, \tag{5.35}
\end{equation*}
$$

which finishes the proof of the Lemma 5.3 .
Corollary 5.1. Under the hypothesis of Lemma 5.3, for any $R \leq r \leq \frac{1}{3}$, such that $\sqrt{\lambda} r \leq \sqrt{\frac{\mathcal{T}_{1}}{c}}$ where $\mathcal{T}_{1}$ is given in (5.33), $\lambda=\frac{1}{1+S^{2}}$ and $\mathfrak{c}>1$, we have

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3}+|p-\mathfrak{h}|^{\frac{3}{2}} d y d s<C\left(S^{\frac{3}{2}}+S\right)
$$

Proof. First note that we have $0<R<\frac{1}{12}$ is arbitrary and it can be chosen arbitrarily small, so the conditions $R \leq r<\frac{1}{3}$ and $\sqrt{\lambda} r \leq \sqrt{\frac{\tau_{1}}{c}}$ are compatible. Now, remark that from the estimate (5.15), we have

$$
\begin{aligned}
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3} d y d s \leq & \frac{1}{r^{2}} \int_{0}^{\lambda r^{2}}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{\frac{3}{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{\frac{3}{2}} d s+\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{3} d s \\
\leq & \frac{1}{r^{2}} \sup _{0<s<\lambda r^{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{\frac{3}{2}} \int_{0}^{\lambda r^{2}}\|\vec{\nabla} \otimes \vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{\frac{3}{2}} d s \\
& +C \sup _{0<s<\lambda r^{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{3} .
\end{aligned}
$$

Using the Hölder inequality in the time variable $\left(1=\frac{3}{4}+\frac{1}{4}\right)$, one has

$$
\begin{gathered}
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3} d y d s \leq \frac{C \lambda^{\frac{1}{4}}}{r^{\frac{3}{2}}} \sup _{0<s<\lambda r^{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{\frac{3}{2}}\left(\int_{0}^{\lambda r^{2}}\|\vec{\nabla} \otimes \vec{u}\|_{L^{2}\left(B_{0, r}\right)}^{2} d s\right)^{\frac{3}{4}} \\
+C \lambda \sup _{0<s<\lambda r^{2}}\|\vec{u}(s, \cdot)\|_{L^{2}\left(B_{0, r}\right)}^{3},
\end{gathered}
$$

which can be rewritten as follows

$$
\begin{aligned}
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3} d y d s \leq & C \lambda^{\frac{1}{4}} \sup _{0<s<\lambda r^{2}}\left(\left.\frac{1}{r} \int_{B_{0, r}} \right\rvert\, \overrightarrow{\left.\right|^{2}} d y\right)^{\frac{3}{4}}\left(\frac{1}{r} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s\right)^{\frac{3}{4}} \\
& +C \lambda r^{\frac{3}{2}} \sup _{0<s<\lambda r^{2}}\left(\frac{1}{r} \int_{B_{0, r}}|\vec{u}(s, y)|^{2} d y\right)^{\frac{3}{2}}
\end{aligned}
$$

Since $E_{r}(t)=\sup _{0<s<t} \frac{1}{r} \int_{B_{0, r}}|\vec{u}|^{2} d y+\frac{1}{r} \int_{0}^{t} \int_{B_{0, r}}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s+\frac{1}{r^{2}} \int_{0}^{t} \int_{B_{0, r}}|p-\mathfrak{h}(t)|^{\frac{3}{2}} d y d s$, and if we set $t=\lambda r^{2}$, we thus can write

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3} d y d s \leq C \lambda^{\frac{1}{4}} E_{r}^{\frac{3}{2}}\left(\lambda r^{2}\right)+C \lambda r^{\frac{3}{2}} E_{r}^{\frac{3}{2}}\left(\lambda r^{2}\right) \leq C\left(\lambda^{\frac{1}{4}}+r^{\frac{3}{2}} \lambda\right) E_{r}^{\frac{3}{2}}\left(\lambda r^{2}\right)
$$

Moroever, since $r<1$ and $\lambda<1$, we have

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3} d y d s \leq C E_{r}^{\frac{3}{2}}\left(\lambda r^{2}\right)
$$

Since $E_{r}(t)$ is an increasing fonction in $t$, and $\mathfrak{c}>1$ we have $E_{r}^{\frac{3}{2}}\left(\lambda r^{2}\right)<E_{r}^{\frac{3}{2}}\left(\mathfrak{c} \lambda r^{2}\right)$. Thus, since we have considered $0<r<1$ such that $\mathfrak{c} \lambda r^{2} \leq \mathcal{T}_{1}$, and it follows from 5.35 that $E_{r}\left(\mathfrak{c} \lambda r^{2}\right)<C S$ and then

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3} d y d s \leq C E_{r}^{\frac{3}{2}}\left(\mathfrak{c} \lambda r^{2}\right)<C S^{\frac{3}{2}}
$$

On the other hand, from the definition of $E_{r}$ we immediately have

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|p-\mathfrak{h}|^{\frac{3}{2}} d y d s \leq E_{r}\left(\lambda r^{2}\right) \leq E_{r}\left(\mathfrak{c} \lambda r^{2}\right) \leq C S
$$

Gathering the previous two estimates we find that for $\lambda=\frac{1}{1+S^{2}}$ and for any $R \leq r \leq \frac{1}{3}$ such that $\sqrt{\lambda} r \leq \mathcal{T}_{1}$, one has

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{u}|^{3}+|p-\mathfrak{h}|^{\frac{3}{2}} d y d s<C\left(S^{\frac{3}{2}}+S\right)
$$

which finishes the proof of Corollary 5.1 .
Remark 5.3. It is worth noting that throughout the proofs of the Lemma 5.3 and Corollary 5.1, we treated $\vec{\omega}$ as an external force and we can simply consider that $(\vec{u}, p)$ is a local Leray solution as in Remark 5.1 such that the hypotheses (5.5) over $\vec{\omega}$ are satisfied.

Proof of the Theorem 1.4 . Let $(\vec{u}, p, \vec{\omega})$ be a Leray-type weak solution of the micropolar fluids equations (1.1) and (1.2). Let $\mathcal{T}>0$ be the maximal time such that $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)$ and the point $(\mathcal{T}, 0)$ is a partial singular point in the sense of the Definition 1.3. Assume that for a fixed $r_{0}>0$ with $0<\mathcal{T}-r_{0}^{2}$, we have

$$
\begin{equation*}
\sup _{x_{0} \in \mathbb{R}^{3}} \sup _{\left.r \in] 0, r_{0}\right]} \sup _{\left.t \in] \mathcal{T}-r^{2}, \mathcal{T}\right]} \frac{1}{r} \int_{B_{x_{0}, r}}|\vec{u}(t, x)|^{2} d x=\mathfrak{M}<+\infty . \tag{5.36}
\end{equation*}
$$

Our aim consists in proving that there exits $\varepsilon>0, \mathfrak{S}=\mathfrak{S}(\mathfrak{M})$ and $\delta>0$ such that for all $t \in] \mathcal{T}-\delta, \mathcal{T}[$ we have

$$
\begin{equation*}
\int_{B_{0, \sqrt{\frac{T-t}{\mathcal{F}}}}}|\vec{u}(t, x)|^{3} d x \geq \varepsilon \tag{5.37}
\end{equation*}
$$

First, notice that it is enough to show that there exits $\varepsilon_{*}>0, \mathfrak{S}=\mathfrak{S}(\mathfrak{M})$ and $\delta>0$ such that for all $t \in] \mathcal{T}-\delta, \mathcal{T}$ [, we have

$$
\begin{equation*}
\frac{1}{\sqrt{\mathcal{T}-t}} \int_{B_{0, \sqrt{\frac{\mathcal{T}-t}{\mathcal{G}}}}}|\vec{u}(t, x)|^{2} d x \geq \varepsilon_{*} \tag{5.38}
\end{equation*}
$$

indeed, if 5.38) holds, by the Hölder inequality $\left(1=\frac{2}{3}+\frac{1}{3}\right)$ we have

$$
\varepsilon_{*} \leq \frac{1}{\sqrt{\mathcal{T}-t}} \int_{B_{0, \sqrt{\frac{T-t}{\mathcal{G}}}}}|\vec{u}(t, x)|^{2} d x \leq \frac{C}{\sqrt{\mathfrak{S}}}\left(\int_{\left.B_{0, \sqrt{\frac{T-t}{\mathcal{G}}}}|\vec{u}(t, x)|^{3} d x\right)^{\frac{2}{3}}, ~ \text {, }, ~}\right.
$$

which in turn implies (5.37) with $\varepsilon=\frac{\left(\varepsilon_{*}\right)^{\frac{3}{2}} \mathfrak{S}^{\frac{3}{4}}}{C}$.
Now, for proving (5.38) we will use a contradiction argument. Thus, assume that for all $\varepsilon_{*}>0$, for all $0<\mathfrak{S}<1$ and for $\delta=\min \left\{\sqrt{\frac{\mathcal{T}}{2}}, \frac{r_{0} \mathfrak{S}^{\frac{3}{2}}}{2}\right\}$ there exists $\mathcal{T}-\delta^{2} \leq t_{0} \leq \mathcal{T}$ such that

The strategy consists in applying a particular scaling limit procedure to the solution $(\vec{u}, p, \vec{\omega})$ in order to obtain that the point $(\mathcal{T}, 0)$ is partially regular in the sense of Definition 1.3 leading us to the wished contradiction.

Thus, let $0<\mathfrak{S}<1$ to be fixed later and consider $\gamma=\sqrt{\frac{\mathcal{T}-t_{0}}{\mathfrak{S}}}$. Notice that since $\mathcal{T}-\delta^{2}<t_{0}<\mathcal{T}$ and $\delta^{2} \leq r_{0}^{2} \mathfrak{S}^{3} \leq r_{0}^{2} \mathfrak{S}$ (recall $0<\mathfrak{S}<1$ ), we have

$$
\begin{equation*}
\gamma=\sqrt{\frac{\mathcal{T}-t_{0}}{\mathfrak{S}}}<\sqrt{\frac{\delta^{2}}{\mathfrak{S}}}<r_{0} \tag{5.40}
\end{equation*}
$$

Now, we scale the functions $\vec{u}, p$ and $\vec{\omega}$ as follows: for all $(s, y) \in\left[0, \mathfrak{S}\left[\times \mathbb{R}^{3}\right.\right.$, we consider

$$
\vec{u}^{\gamma}(s, y)=\gamma \vec{u}\left(t_{0}+\gamma^{2} s, \gamma y\right), \quad p^{\gamma}(s, y)=\gamma^{2} p\left(t_{0}+\gamma^{2} s, \gamma y\right) \text { and } \vec{\omega}^{\gamma}(s, y)=\gamma^{2} \vec{\omega}\left(t_{0}+\gamma^{2} s, \gamma y\right),
$$

recall that the first equation of the micropolar fluids equations (1.1) is invariant under the previous scaling. Remark also that since $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right.$ ), we have that ( $\vec{u}^{\gamma}, p^{\gamma}$ ) is a strong solution of the system above.

We want now to apply Lemma 5.3 and Corollary 5.1 in order to obtain that there exists $\tilde{\varepsilon}>0$ and $\rho>0$ such that

$$
\frac{1}{\rho^{2}} \int_{\mathfrak{S}^{-}-\rho^{2}}^{\mathfrak{G}} \int_{B_{0, \rho}}\left|\vec{u}^{\gamma}\right|^{3}+\left|p^{\gamma}-\mathfrak{h}^{\gamma}\right|^{\frac{3}{2}} d y d s \leq \tilde{\varepsilon},
$$

where $\mathfrak{h}^{\gamma}=\gamma^{2} \mathfrak{h}\left(\gamma^{2} \cdot\right)$, and $\mathfrak{h}$ is given by the local decomposition of the pressure (see Lemma 5.1). Then by re-scaling back to the variables ( $\vec{u}, p$ ) and using the $\varepsilon$-regularity theory developed in the appendix $B$, we will be able to deduce that the point $(\mathcal{T}, 0)$ is partially regular which is a contradiction.

Since we want to apply Lemma 5.3, we need some information on the initial data and for this, since $\vec{u} \in \mathcal{C}(] 0, \mathcal{T}\left[, L^{\infty}\left(\mathbb{R}^{3}\right)\right)$, we can consider $\vec{u}_{0}^{\gamma}(\cdot)=\gamma \vec{u}\left(t_{0}, \gamma \cdot\right)$ as initial data such that $\left(\vec{u}^{\gamma}, p^{\gamma}\right)$ is a solution of the forced Navier-Stokes equations

$$
\left\{\begin{array}{l}
\partial_{t} \vec{u}^{\gamma}=\Delta \vec{u}^{\gamma}-\left(\vec{u}^{\gamma} \cdot \vec{\nabla}\right) \vec{u}^{\gamma}-\vec{\nabla} p^{\gamma}+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}^{\gamma},  \tag{5.41}\\
\vec{u}^{\gamma}(0, \cdot)=\vec{u}_{0}^{\gamma} .
\end{array}\right.
$$

Furthermore, to deduce that $\left(\vec{u}^{\gamma}, p^{\gamma}\right)$ is a local Leray solution of the system above, it will convenient to write $\vec{\nabla} \wedge \vec{\omega}^{\gamma}=\operatorname{div}\left(\mathbb{W}^{\gamma}\right)$ where we have

$$
\mathbb{W}^{\gamma}=\left(\begin{array}{ccc}
0 & \omega_{3}^{\gamma} & -\omega_{2}^{\gamma}  \tag{5.42}\\
\omega_{1}^{\gamma} & 0 & -\omega_{3}^{\gamma} \\
-\omega_{2}^{\gamma} & \omega_{1}^{\gamma} & 0
\end{array}\right),
$$

and we thus obtain that the pair $\left(\vec{u}^{\gamma}, p^{\gamma}\right)$ is a solution of the following system

$$
\left\{\begin{array}{l}
\partial_{t} \vec{u}^{\gamma}=\Delta \vec{u}^{\gamma}-\left(\vec{u}^{\gamma} \cdot \vec{\nabla}\right) \vec{u}^{\gamma}-\vec{\nabla} p^{\gamma}+\frac{1}{2} \operatorname{div}\left(\mathbb{W}^{\gamma}\right), \\
\vec{u}^{\gamma}(0, \cdot)=\vec{u}_{0}^{\gamma}
\end{array}\right.
$$

At this point, we can apply the theory of local Leray solutions of the Navier-Stokes equations which is given in the following result:

Lemma 5.5. Let $\vec{v}_{0}$ be an initial data and $\mathbb{F}$ be a tensor field such that

$$
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{B_{x_{0}, 1}}\left|\vec{v}_{0}(y)\right|^{2} d y<M^{*} \quad \text { and } \quad \sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}}|\mathbb{F}|^{2} d y d s<M^{*} .
$$

Then, there exists a local Leray solution $(\vec{v}, q)$ in the sense of the Definition 14.1 of the book [24] of the forced Navier-Stokes equations

$$
\left\{\begin{array}{l}
\partial_{t} \vec{v}=\Delta \vec{v}-(\vec{v} \cdot \vec{\nabla}) \vec{v}-\vec{\nabla} q+\operatorname{div}(\mathbb{F}), \\
\vec{v}(0, \cdot)=\vec{v}_{0},
\end{array}\right.
$$

on $] 0, T\left[\times \mathbb{R}^{3}\right.$, such that $T=\min \left\{1, \frac{1}{C\left(1+M^{*}\right)^{4}}\right\}$ and

$$
\sup _{0<t<T} \sup _{x \in \mathbb{R}^{3}} \int_{B_{x, 1}}|\vec{v}(t, y)|^{2} d y+\sup _{x \in \mathbb{R}^{3}} \int_{0}^{T} \int_{B_{x, 1}}|\vec{\nabla} \otimes \vec{v}|^{2} d y \leq C\left(M^{*}\right) .
$$

For a proof of the previous lemma we refer to [24, Theorem 14.1, pg 455]. As we can see, with this lemma at hand we can construct a local Leray solution as long as we have some mild decay on the initial data $\vec{u}_{0}^{\gamma}$ and on the external force $\mathbb{W}^{\gamma}$ and for this we only need to verify the following uniform controls

$$
\begin{equation*}
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{B_{x_{0}, 1}}\left|\vec{u}_{0}^{\gamma}(y)\right|^{2} d y<+\infty \tag{5.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}}\left|\mathbb{W}^{\gamma}\right|^{2} d y d s<+\infty \tag{5.44}
\end{equation*}
$$

Let us study the initial data. Since $\vec{u}_{0}^{\gamma}(\cdot)=\gamma \vec{u}\left(t_{0}, \gamma \cdot\right)$, by a change of variable, we obtain

$$
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{B_{x_{0}, 1}}\left|\vec{u}_{0}^{\gamma}(y)\right|^{2} d y=\sup _{x_{0} \in \mathbb{R}^{3}} \frac{1}{\gamma} \int_{B_{\gamma x_{0}, \gamma}}\left|\vec{u}\left(t_{0}, y\right)\right|^{2} d y=\sup _{z \in \mathbb{R}^{3}} \frac{1}{\gamma} \int_{B_{z, \gamma}}\left|\vec{u}\left(t_{0}, y\right)\right|^{2} d y .
$$

On the other hand, recall that by (5.40) we have $\gamma<r_{0}$ and $\mathcal{T}-\gamma^{2}<t_{0}<\mathcal{T}$. Thus, by the hypothesis (5.36), we have

$$
\sup _{z \in \mathbb{R}^{3}} \frac{1}{\gamma} \int_{B_{z, \gamma}}\left|\vec{u}\left(t_{0}, y\right)\right|^{2} d y \leq \sup _{x_{0} \in \mathbb{R}^{3}} \sup _{\left.r \in] 0, r_{0}\right]} \sup _{-r^{2} \leq t \leq \mathcal{T}} \frac{1}{r} \int_{B_{x_{0}, r}}|\vec{u}(t, x)|^{2} d x \leq \mathfrak{M}<+\infty,
$$

and we obtain the following control on the initial data $\vec{u}_{0}^{\gamma}$

$$
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{B_{x_{0}, 1}}\left|\vec{u}_{0}^{\gamma}(y)\right|^{2} d y \leq \mathfrak{M}<+\infty .
$$

Let us study now the external force $\mathbb{W}^{\gamma}$ defined in 5.42. Since $\omega_{i}^{\gamma}(\cdot, \cdot)=\gamma^{2} \omega_{i}\left(t_{0}+\gamma^{2} \cdot, \gamma \cdot\right)$, one has

$$
\begin{aligned}
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}}\left|\mathbb{W}^{\gamma}\right|^{2} d y d s & =\sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}} \sum_{i=1}^{3} 2\left|\omega_{i}^{\gamma}\right|^{2} d y d s \\
& =\sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}} \sum_{i=1}^{3} 2\left|\gamma^{2} \omega_{i}\left(t_{0}+\gamma^{2} s, \gamma y\right)\right|^{2} d y d s
\end{aligned}
$$

Moreover, by a change of variable, we have

$$
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}}\left|\mathbb{W}^{\gamma}\right|^{2} d y d s=\sup _{x_{0} \in \mathbb{R}^{3}} \frac{1}{\gamma} \int_{t_{0}}^{t_{0}+\gamma^{2}} \int_{B_{\gamma x_{0}, \gamma}} \sum_{i=1}^{3} 2|\omega(s, y)|^{2} d y d s
$$

and since $\gamma<r_{0}$ by (5.40), one has

$$
\begin{aligned}
& \sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}}\left|\mathbb{W}^{\gamma}\right|^{2} d y d s \leq C \sup _{z \in \mathbb{R}^{3}} \sup _{t_{0} \leq t \leq t_{0}+\gamma^{2}} \frac{1}{\gamma} \gamma^{2} \int_{B_{z, \gamma}}|\vec{\omega}(t, y)|^{2} d y \\
& \leq C r_{0} \sup _{z \in \mathbb{R}^{3}} \sup _{0} \leq t \leq t_{0}+\gamma^{2} \\
& \int_{B_{z, \gamma}}|\vec{\omega}(t, y)|^{2} d y
\end{aligned}
$$

Then, since $\vec{\omega} \in L_{t}^{\infty} L_{x}^{2}$, we obtain

$$
\sup _{x_{0} \in \mathbb{R}^{3}} \int_{0}^{1} \int_{B_{x_{0}, 1}}\left|\mathbb{W}^{\gamma}\right|^{2} d y d s \leq C\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}}^{2}<+\infty
$$

and we obtain the uniform control 5.44 on the external force.
Thus, from the estimate (5.43) and the previous control, we can apply the Lemma 5.5 , and therefore for $T=\min \left\{1, \frac{1}{C(1+M)^{4}}\right\}$ with $M=M\left(\mathfrak{M},\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}}^{2}\right)>0$, there exists a local Leray solution $(\vec{v}, q)$ of the system 5.41) (recall $\left.\operatorname{div}\left(\mathbb{W}^{\gamma}\right)=\vec{\nabla} \wedge \vec{\omega}^{\gamma}\right)$ on $] 0, T\left[\times \mathbb{R}^{3}\right.$, such that for some constant $M_{1}>0$,

$$
\begin{equation*}
\sup _{0<t<T} \sup _{x \in \mathbb{R}^{3}} \int_{B_{x, 1}}|\vec{v}(t, x)|^{2} d y+\sup _{x \in \mathbb{R}^{3}} \int_{0}^{T} \int_{B_{x, 1}}|\vec{\nabla} \otimes \vec{v}|^{2} d y \leq M_{1} \tag{5.45}
\end{equation*}
$$

It is worth noting that since $\left(\vec{u}^{\gamma}, p^{\gamma}\right)$ is a strong solution of 5.41) by a weak-strong uniqueness argument (see [24, Theorem 14.7]), it follows that $\vec{u}^{\gamma}=\vec{v}$ and $p^{\gamma}=q$ on $] 0, \min \{\mathfrak{S}, T\}\left[\times \mathbb{R}^{3}\right.$. Thus, instead of studying $\left(\vec{u}^{\gamma}, p^{\gamma}\right)$ on $] 0, \mathfrak{S}\left[\times \mathbb{R}^{3}\right.$, we will apply Lemma 5.3 and Corollary 5.1 to the pair $(\vec{v}, q)$ on $] 0, T\left[\times \mathbb{R}^{3}\right.$ and later by fixing $\mathfrak{S} \ll 1$ small enough (in order to obtain the uniqueness on the intervall $] 0, \mathfrak{S}\left[\right.$ ) we can come back to the variables $\left(\vec{u}^{\gamma}, p^{\gamma}\right)$.

Let us verify that the triplet $\left(\vec{v}, q, \vec{\omega}^{\gamma}\right)$ satisfies the hypotheses of Lemma 5.3. Notice that since $(\vec{v}, q)$ is already a local Leray solution by construction and we have the control (5.45), we only need to verify the following points:

- We have

$$
\begin{equation*}
\left\|\vec{\omega}^{\gamma}\right\|_{L^{\infty}(] 0, T\left[, L^{2}\left(B_{0,1}\right)\right)}^{2}<C \mathfrak{S} \tag{5.46}
\end{equation*}
$$

- For all $\mathfrak{r}>0$ such that $\sqrt{\mathfrak{S}}<\mathfrak{r}<1$, we have

$$
\begin{equation*}
\sup _{\sqrt{\mathfrak{S}}<\mathfrak{r} \leq 1} \frac{1}{\mathfrak{r}} \int_{B_{0, \mathfrak{r}}}\left|\vec{u}_{0}^{\gamma}\right|^{2} d y<\varepsilon_{*} \tag{5.47}
\end{equation*}
$$

For obtaining (5.46), since $T<1$ by construction and $\vec{\omega}^{\gamma}(\cdot, \cdot)=\gamma^{2} \vec{\omega}\left(t_{0}+\gamma^{2} \cdot, \gamma \cdot\right)$, by a change of variable we have

$$
\begin{aligned}
\left\|\vec{\omega}^{\gamma}\right\|_{L^{\infty}(] 0, T\left[, L^{2}\left(B_{0,1}\right)\right)}^{2} & \leq\left\|\vec{\omega}^{\gamma}\right\|_{L^{\infty}(] 0,1\left[, L^{2}\left(B_{0,1}\right)\right)}^{2} \\
& \leq\left\|\gamma^{2} \vec{\omega}\left(t_{0}+\gamma^{2} \cdot, \gamma \cdot\right)\right\|_{L^{\infty}(] 0,1\left[, L^{2}\left(B_{0,1}\right)\right)}^{2}=\gamma\|\vec{\omega}\|_{L^{\infty}(] t_{0}, t_{0}+\gamma^{2}\left[, L^{2}\left(B_{0, \gamma}\right)\right)}^{2}
\end{aligned}
$$

Since $\vec{\omega} \in L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} \dot{H}_{x}^{1}$ by hypothesis, we obtain $\left\|\vec{\omega}^{\gamma}\right\|_{L^{\infty}(] 0,1\left[, L^{2}\left(B_{0,1}\right)\right)}^{2} \leq \gamma\|\vec{\omega}\|_{L_{t}^{\infty} L_{x}^{2}}^{2} \leq C \gamma$. Moreover, since $\mathcal{T}-\delta^{2}<t_{0}<\mathcal{T}$ we have $\gamma=\sqrt{\frac{\mathcal{T}-t_{0}}{\mathfrak{S}}}<\sqrt{\frac{\delta^{2}}{\mathfrak{S}}}<r_{0} \mathfrak{S}\left(\right.$ recall $\left.\delta=\min \left\{\sqrt{\frac{\mathcal{T}}{2}}, \frac{r_{0} \mathfrak{S}^{\frac{3}{2}}}{2}\right\}\right)$, and we can write

$$
\left\|\vec{\omega}^{\gamma}\right\|_{L^{\infty}(] 0, \mathfrak{S}\left[, L^{2}\left(B_{0,1}\right)\right)}^{2}<C \mathfrak{S}
$$

which is the wished estimate 5.46. As pointed out in Remark 5.2, the smallness condition to the "external force" is obtained by a suitable rescaling over the variable $\vec{\omega}$.

For obtaining (5.47), fix $\sqrt{\mathfrak{S}}<\mathfrak{r}<1$. Since $\vec{u}^{\gamma}(0, \cdot)=\gamma \vec{u}\left(t_{0}, \gamma \cdot\right)$ and by the change of variable $z=\gamma y$, we have

$$
\int_{B_{0, \mathbf{r}}}\left|\vec{u}^{\gamma}(0, y)\right|^{2} d y=\int_{B_{0, \mathrm{r}}}\left|\gamma \vec{u}\left(t_{0}, \gamma y\right)\right|^{2} d y=\frac{1}{\gamma} \int_{B_{0, \gamma \mathrm{r}}}\left|\vec{u}\left(t_{0}, z\right)\right|^{2} d z
$$

Moreover, since $\mathfrak{r}<1$ and since $\gamma=\sqrt{\frac{\mathcal{T}-t_{0}}{\mathfrak{S}}}$ it follows from the assumption (5.39) that

$$
\int_{B_{0, \mathfrak{r}}}\left|\vec{u}^{\gamma}(0, y)\right|^{2} d y \leq\left.\frac{\sqrt{\mathfrak{S}}}{\sqrt{\mathcal{T}-t_{0}}} \int_{B}\left|\overrightarrow{0, \sqrt{\frac{\mathcal{T}-t_{0}}{\mathfrak{S}}}}\right| \vec{u}(t, x)\right|^{2} d x<\sqrt{\mathfrak{S}} \varepsilon_{*}
$$

Therefore, since $\sqrt{\mathfrak{S}}<\mathfrak{r}$ one has $\frac{1}{\mathfrak{r}} \int_{B_{0, \mathfrak{r}}}\left|\vec{u}^{\gamma}(0, y)\right|^{2} d y<\varepsilon_{*}$. Since $\sqrt{\mathfrak{S}} \leq \mathfrak{r}<1$ is arbitrary, we conclude that

$$
\sup _{\sqrt{\mathfrak{S}}<\mathfrak{r} \leq 1} \frac{1}{\mathfrak{r}} \int_{B_{0, \mathfrak{r}}}\left|\vec{u}_{0}^{\gamma}\right|^{2} d y<\varepsilon_{*}
$$

Thus, we have proved that $\left(\vec{v}, q, \vec{\omega}^{\gamma}\right)$ verifies the conditions (5.45, 5.46) and (5.47). Then, we can apply Lemma 5.3 and Corollary 5.1 and therefore there exists $\mathcal{T}_{1}=\mathcal{T}_{1}(T, \mathfrak{M})>0$, and a constant $\mathfrak{c}>1$ such that for any $\sqrt{\mathfrak{S}}<r$ with $\lambda r^{2} \leq \frac{\mathcal{T}_{1}}{\mathfrak{c}}$ and $\lambda=\frac{1}{1+\varepsilon_{*}^{2}}$, we have

$$
\frac{1}{r^{2}} \int_{0}^{\lambda r^{2}} \int_{B_{0, r}}|\vec{v}(s, y)|^{3}+\left|q-\mathfrak{h}_{q}\right|^{\frac{3}{2}} d y d s \leq C\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right)
$$

Now, fix $\mathfrak{S} \ll 1$ such that for $r=\sqrt{\frac{\mathfrak{S}}{\lambda}}$, we have $\sqrt{\mathfrak{S}}<r$ and $\lambda r^{2}<\frac{\mathcal{T}_{1}}{\mathfrak{c}}$. Therefore, by choosing $r=\sqrt{\frac{\mathfrak{S}}{\lambda}}$ in the expression above, we obtain

$$
\frac{\mathfrak{S}}{\lambda} \int_{0}^{\mathfrak{S}} \int_{B_{0, \sqrt{\frac{\mathfrak{C}}{\lambda}}}|\vec{v}|^{3}+\left|q-\mathfrak{h}_{\mathfrak{q}}\right|^{\frac{3}{2}} d y d s \leq C\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right) . . . . . .}
$$

Now, since $\vec{u}^{\gamma}=\vec{v}$ and $p^{\gamma}=q$ on $] 0, \mathfrak{S}\left[\times \mathbb{R}^{3}\right.$, we have

$$
\frac{\mathfrak{S}}{\lambda} \int_{0}^{\mathfrak{S}} \int_{B_{0, \sqrt{\frac{\mathfrak{S}}{\lambda}}}}\left|\vec{u}^{\gamma}\right|^{3}+\left|p^{\gamma}-\mathfrak{h}^{\gamma}\right|^{\frac{3}{2}} d y d s \leq C\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right)
$$

Thus, since $\vec{u}^{\gamma}(s, y)=\gamma \vec{u}\left(t_{0}+\gamma^{2} s, \gamma y\right), \quad p^{\gamma}(s, y)=\gamma^{2} p\left(t_{0}+\gamma^{2} s, \gamma y\right)$, we obtain (recall that $\left.\gamma=\sqrt{\frac{\mathcal{T}-t_{0}}{\mathfrak{S}}}\right)$

$$
\left.\frac{\lambda}{\mathcal{T}-t_{0}} \int_{t_{0}}^{\mathcal{T}} \int_{B}\left|\overrightarrow{0, \sqrt{\frac{\mathcal{T}-t_{0}}{\lambda}}}\right| \vec{u}\right|^{3}+|p-\mathfrak{h}|^{\frac{3}{2}} d y d s \leq C\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right)
$$

Since $\lambda<1$, we have $B_{0, \sqrt{\mathcal{T}-t_{0}}} \subset B_{0, \sqrt{\frac{\mathcal{T}-t_{0}}{\lambda}}}$ and we can write

$$
\frac{\lambda}{\mathcal{T}-t_{0}} \int_{\mathcal{T}-\left(\sqrt{\mathcal{T}-t_{0}}\right)^{2}}^{\mathcal{T}} \int_{B_{0, \sqrt{\mathcal{T}-t_{0}}}}|\vec{u}|^{3}+|p-\mathfrak{h}|^{\frac{3}{2}} d y d s \leq C\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right)
$$

which can be rewritten as follows

$$
\frac{1}{\left(\sqrt{\mathcal{T}-t_{0}}\right)^{2}} \int_{\mathcal{T}-\left(\sqrt{\mathcal{T}-t_{0}}\right)^{2}}^{\mathcal{T}} \int_{B_{0, \sqrt{\mathcal{T}-t_{0}}}}|\vec{u}|^{3}+|p-\mathfrak{h}|^{\frac{3}{2}} d y d s \leq C \frac{\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right)}{\lambda}
$$

Thus, since $\lambda=\frac{1}{1+\varepsilon_{*}^{2}}$, and $0<\varepsilon_{*} \ll 1$ can be considered small enough, we can find $0<\tilde{\varepsilon} \ll 1$ such that $C\left(\varepsilon_{*}+\varepsilon_{*}^{\frac{3}{2}}\right) \frac{1}{\lambda}<\tilde{\varepsilon}$, and for $\rho=\sqrt{\mathcal{T}-t_{0}}$, we obtain

$$
\frac{1}{\rho^{2}} \int_{\mathcal{T}-\rho^{2}}^{\mathcal{T}} \int_{B_{0, \rho}}|\vec{u}(s, y)|^{3}+|p-\mathfrak{h}|^{\frac{3}{2}} d y d s<\tilde{\varepsilon}
$$

Now, since $(\vec{u}, p-\mathfrak{h}, \vec{\omega})$ is also a partial suitable solution of the micropolar fluids equations, we can apply Theorem B. 1 in the appendix $B$ and it follows that $(\mathcal{T}, 0)$ is a partial regular point in the sense of Definition 1.3 , which is a contradiction to the fact that $(\mathcal{T}, 0)$ is partially singular by hypothesis.

We thus have proved that there exists $\varepsilon_{*}>0, \mathfrak{S}=\mathfrak{S}(\mathfrak{M})$ and $\delta>0$ such that for all $\left.t \in\right] \mathcal{T}-\delta, \mathcal{T}$, we have

$$
\frac{1}{\sqrt{\mathcal{T}-t}} \int_{B_{0, \sqrt{\frac{\mathcal{T}-t}{\mathcal{E}}}}}|\vec{u}(t, x)|^{2} d x \geq \varepsilon_{*}
$$

which as we mentioned before, implies the $L^{3}$-norm concentration effect of the velocity around the singular point $(\mathcal{T}, 0)$. This finishes the proof of Theorem 1.4 .

Remark 5.4. In all the previous computations, it might seem that the variable $\vec{\omega}$ is only considered as an external force via the term $\vec{\nabla} \wedge \vec{\omega}$ in the first equation (1.1), however a very detailed study of its properties is essential to perform all the arguments given above. This fact will appear clearly in the pages below.

## A A Serrin criterion for the micropolar fluid equations

As pointed out in the page 3 of the introduction, in this appendix we establish a partial Serrin regularity criterion for the micropolar fluids equations. The main idea consists in deducing a gain of regularity for both variables $\vec{u}$ and $\vec{\omega}$ by assuming only the local boundedness of $\vec{u}$.

Since we are interested in the local behavior of a weak solution $(\vec{u}, p, \vec{\omega})$ of the system (1.1) and (1.2) around a point $\left.\left(t_{0}, x_{0}\right) \in\right] 0,+\infty\left[\times \mathbb{R}^{3}\right.$, we will examine its regularity within the parabolic ball $Q_{R}\left(t_{0}, x_{0}\right)$ defined in 1.8 for some fixed $0<R^{2}<t_{0}$. We thus have:

Theorem A.1. Let $(\vec{u}, p, \vec{\omega})$ be a weak solution of the micropolar fluids equations (1.1) and 1.2) over the parabolic ball $Q_{R}\left(t_{0}, x_{0}\right)$ given in (1.8) such that

$$
\vec{u}, \vec{\omega} \in L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\left(t_{0}, x_{0}\right)\right) \cap L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\left(t_{0}, x_{0}\right)\right) \quad \text { and } \quad p \in \mathcal{D}_{t, x}^{\prime}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)
$$

If we assume moreover that $\vec{u} \in L_{t, x}^{\infty}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)$, then for all $0<r<R$, and for all $k \in \mathbb{N}$ we have

$$
\vec{u}, \vec{\omega} \in L^{\infty}(] t_{0}-r^{2}, t_{0}\left[, \dot{H}^{k}\left(B_{x_{0}, r}\right)\right) \cap L^{2}(] t_{0}-r^{2}, t_{0}\left[, \dot{H}^{k+1}\left(B_{x_{0}, r}\right)\right)
$$

Let us mention here that in order to obtain the wished gain of regularity, it will necessary to establish a dialogue between the variables $\vec{u}$ and $\vec{\omega}$ as it was pointed out in the Remark 5.4 above. Indeed, we will see first how to obtain a small gain of regularity for $\vec{u}$, which will depend of the information we have over $\vec{\omega}$. Then we will transfer this new information from $\vec{u}$ to $\vec{\omega}$, which in turn will imply a new gain of regularity of the velocity. Hence, by iterating this process we can obtain the whished conclusion.

Proof of Theorem A.1. Let us study the regularity of $\vec{u}$. For this, recall that this variable satisfies the equation (1.1) i.e., we have

$$
\partial_{t} \vec{u}=\Delta \vec{u}-(\vec{u} \cdot \vec{\nabla}) \vec{u}-\vec{\nabla} p+\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}
$$

Notice that the system above may be seen as the forced Navier-Stokes system where the external force is given by the term $\vec{\nabla} \wedge \vec{\omega}$ which belongs to $L_{t}^{2} L_{x}^{2}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)$ (recall that by hypothesis we have $\left.\vec{\omega} \in L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)\right)$. Thus, since $\vec{u}$ is bounded on $Q_{R}\left(t_{0}, x_{0}\right)$ by hypothesis, we can apply the Serrin criterion of the Navier-Stokes equations (see for instance [24, Theorem 13.1, pg 397]), and therefore for some $0<r_{1}<R$, we have

$$
\begin{equation*}
\vec{u} \in L^{\infty}(] t_{0}-r_{1}^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, r_{1}}\right) \cap L^{2}(] t_{0}-r_{1}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{x_{0}, r_{1}}\right)\right)\right. \tag{A.1}
\end{equation*}
$$

It is worth noting that we have obtained a gain of regularity in the space variable for the velocity $\vec{u}$, however we cannot expect any further information since the regularity of $\vec{u}$ is linked to the external force represented here by the term $\frac{1}{2} \vec{\nabla} \wedge \vec{\omega}$ and therefore we need to improve the regularity of $\vec{\omega}$.

Thus, let us prove now that we can obtain the same gain of regularity given in A.1 for $\vec{\omega}$. For this, we need some technical lemmas. First, we will recall a previous result given in [12] that gives us an explicit gain of integrability for both variables $\vec{u}$ and $\vec{\omega}$ as long as $\vec{u}$ belongs to some parabolic Morrey spaces. Next, we will establish that the divergence of $\vec{\omega}$ belongs to $L_{t, x}^{6}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)$ for some $0<r<R$ and then we will show that the variable $\vec{\omega}$ is bounded within $Q_{r}\left(t_{0}, x_{0}\right)$. Finally, with these informations at hand we will be able to deduce the gain of regularity for $\vec{\omega}$ with respect to the space variable by considering the usual smoothing effects of the heat kernel.

Proposition A.1. Let $(\vec{u}, p, \vec{\omega})$ be a weak solution of the micropolar fluids equations (1.1) and (1.2) over the parabolic ball $\mathbf{Q}_{R}\left(t_{0}, x_{0}\right)$ given in the expression (1.7) such that we have the usual information $\vec{u}, \vec{\omega} \in L^{\infty}(] t_{0}-R^{2}, t_{0}+R^{2}\left[, L^{2}\left(B_{x_{0}, R}\right)\right) \cap L^{2}(] t_{0}-R^{2}, t_{0}+R^{2}\left[, \dot{H}^{1}\left(B_{x_{0}, R}\right)\right)$ and $p \in \mathcal{D}_{t, x}^{\prime}\left(\mathbf{Q}_{R}\left(t_{0}, x_{0}\right)\right)$. If moreover we have the following local hypothesis

$$
\mathbb{1}_{\mathbf{Q}_{R}\left(t_{0}, x_{0}\right)} \vec{u} \in \mathcal{M}_{t, x}^{p_{0}, q_{0}}\left(\mathbb{R} \times \mathbb{R}^{3}\right) \quad \text { with } 2<p_{0} \leq q_{0}, 5<q_{0} \leq 6
$$

then

1) for a parabolic ball $\mathbf{Q}_{\tau_{1}}\left(t_{0}, x_{0}\right) \subset \mathbf{Q}_{R}\left(t_{0}, x_{0}\right)$ we have

$$
\vec{u} \in L_{t, x}^{q_{0}}\left(\mathbf{Q}_{\tau_{1}}\left(t_{0}, x_{0}\right)\right), \quad 5<q_{0} \leq 6
$$

2) For a parabolic ball $\mathbf{Q}_{\tau_{2}}\left(t_{0}, x_{0}\right) \subset \mathbf{Q}_{\tau_{1}}\left(t_{0}, x_{0}\right)$, we have

$$
\vec{\omega} \in L_{t, x}^{q_{0}}\left(\mathbf{Q}_{\tau_{2}}\left(t_{0}, x_{0}\right)\right), \quad 5<q_{0} \leq 6 .
$$

Remark A.1. It is important to note that the previous proposition essentially extends O'Leary's result in [27] for the Navier-Stokes equations to the context of the micropolar fluid equations. In the statement above, the balls $\mathbf{Q}_{r}$ of the type (1.7) are considered, however, the proof given in [12] can be easily adapted to the balls $Q_{r}$ given in (1.8) where only the time variable lies in a slightly different interval. With no loss of generality, we will frequently replace the balls $\mathbf{Q}_{r}$ by $Q_{r}$ in the sequel. See also [21], [27] and [24. Theorem 13.3] for a similar treatment.

With this result at hand we now study the integrability of $\operatorname{div}(\vec{\omega})$ within the parabolic ball $Q_{R}\left(t_{0}, x_{0}\right)$.
Lemma A.1. Under the hypotheses of Theorem A.1, for all $Q_{r_{1}}\left(t_{0}, x_{0}\right) \subset Q_{R}\left(t_{0}, x_{0}\right)$ we have $\mathbb{1}_{Q_{r_{1}}\left(t_{0}, x_{0}\right)} \operatorname{div}(\vec{\omega}) \in L_{t, x}^{6}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$.
Proof. First, notice that since $\vec{u}$ is bounded over the set $Q_{R}\left(t_{0}, x_{0}\right)$ by hypothesis, we obviously obtain that $\mathbb{1}_{Q_{R}} \vec{u} \in \mathcal{M}_{t, x}^{3,6}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$. Therefore, by Remark A. 1 we can consider Proposition A. 1 over balls of the type $Q_{r}$, and thus there exists $0<r_{0}<R$ such that

$$
\begin{equation*}
\mathbb{1}_{Q_{r_{0}}} \vec{\omega} \in L_{t, x}^{6}\left(\mathbb{R} \times \mathbb{R}^{3}\right) . \tag{A.2}
\end{equation*}
$$

Now, with this additional information over the variable $\vec{\omega}$, we may study the local integrability of $\operatorname{div}(\vec{\omega})$. Let $\varphi: \mathbb{R} \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ be a test function such that for $0<r_{1}<r_{0}<R$,

$$
\varphi \equiv 1 \text { on }] t_{0}-r_{1}^{2}, t_{0}+r_{1}^{2}\left[\times B_{x_{0}, r_{1}} \quad \text { and } \quad \operatorname{supp}(\varphi) \subset\right] t_{0}-r_{0}^{2}, t_{0}+r_{0}^{2}\left[\times B_{x_{0}, r_{0}} .\right.
$$

Given that we are interested in the local information of $\operatorname{div}(\vec{\omega})$, we set $\mathbb{W}=\varphi \operatorname{div}(\vec{\omega})$. By applying formally the divergence operator to the equation (1.2) we obtain the following:

$$
\begin{equation*}
\partial_{t} \operatorname{div}(\vec{\omega})=2 \Delta \operatorname{div}(\vec{\omega})-\operatorname{div}(\vec{\omega})-\operatorname{div}(\operatorname{div}(\vec{\omega} \otimes \vec{u})) . \tag{A.3}
\end{equation*}
$$

Moreover we easily deduce that (recall that we have $\mathbb{W}=\varphi \operatorname{div}(\vec{\omega})$ ):

$$
\partial_{t} \mathbb{W}-2 \Delta \mathbb{W}=\left(\partial_{t} \varphi-2 \Delta \varphi\right) \operatorname{div}(\vec{\omega})+4 \sum_{i=1}^{3} \partial_{i}\left(\left(\partial_{i} \varphi\right) \operatorname{div}(\vec{\omega})\right)+\varphi\left(\partial_{t} \operatorname{div}(\vec{\omega})-2 \Delta \operatorname{div}(\vec{\omega})\right) .
$$

Hence, we get for any $t \in\left[0, t_{0}[\right.$,

$$
\left\{\begin{array}{l}
\partial_{t} \mathbb{W}=2 \Delta \mathbb{W}+\left(\partial_{t} \varphi-2 \Delta \varphi-\varphi\right) \operatorname{div}(\vec{w})+4 \sum_{i=1}^{3} \partial_{i}\left(\left(\partial_{i} \varphi\right) \operatorname{div}(\vec{\omega})\right)-\varphi \operatorname{div}(\operatorname{div}(\vec{\omega} \otimes \vec{u})), \\
\mathbb{W}(0, \cdot)=0
\end{array}\right.
$$

Thus, by the Duhamel's formula we obtain

$$
\begin{align*}
\mathbb{W}(t, x)= & \underbrace{\int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{t} \varphi-2 \Delta \varphi-\varphi\right) \operatorname{div}(\vec{\omega})\right) d s}_{\left(I_{\mathbb{W}}\right)}+4 \sum_{i=1}^{3} \underbrace{\int_{0}^{t} e^{2(t-s) \Delta}\left(\partial_{i}\left(\left(\partial_{i} \varphi\right) \operatorname{div}(\vec{\omega})\right) d s\right)}_{\left(I I I_{\mathbb{W}}\right)} \\
& -\underbrace{\int_{0}^{t} e^{2(t-s) \Delta}(\varphi \operatorname{div}(\operatorname{div}(\vec{\omega} \otimes \vec{u}))) d s}_{\left(I I_{\mathbb{W}}\right)} . \tag{A.4}
\end{align*}
$$

We shall prove that each term of the right-hand side of the expression above belongs to $L_{t, x}^{6}(] 0, t_{0}\left[\times \mathbb{R}^{3}\right)$.

- For the first term $\left(I_{\mathbb{W}}\right)$ in (A.4), by setting $\psi=\partial_{t} \varphi-2 \Delta \varphi-\varphi$ we can write

$$
\begin{align*}
\left(I_{\mathbb{W}}\right) & =\int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{t} \varphi-2 \Delta \varphi-\varphi\right) \operatorname{div}(\vec{\omega})\right) d s=\sum_{i=1}^{3} \int_{0}^{t} e^{2(t-s) \Delta} \psi\left(\partial_{i} \omega_{i}\right) d s \\
& =\sum_{i=1}^{3} \int_{0}^{t}\left(\partial_{i} e^{2(t-s) \Delta}\right)\left(\psi \omega_{i}\right) d s-\int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{i} \psi\right) \omega_{i}\right) d s . \tag{A.5}
\end{align*}
$$

Now, since $\psi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ and $\left.\operatorname{supp}(\psi) \subset\right] t_{0}-r_{0}^{2}, t_{0}+r_{0}^{2}\left[\times B_{x_{0}, r_{0}}\right.$, for the first term of the right-hand side of A .5 we obtain

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left(\partial_{i} e^{2(t-s) \Delta}\right)\left(\psi \omega_{i}\right)(s, \cdot) d s\right\|_{L^{6}} & \leq \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left\|\partial_{i} \mathfrak{g}_{2(t-s)}\right\|_{L_{x}^{1}}\left\|\psi \omega_{i}(s, \cdot)\right\|_{L^{6}} d s \\
& \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}(t-s)^{-\frac{1}{2}}\left\|\mathbb{1}_{Q_{r_{0}}} \psi w_{i}(s, \cdot)\right\|_{L^{6}} d s,
\end{aligned}
$$

where we have used the Young inequality for the convolution (recall that the action of the operator $e^{2(t-s) \Delta}$ is given by a convolution with the heat kernel $\left.\mathfrak{g}_{2(t-s)}\right)$ and the usual $L^{p}$-estimates of the heat kernel. Thus, by the Hölder inequality in the time variable with $1=\frac{1}{6}+\frac{5}{6}$, we obtain

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left(\partial_{i} e^{2(t-s) \Delta}\right)\left(\psi \omega_{i}\right)(s, \cdot) d s\right\|_{L^{6}} & \leq C\|\psi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}\left(\int_{0}^{t}(t-s)^{-\frac{6}{10}} d s\right)^{\frac{5}{6}} \\
& \leq C\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}} .
\end{aligned}
$$

Hence, by taking the $L^{6}$-norm in the time variable and since $\mathbb{1}_{Q_{r_{0}}} \vec{\omega} \in L_{t, x}^{6}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ by A.2 , we have

$$
\begin{equation*}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left(\partial_{j} e^{2(t-s) \Delta}\right)\left(\psi w_{i}\right)(s, \cdot) d s\right\|_{L_{t, x}^{6}} \leq C\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty . \tag{A.6}
\end{equation*}
$$

For the second term of A.5 , again by the properties of the test function $\psi$ and the Young inequality for the convolution we obtain

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{i} \psi\right) \omega_{i}\right)(s, \cdot) d s\right\|_{L^{6}} & \leq \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left\|\mathfrak{g}_{2(t-s)}\right\|_{L^{1}}\left\|\left(\partial_{i} \psi\right) \omega_{i}(s, \cdot)\right\|_{L^{6}} d s \\
& \leq C \int_{0}^{t_{0}}\left\|\mathbb{1}_{Q_{r_{0}}}\left(\partial_{i} \psi\right) \vec{\omega}(s, \cdot)\right\|_{L^{6}} d s .
\end{aligned}
$$

Hence, by taking the $L^{6}$-norm as well as the Hölder inequality in the time variable and from A.2 we obtain

$$
\begin{equation*}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{i} \psi\right) \omega_{i}\right)(s, \cdot) d s\right\|_{L_{t, x}^{6}} \leq C\left\|\partial_{i} \psi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty \tag{A.7}
\end{equation*}
$$

Therefore from (A.5), (A.6) and the estimate above, we conclude that the term ( $I_{\mathbb{W}}$ ) in (A.4) belongs to $L_{t, x}^{6}(] 0, t_{0}\left[\times \mathbb{R}^{3}\right)$.

- For the term $\left(I_{\mathbb{W}}\right)$ in A.4), it is enough to study the following expression

$$
\begin{equation*}
\int_{0}^{t} \partial_{i} e^{2(t-s) \Delta}\left(\left(\partial_{i} \varphi\right) \partial_{j} \omega_{j}\right) d s=\int_{0}^{t} \partial_{j} \partial_{i} e^{2(t-s) \Delta}\left(\left(\partial_{i} \varphi\right) \omega_{j}\right) d s-\int_{0}^{t} \partial_{i} e^{2(t-s) \Delta}\left(\left(\partial_{j} \partial_{i} \varphi\right) \omega_{j}\right) d s \tag{A.8}
\end{equation*}
$$

for all $1 \leq i, j \leq 3$. Thus, by the maximal regularity of the heat kernel (see [23, Theorem 7.3]) and by the support properties of the function $\varphi$, we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{i} \partial_{j} e^{2(t-s) \Delta}\left(\left(\partial_{i} \varphi\right) \omega_{j}(s, \cdot)\right) d s\right\|_{L_{t, x}^{6}} & \leq C\left\|\mathbb{1}_{Q_{r_{0}}}\left(\partial_{i} \varphi\right) \vec{\omega}\right\|_{L_{t, x}^{6}} \\
& \leq C\left\|\partial_{i} \varphi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty
\end{aligned}
$$

Since the second term of the right-hand side of (A.8) can be treated in a similar fashion as A.6), by replacing $\psi$ for $\partial_{j} \partial_{i} \varphi$, we can conclude that the term $\left(I I_{\mathbb{W}}\right)$ in A .4 belongs to $L_{t, x}^{6}(] 0, t_{0}\left[\times \mathbb{R}^{3}\right)$.

- For the third term $\left(I I I_{\mathbb{W}}\right)$ of $(A .4$, notice that for all $1 \leq i, j \leq 3$, we have

$$
\begin{align*}
\int_{0}^{t} e^{2(t-s) \Delta}\left(\varphi \partial_{i}\left(\partial_{j}\left(\omega_{j} u_{i}\right)\right)\right) d s & =\int_{0}^{t} \partial_{j} \partial_{i} e^{2(t-s) \Delta}\left(\varphi \omega_{j} u_{i}\right) d s-\int_{0}^{t} \partial_{i} e^{2(t-s) \Delta}\left(\left(\partial_{j} \varphi\right) \omega_{j} u_{i}\right) d s \\
& -\int_{0}^{t} \partial_{j} e^{2(t-s) \Delta}\left(\left(\partial_{i} \varphi\right) \omega_{j} u_{i}\right) d s+\int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{i} \partial_{j} \varphi\right) \omega_{j} u_{i}\right) d s \tag{A.9}
\end{align*}
$$

For the first term of the expression above by using the maximal regularity of the heat kernel, the hypothesis $\mathbb{1}_{Q_{R}} \vec{u} \in L_{t, x}^{\infty}$ and A.2, we can establish that

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{j} \partial_{i} e^{2(t-s) \Delta}\left(\varphi \omega_{j} u_{i}\right) d s\right\|_{L_{t, x}^{6}} & \leq\left\|\mathbb{1}_{Q_{r_{0}}}\left(\varphi \omega_{j} u_{i}\right)\right\|_{L_{t, x}^{6}} \\
& \leq C\|\varphi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{R}} \vec{u}\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty .
\end{aligned}
$$

Since the second and third terms in the right hand-side of A.9) share the same structure, it is enough to study only one of them. Thus, by the same arguments as in A.6), we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{j} e^{2(t-s) \Delta}\left(\left(\partial_{j} \varphi\right) \omega_{j} u_{i}\right)(s, \cdot) d s\right\|_{L_{t, x}^{6}} & \leq\left\|\mathbb{1}_{Q_{r_{0}}}\left(\partial_{j} \varphi\right) \omega_{j} u_{i}\right\|_{L_{t, x}^{6}} \\
& \leq C\left\|\partial_{j} \varphi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{R}} \vec{u}\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{u}\right\|_{L_{t, x}^{6}}<+\infty .
\end{aligned}
$$

Finally the last term of A.9, we can use the estimate A.7) and we obtain

$$
\begin{aligned}
\left\|\int_{0}^{t} e^{2(t-s) \Delta}\left(\left(\partial_{j} \partial_{i} \varphi\right) \omega_{j} u_{i}\right) d s\right\|_{L_{t, x}^{6}} & \leq\left\|\mathbb{1}_{Q_{r_{0}}}\left(\partial_{j} \partial_{i} \varphi\right) \omega_{j} u_{i}\right\|_{L_{t, x}^{6}} \\
& \leq C\left\|\partial_{j} \partial_{i} \varphi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{R}} \vec{u}\right\|_{L_{t, x}^{\infty}}\|\vec{u}\|_{L_{t, x}^{6}}<+\infty
\end{aligned}
$$

Consequently, we find that $\left(I I I_{\mathbb{W}}\right)$ in (A.4) belongs to $L_{t, x}^{6}(] 0, t_{0}\left[\times \mathbb{R}^{3}\right)$.
Hence, we have proved that the quantities $\left(I_{\mathbb{W}}\right),\left(I I_{\mathbb{W}}\right),\left(I I I_{\mathbb{W}}\right)$ given in A.4 belong to $L_{t, x}^{6}(] 0, t_{0}\left[\times \mathbb{R}^{3}\right)$ and therefore we obtain that the function $\mathbb{W} \in L_{t, x}^{6}(] 0, t_{0}\left[\times \mathbb{R}^{3}\right)$. By using the properties of the test function (recall $\varphi=1$ on $] t_{0}-r_{1}^{2}, t_{0}+r_{1}^{2}\left[\times B_{x_{0}, r_{1}}\right.$ ) we finally conclude that

$$
\left\|\mathbb{1}_{Q_{r_{1}}\left(t_{0}, x_{0}\right)} \operatorname{div}(\vec{\omega})\right\|_{L_{t, x}^{6}}<+\infty
$$

and this finishes the proof of the Lemma A. 1.
Having obtained this gain of information over $\operatorname{div}(\vec{\omega})$, we can now deduce the boundedness of $\vec{\omega}$.
Proposition A.2. Let $(\vec{u}, p, \vec{\omega})$ be a weak solution of the micropolar fluids equations (1.1) and 1.2) such that $\vec{u}, \vec{\omega} \in L^{\infty}(] t_{0}-R^{2}, t_{0}\left[, L^{2}\left(B_{x_{0}, R}\right)\right) \cap L^{2}(] t_{0}-R^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, R}\right)\right)$ and $p \in \mathcal{D}_{t, x}^{\prime}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)$. If $\vec{u} \in L_{t, x}^{\infty}\left(Q_{R}\right)$ then $\vec{\omega} \in L_{t, x}^{\infty}\left(Q_{r_{2}}\right)$ for all $Q_{r_{2}} \subset Q_{R}$.

Proof. Notice that from Remark A.1, Proposition A.1 and Lemma A.1, we can establish the existence of $r_{0}$ and $r_{1}$ such that $0<r_{1}<r_{0}<R$ and such that

$$
\begin{equation*}
\mathbb{1}_{Q_{r_{0}}} \vec{\omega} \in L_{t, x}^{6} \quad \text { and } \quad \mathbb{1}_{Q_{r_{1}}} \operatorname{div}(\vec{\omega}) \in L_{t, x}^{6} . \tag{A.10}
\end{equation*}
$$

We consider now a positive test function $\phi: \mathbb{R} \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ such that for some radius $r_{2}$ we have $0<r_{2}<r_{1}<r_{0}<R$ and

$$
\phi \equiv 1 \text { on }] t_{0}-r_{2}^{2}, t_{0}+r_{2}^{2}\left[\times B_{x_{0}, r_{2}} \quad \text { and } \quad \operatorname{supp}(\phi) \subset\right] t_{0}-r_{1}^{2}, t_{0}+r_{1}^{2}\left[\times B_{x_{0}, r_{1}} .\right.
$$

Define $\overrightarrow{\mathcal{W}}=\phi \vec{\omega}$. By using the dynamics of the variable $\vec{\omega}$, i.e. the equation (1.2), we have for any $t \in\left[0, t_{0}[\right.$,

$$
\left\{\begin{array}{l}
\partial_{t} \overrightarrow{\mathcal{W}}=\Delta \overrightarrow{\mathcal{W}}+\left(\partial_{t} \phi-\Delta \phi\right) \vec{\omega}+2 \sum_{i=1}^{3} \partial_{i}\left(\left(\partial_{i} \phi\right) \vec{\omega}\right)+\phi\left[\vec{\nabla} \operatorname{div}(\vec{\omega})-\vec{\omega}-\operatorname{div}(\vec{\omega} \otimes \vec{u})+\frac{1}{2} \vec{\nabla} \wedge \vec{u}\right], \\
\overrightarrow{\mathcal{W}}(0, \cdot)=0
\end{array}\right.
$$

By Duhamel's formula we obtain

$$
\begin{align*}
\overrightarrow{\mathcal{W}}(t, x)= & \underbrace{\int_{0}^{t} e^{(t-s) \Delta}\left(\partial_{t} \phi-\Delta \phi-\phi\right) \vec{\omega} d s}_{\left(I_{\vec{w}}\right)}+2 \sum_{i=1}^{3} \underbrace{\int_{0}^{t} e^{(t-s) \Delta} \partial_{i}\left(\left(\partial_{i} \phi\right) \vec{\omega}\right) d s}_{\left(I I_{\vec{w}}\right)}+\underbrace{\int_{0}^{t} e^{(t-s) \Delta} \phi \vec{\nabla} \operatorname{div}(\vec{\omega}) d s}_{\left(I I I_{\vec{w}}\right)} \\
& -\underbrace{\int_{0}^{t} e^{(t-s) \Delta} \phi \operatorname{div}(\vec{w} \otimes \vec{u}) d s}_{\left(V_{\vec{w}}\right)}+\underbrace{\int_{0}^{t} e^{(t-s) \Delta} \frac{\phi}{2} \vec{\nabla} \wedge \vec{u} d s}_{\left(V_{\vec{w}}\right)} d s . \tag{A.11}
\end{align*}
$$

Thus, we shall prove that every term in the right-hand side of A.11] is bounded on $\left[0, t_{0}\left[\times \mathbb{R}^{3}\right.\right.$. We study each term above separately.

- For the term $\left(I_{\overrightarrow{\mathcal{W}}}\right)$ in A.11) by setting $\Phi=\partial_{t} \phi-\Delta \phi-\phi$ we can write

$$
\left(I_{\overrightarrow{\mathcal{W}}}\right)=\int_{0}^{t} e^{(t-s) \Delta}\left(\partial_{t} \phi-\Delta \phi-\phi\right) \vec{\omega} d s=\int_{0}^{t} e^{(t-s) \Delta} \Phi \vec{\omega} d s
$$

Note that $\Phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ and $\left.\operatorname{supp}(\Phi) \subset\right] t_{0}-r_{1}^{2}, t_{0}+r_{1}^{2}\left[\times B_{x_{0}, r_{1}}\right.$. Recall that $e^{(t-s) \Delta}$ is given by a convolution operator with the heat kernel $\mathfrak{g}_{(t-s)}$, hence by the Young inequality for the convolution and the $L^{p}$-estimates of the heat kernel, we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{(t-s) \Delta} \Phi \vec{\omega}(s, \cdot) d s\right\|_{L^{\infty}} & \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left\|\mathfrak{g}_{(t-s)}\right\|_{L^{\frac{6}{5}}}\|\Phi \vec{\omega}(s, \cdot)\|_{L^{6}} d s \\
& \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}(t-s)^{-\frac{1}{4}}\left\|\mathbb{1}_{Q_{r_{0}}} \Phi \vec{\omega}(s, \cdot)\right\|_{L^{6}} d s .
\end{aligned}
$$

Moreover, by applying the Hölder inequality in the time variable with $1=\frac{1}{6}+\frac{5}{6}$ we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{(t-s) \Delta} \Phi \vec{\omega}(s, \cdot) d s\right\|_{L^{\infty}} & \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}}\left\|\mathbb{1}_{Q_{r_{0}}} \Phi \vec{\omega}\right\|_{L_{t, x}^{6}}\left(\int_{0}^{t}(t-s)^{-\frac{3}{10}} d s\right)^{\frac{5}{6}} \\
& \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}}\|\Phi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}} t^{\frac{7}{12}}
\end{aligned}
$$

Therefore, by taking the supremum in the time variable and from A.10, one has

$$
\begin{equation*}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{(t-s) \Delta} \Phi \vec{\omega} d s\right\|_{L_{t, x}^{\infty}} \leq C\|\Phi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty . \tag{A.12}
\end{equation*}
$$

- For the term $\left(I I_{\vec{w}}\right)$ in (A.11), the Young inequality for the convolution and the $L^{p}$ - estimates of the heat kernel imply the following control for all $1 \leq i \leq 3$

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{i} e^{(t-s) \Delta}\left(\partial_{i} \phi\right) \vec{\omega}(s, \cdot) d s\right\|_{L^{\infty}} & \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}\left\|\partial_{i} \mathfrak{g}_{(t-s)}\right\|_{L^{\frac{6}{5}}}\left\|\mathbb{1}_{Q_{r_{0}}}\left(\partial_{i} \phi\right) \vec{\omega}(s, \cdot)\right\|_{L^{6}} d s \\
& \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t}(t-s)^{-\frac{3}{4}}\left\|\mathbb{1}_{Q_{r_{0}}}\left(\partial_{i} \phi\right) \vec{\omega}(s, \cdot)\right\|_{L^{6}} d s
\end{aligned}
$$

Thus, by the Hölder inequality in the time variable, we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{i} e^{(t-s) \Delta}\left(\partial_{i} \phi\right) \vec{\omega}(s, \cdot) d s\right\|_{L^{\infty}} & \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}}\left\|\mathbb{1}_{Q_{r_{0}}} \partial_{i} \phi \vec{\omega}\right\|_{L_{t, x}^{6}}\left(\int_{0}^{t}(t-s)^{-\frac{9}{10}} d s\right)^{\frac{5}{6}} \\
& \leq C \mathbb{1}_{\left\{0<t<t_{0}\right\}}\left\|\partial_{i} \phi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}^{t^{\frac{1}{12}}} .
\end{aligned}
$$

Therefore, by considering the supremum in time and from A.10 we obtain

$$
\begin{equation*}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{i} e^{(t-s) \Delta}\left(\partial_{i} \phi\right) \vec{\omega} d s\right\|_{L_{t, x}^{\infty}} \leq C\left\|\partial_{i} \phi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty . \tag{A.13}
\end{equation*}
$$

- Now, we consider the term $\left(I I I_{\overrightarrow{\mathcal{W}}}\right)$ in A.11. For this, we write

$$
\int_{0}^{t} e^{(t-s) \Delta} \phi \vec{\nabla} \operatorname{div}(\vec{\omega}) d s=-\int_{0}^{t} e^{(t-s) \Delta}(\vec{\nabla} \phi) \operatorname{div}(\vec{\omega}) d s+\int_{0}^{t} \vec{\nabla} e^{(t-s) \Delta} \phi \operatorname{div}(\vec{\omega}) d s
$$

Therefore, since $\mathbb{1}_{Q_{r_{1}}} \operatorname{div}(\vec{\omega}) \in L_{t, x}^{6}$, we can apply the same arguments as in A.12) and A.13) to obtain

$$
\begin{aligned}
& \left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{(t-s) \Delta}(\vec{\nabla} \phi) \operatorname{div}(\vec{\omega}) d s\right\|_{L_{t, x}^{\infty}} \leq C\|\vec{\nabla} \phi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{1}}} \operatorname{div}(\vec{\omega})\right\|_{L_{t, x}^{6}}<+\infty, \\
& \left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \vec{\nabla} e^{(t-s) \Delta} \phi \operatorname{div}(\vec{\omega}) d s\right\|_{L_{t, x}^{\infty}} \leq C\|\phi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{1}}} \operatorname{div}(\vec{\omega})\right\|_{L_{t, x}^{6}}<+\infty .
\end{aligned}
$$

- Finally, we turn our attention to the terms $\left(I V_{\overrightarrow{\mathcal{W}}}\right)$ and $\left(V_{\overrightarrow{\mathcal{N}}}\right)$ in A.11), both of which involve the presence of the velocity $\vec{u}$. Let us begin with the term $\left(I V_{\overrightarrow{\mathcal{W}}}\right)$, for which is enough to study the expression

$$
\begin{equation*}
\int_{0}^{t} e^{(t-s) \Delta} \phi \partial_{j}\left(\omega_{i} u_{j}\right) d s=\int_{0}^{t} \partial_{j} e^{(t-s) \Delta} \phi \omega_{i} u_{j} d s-\int_{0}^{t} e^{(t-s) \Delta}\left(\partial_{j} \phi\right) \omega_{i} u_{j} d s \tag{A.14}
\end{equation*}
$$

for all $1 \leq i, j \leq 3$. For the first term of the right-hand side in the expression above, by using the same arguments as in A.13) we obtain

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} \partial_{j} e^{(t-s) \Delta} \phi \omega_{i} u_{j} d s\right\|_{L_{t, x}^{\infty}} & \leq C\|\phi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \omega_{i} u_{j}\right\|_{L_{t, x}^{6}} \\
& \leq C\|\phi\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{R}} \vec{u}\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty
\end{aligned}
$$

In addition for the second term of (A.14), by the same arguments of A.12) we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{0<t<t_{0}\right\}} \int_{0}^{t} e^{(t-s) \Delta}\left(\partial_{j} \phi\right) \omega_{i} u_{j} d s\right\|_{L_{t, x}^{\infty}} & \leq C\left\|\partial_{j} \phi\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \omega_{i} u_{j}\right\|_{L_{t, x}^{6}} \\
& \leq C\left\|\mathbb{1}_{Q_{R}} \vec{u}\right\|_{L_{t, x}^{\infty}}\left\|\mathbb{1}_{Q_{r_{0}}} \vec{\omega}\right\|_{L_{t, x}^{6}}<+\infty .
\end{aligned}
$$

The last term $\left(V_{\vec{W}}\right)$ of A.11) follows easily. Indeed, since we can write

$$
\int_{0}^{t} e^{(t-s) \Delta} \phi \vec{\nabla} \wedge \vec{u} d s=-\int_{0}^{t} e^{(t-s) \Delta}(\vec{\nabla} \phi) \wedge \vec{u} d s+\int_{0}^{t} \vec{\nabla} \wedge e^{(t-s) \Delta} \phi \vec{u} d s
$$

and since $\mathbb{1}_{Q_{R}} \vec{u} \in L_{t, x}^{6}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$, we can treat each term above by using the same arguments as in (A.12) and A.13) respectively.

Therefore by the previous points, the terms $\left(I_{\overrightarrow{\mathcal{W}}}\right)-\left(V_{\overrightarrow{\mathcal{W}}}\right)$ given in A.4 are bounded, and thus $\overrightarrow{\mathcal{W}} \in L_{t, x}^{\infty}\left(\left[0, t_{0}\left[\times \mathbb{R}^{3}\right)\right.\right.$. Hence, by using the properties of the test function $(\phi=1$ on $] t_{0}-r_{2}^{2}, t_{0}+r_{2}^{2}\left[\times B_{x_{0}, r_{2}}\right)$, we obtain that $\vec{\omega}$ is bounded on $Q_{r_{2}}\left(t_{0}, x_{0}\right)$ and this finish the proof of Proposition A.2.

We now state the last technical result. Here, we will prove that whenever $\vec{u}$ is more regular than $\vec{\omega}$ we can transfer this information to $\vec{\omega}$ in smaller balls.

Proposition A.3. Under the general hypothesis of Theorem A.1 if we assume that

$$
\vec{u} \in L^{\infty}(] t_{0}-r_{1}^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, r_{1}}\right)\right) \cap L^{2}(] t_{0}-r_{1}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{\left.x_{0}, r_{1}\right)}\right)\right),
$$

then for some radius $r_{3}$ such that $0<r_{3}<r_{2}<r_{1}<R$, we have

$$
\vec{\omega} \in L^{\infty}(] t_{0}-r_{3}^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, r_{3}}\right)\right) \cap L^{2}(] t_{0}-r_{3}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{x_{0}, r_{3}}\right)\right) .
$$

Proof. First, notice that from Proposition A.2, we have for $0<r_{2}<r_{1}<R$,

$$
\begin{equation*}
\mathbb{1}_{Q_{r_{2}}} \vec{\omega} \in L_{t, x}^{\infty} \tag{A.15}
\end{equation*}
$$

Let $\phi: \mathbb{R} \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ be a test function such that for $0<r_{3}<\mathfrak{r}<r_{2}<r_{1}<R$,

$$
\phi \equiv 1 \quad \text { on }] t_{0}-r_{3}^{2}, t_{0}+r_{3}^{2}\left[\times B_{x_{0}, r_{3}} \quad \text { and } \quad \operatorname{supp}(\phi) \subset\right] t_{0}-\mathfrak{r}^{2}, t_{0}+\mathfrak{r}^{2}\left[\times B_{x_{0}, \mathfrak{r}} .\right.
$$

By using the equality $\Delta\left(\phi \omega_{i}\right)=\Delta \phi \omega_{i}+2 \operatorname{div}\left(\vec{\nabla} \phi \omega_{i}\right)-\phi \Delta \omega_{i}$, we have for any $1 \leq i \leq 3$,

$$
\begin{equation*}
\phi \omega_{i}=\frac{1}{(-\Delta)}\left[-\Delta \phi \omega_{i}-2 \operatorname{div}\left(\vec{\nabla} \phi \omega_{i}\right)+\phi \Delta \omega_{i}\right] . \tag{A.16}
\end{equation*}
$$

Thus, in order to improve the regularity of $\vec{\omega}$, we may prove that the expression above belongs to $L_{t}^{\infty} \dot{H}_{x}^{1} \cap L_{t}^{2} \dot{H}_{x}^{2}$. For this, we will deduce a gain of information for the laplacian of $\vec{\omega}$, and later we will study the regularity of $\vec{\omega}$.

* A local gain of information for the laplacian of $\vec{\omega}$. By considering the identity

$$
\begin{equation*}
\Delta \vec{\omega}=\vec{\nabla} \operatorname{div}(\vec{\omega})-\vec{\nabla} \wedge(\vec{\nabla} \wedge \vec{\omega}), \tag{A.17}
\end{equation*}
$$

it is clear that we can obtain information for the laplacian of $\vec{\omega}$ from the its divergence and its curl. Thus, let $\psi: \mathbb{R} \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ be a test function such that for $0<r_{3}<\mathfrak{r}<r_{2}<R$,

$$
\psi \equiv 1 \quad \text { on }] t_{0}-\mathfrak{r}^{2}, t_{0}+\mathfrak{r}^{2}\left[\times B_{x_{0}, \mathfrak{r}} \quad \text { and } \quad \operatorname{supp}(\psi) \subset\right] t_{0}-r_{2}^{2}, t_{0}+r_{2}^{2}\left[\times B_{x_{0}, r_{2}} .\right.
$$

Define now $\overrightarrow{\mathfrak{W}}=\psi \vec{\nabla} \wedge \vec{\omega}$ and $\mathbb{W}=\psi \operatorname{div}(\vec{\omega})$. Note that the dynamics of these variables are straightforward to compute, indeed, by taking formally the curl operator to the equation (1.2),
we obtain $\partial_{t} \vec{\nabla} \wedge \vec{\omega}=\Delta \vec{\nabla} \wedge \vec{\omega}-\vec{\nabla} \wedge((\vec{u} \cdot \vec{\nabla}) \vec{\omega})-\vec{\nabla} \wedge \vec{\omega}+\frac{1}{2} \vec{\nabla} \wedge \vec{\nabla} \wedge \vec{u}$ and recall the dynamics of $\operatorname{div}(\vec{\omega})$ was already obtained in A.3). Hence, from these equations we can deduce

$$
\begin{align*}
& \partial_{t} \overrightarrow{\mathfrak{W}}=\Delta \overrightarrow{\mathfrak{W}}+\underbrace{\left(\partial_{t} \psi-\Delta \psi-\psi\right) \vec{\nabla} \wedge \vec{\omega}}_{\left(I_{a}\right)}+2 \sum_{i=1}^{3} \underbrace{\partial_{i}\left(\left(\partial_{i} \psi\right) \vec{\nabla} \wedge \vec{\omega}\right)}_{\left(I I_{a}\right)}-\underbrace{\psi \vec{\nabla} \wedge((\vec{u} \cdot \vec{\nabla}) \vec{\omega})}_{\left(I I I_{a}\right)}+\underbrace{\frac{1}{2} \psi \vec{\nabla} \wedge(\vec{\nabla} \wedge \vec{u})}_{\left(I V_{a}\right)},  \tag{A.18}\\
& \partial_{t} \mathbb{W}=2 \Delta \mathbb{W}+\underbrace{\left(\partial_{t} \psi-2 \Delta \psi-\psi\right) \operatorname{div}(\vec{\omega})}_{\left(I_{\alpha}\right)}+4 \sum_{i=1}^{3} \underbrace{\partial_{i}\left(\left(\partial_{i} \psi\right) \operatorname{div}(\vec{\omega})\right)}_{\left(I I_{\alpha}\right)}-\underbrace{\psi \operatorname{div}((\vec{u} \cdot \vec{\nabla}) \vec{\omega})}_{\left(I I I_{\alpha}\right)},
\end{align*}
$$

such that $\overrightarrow{\mathfrak{W}}(0, \cdot)=\mathbb{W}(0, \cdot)=0$ due to the properties of the test function.
We claim now that the each one of the term of right-hand side of A.18 belongs to $L_{t}^{2} \dot{H}_{x}^{-1}$. Indeed we have the following points:

- First, we consider the terms $\left(I_{a}\right)$ and $\left(I_{\alpha}\right)$. Note that they share the same structure, therefore we study only the first one. Hence, we have

$$
\begin{aligned}
\left\|\left(\partial_{t} \psi-\Delta \psi-\psi\right) \vec{\nabla} \wedge \vec{\omega}(t, \cdot)\right\|_{\dot{H}^{-1}} & \leq\left\|\left(\partial_{t} \psi-\Delta \psi-\psi\right) \vec{\nabla} \wedge \vec{\omega}(t, \cdot)\right\|_{L^{\frac{6}{5}}} \\
& \leq C\left\|\partial_{t} \psi-\Delta \psi-\psi(t, \cdot)\right\|_{L^{3}}\|\vec{\nabla} \wedge \vec{\omega}(t, \cdot)\|_{L^{2}\left(B_{r_{2}}\right)},
\end{aligned}
$$

where we have used the embedding $L^{\frac{6}{5}}\left(\mathbb{R}^{3}\right) \subset \dot{H}^{-1}\left(\mathbb{R}^{3}\right)$ and the Hölder inequality $\left(\frac{5}{6}=\frac{1}{3}+\frac{1}{2}\right)$. Moreover, by taking the $L^{2}$-norm in the time variable we obtain

$$
\left\|\left(\partial_{t} \psi-\Delta \psi-\psi\right) \vec{\nabla} \wedge \vec{\omega}\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}} \leq C\left\|\partial_{t} \psi-\Delta \psi-\psi\right\|_{L_{t}^{\infty} L_{x}^{3}}\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{R}\right)}<+\infty .
$$

- For the terms $\left(I I_{a}\right)$ and ( $I I_{\alpha}$ ) in A.18), again since they share the same structure, it is enough to study only the first one. Notice that for any $1 \leq i \leq 3$,

$$
\left\|\partial_{i}\left(\partial_{i} \psi \vec{\nabla} \wedge \vec{\omega}\right)\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}} \leq\left\|\partial_{i} \psi \vec{\nabla} \wedge \vec{\omega}\right\|_{L_{t}^{2} L_{x}^{2}} \leq\left\|\partial_{i} \psi\right\|_{L_{t, x}^{\infty}}\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{R}\right)}<+\infty
$$

since $\vec{\omega} \in L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right)$.

- For the terms $\left(I I I_{a}\right)$ and $\left(I I I_{\alpha}\right)$ in A.18), since we can write $(\vec{u} \cdot \vec{\nabla}) \vec{\omega}=\operatorname{div}(\vec{\omega} \otimes \vec{u})$, it is enough to study the following expression for any $1 \leq i, m, j \leq 3$

$$
\begin{align*}
\psi \partial_{i}\left(\partial_{j}\left(\omega_{m} u_{j}\right)\right)= & \partial_{i} \partial_{j}\left(\psi \omega_{m} u_{j}\right)-\partial_{j}\left(\left(\partial_{i} \psi\right) \omega_{m} u_{j}\right) \\
& -\partial_{i}\left(\left(\partial_{j} \psi\right) \omega_{m} u_{j}\right)+\left(\partial_{j} \partial_{i} \psi\right)\left(\omega_{m} u_{j}\right) . \tag{A.19}
\end{align*}
$$

By taking the $L_{t}^{2} \dot{H}_{x}^{-1}$ norm in the expression above we obtain

$$
\begin{align*}
\left\|\psi \partial_{i}\left(\partial_{j}\left(\omega_{m} u_{j}\right)\right)\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}} \leq & \underbrace{\left\|\partial_{i} \partial_{j}\left(\psi \omega_{m} u_{j}\right)\right\|_{L_{t}^{2}} \dot{H}_{x}^{-1}}_{(1)}  \tag{A.20}\\
& +\underbrace{\left\|\partial_{i}\left(\left(\partial_{j} \psi\right)\left(\omega_{m} u_{j}\right)\right)\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}}^{\|}}_{(3)}+\underbrace{\left.\left\|\left(\left(\partial_{i} \psi\right)\left(\omega_{j} \partial_{i} \psi\right)\right)\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}}\right)\left(\omega_{m} u_{j}\right) \|_{L_{t}^{2} \dot{H}_{x}^{-1}}}_{(4)}
\end{align*}
$$

For the term (1) in the expression above, since $\vec{u}$ is bounded on $Q_{R}\left(t_{0}, x_{0}\right)$ by hypothesis, $\vec{\omega}$ is bounded on $Q_{r_{2}}\left(t_{0}, x_{0}\right)$ by A.15) and since $\left.\operatorname{supp}(\psi) \subset\right] t_{0}-r_{2}^{2}, t_{0}+r_{2}^{2}\left[\times B_{x_{0}, r_{2}}\right.$, we easily
observe

$$
\begin{align*}
\left\|\partial_{i} \partial_{j}\left(\psi \omega_{m} u_{j}\right)\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}} \leq & \left\|\psi \omega_{m} u_{j}\right\|_{L_{t}^{2} \dot{H}_{x}^{1}}=\sum_{|\alpha|=1}\left\|D^{\alpha}\left(\psi \omega_{m} u_{j}\right)\right\|_{L_{t}^{2} L_{x}^{2}} \\
= & \sum_{|\alpha|=1}\left\|\left(D^{\alpha} \psi\right) \omega_{m} u_{j}+\psi\left(D^{\alpha} \omega_{m}\right) u_{j}+\psi \omega_{m}\left(D^{\alpha} u_{j}\right)\right\|_{L_{t}^{2} L_{x}^{2}} \\
\leq & C \sum_{|\alpha|=1}\left\|\left(D^{\alpha} \psi\right) \omega_{m}\right\|_{L_{t, x}^{\infty}}\left\|u_{j}\right\|_{L_{t, x}^{2}\left(Q_{R}\right)}+C\left\|\psi u_{j}\right\|_{L_{t, x}^{\infty}}\left\|\omega_{m}\right\|_{L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right)} \\
& \quad+\left\|\psi \omega_{m}\right\|_{L_{t, x}^{\infty}}\left\|u_{j}\right\|_{L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right)}<+\infty . \tag{A.21}
\end{align*}
$$

For the terms (2) and (3) in A.20) since they have the same structure, we only study the first one. Thus, again by using the boundedness of $\vec{\omega}$ on $Q_{r_{2}}\left(t_{0}, x_{0}\right)$, we have

$$
\begin{align*}
\left\|\partial_{j}\left(\left(\partial_{j} \psi\right)\left(\omega_{m} u_{j}\right)\right)\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}} & \leq\left\|\left(\partial_{j} \psi\right) \omega_{m} u_{j}\right\|_{L_{t}^{2} L_{x}^{2}} \\
& \leq C\left\|\left(\partial_{j} \psi\right) \omega_{m}\right\|_{L_{t, x}^{\infty}}\left\|u_{j}\right\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right)}<+\infty . \tag{A.22}
\end{align*}
$$

For the last term (4) of A.20), by the embedding $L^{\frac{6}{5}}\left(\mathbb{R}^{3}\right) \subset \dot{H}^{-1}\left(\mathbb{R}^{3}\right)$, and the Hölder inequality $\left(\frac{5}{6}=\frac{1}{2}+\frac{1}{3}\right)$, one has

$$
\begin{align*}
\left\|\left(\partial_{j} \partial_{i} \psi\right) \omega_{m} u_{j}\right\|_{L_{t}^{2} \dot{H}_{x}^{-1}} & \leq\left\|\left(\partial_{j} \partial_{i} \psi\right) \omega_{m} u_{j}\right\|_{L_{t}^{2} L_{x}^{\frac{6}{5}}} \\
& \leq C\left\|u_{j}\right\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right)}\left\|\left(\partial_{j} \partial_{i} \psi\right) \omega_{m}\right\|_{L_{t}^{2} L_{x}^{3}} \\
& \leq C\left\|u_{j}\right\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right)}\|\vec{\omega}\|_{L_{t, x}^{\infty}\left(Q_{r_{2}}\right)}\left\|\partial_{j} \partial_{i} \psi\right\|_{L_{t}^{2} L_{x}^{3}}<+\infty . \tag{A.23}
\end{align*}
$$

Hence, from (A.21)-(A.22)-(A.23), using the expression A.19) we can see that the terms $\left(I I I_{a}\right)$ and $\left(I I I_{\alpha}\right)$ in A.18) belong to $L_{t}^{2} \dot{H}_{x}^{-1}$ (recall that by Proposition A. 2 we have $\left.\|\vec{\omega}\|_{L_{t, x}^{\infty}\left(Q_{r_{2}}\right)}<+\infty\right)$.

- For the last term $\left(I V_{a}\right)$ of A.18) we have

$$
\psi \vec{\nabla} \wedge(\vec{\nabla} \wedge \vec{u})=\vec{\nabla} \wedge(\psi \vec{\nabla} \wedge \vec{u})-(\vec{\nabla} \psi) \wedge(\vec{\nabla} \wedge \vec{u}) .
$$

Thus, by taking the $\dot{H}^{-1}\left(\mathbb{R}^{3}\right)$ norm in space variable we obtain

$$
\begin{aligned}
\|\psi \vec{\nabla} \wedge(\vec{\nabla} \wedge \vec{u})(t, \cdot)\|_{\dot{H}^{-1}} & \leq\|\vec{\nabla} \wedge(\psi \vec{\nabla} \wedge \vec{u})(t, \cdot)\|_{\dot{H}^{-1}}+\|(\vec{\nabla} \psi) \wedge(\vec{\nabla} \wedge \vec{u})(t, \cdot)\|_{\dot{H}^{-1}} \\
& \leq\|\psi \vec{\nabla} \wedge \vec{u}(t, \cdot)\|_{L^{2}}+\|(\vec{\nabla} \psi) \wedge(\vec{\nabla} \wedge \vec{u})(t, \cdot)\|_{L^{\frac{6}{5}}}
\end{aligned}
$$

where we have used the embedding $L^{\frac{6}{5}}\left(\mathbb{R}^{3}\right) \subset \dot{H}^{-1}\left(\mathbb{R}^{3}\right)$. Now, by integrating in time and by the Hölder inequality in space with $\frac{5}{6}=\frac{1}{3}+\frac{1}{2}$ we conclude

$$
\begin{aligned}
\|\psi \vec{\nabla} \wedge(\vec{\nabla} \wedge \vec{u})\|_{L_{t}^{2} \dot{H}_{x}^{-1}} \leq & C\|\psi\|_{L_{t, x}^{\infty}}\|\vec{\nabla} \wedge \vec{u}\|_{L_{t, x}^{2}\left(Q_{R}\right)} \\
& +C\|\vec{\nabla} \psi\|_{L_{t}^{2} L_{x}^{3}}\|\vec{\nabla} \wedge \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{R}\right)}<+\infty .
\end{aligned}
$$

Therefore, from the previous points, we have proven that each term of the right-hand side of (A.18) belong to $L^{2}\left(\left[0, t_{0}\left[, \dot{H}^{-1}\left(\mathbb{R}^{3}\right)\right)\right.\right.$. Thus, by the theory developed in [24, Section 13, page 398] (which is essentially the Serrin regularity criterion for the Navier-Stokes equations) we have

$$
\overrightarrow{\mathfrak{\mathfrak { W }}, \mathbb{W} \in L^{\infty}\left(\left[0, t_{0}\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}\left(\left[0, t_{0}\left[, \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right) . . . ~\right.\right.\right.\right.}
$$

Furthermore, from the identity A.17), we can deduce that

$$
\begin{equation*}
\phi \Delta \vec{\omega} \in L^{\infty}\left(\left[0, t_{0}\left[, \dot{H}^{-1}\left(\mathbb{R}^{3}\right)\right) \cap L^{2}\left(\left[0, t_{0}\left[, L^{2}\left(\mathbb{R}^{3}\right)\right) .\right.\right.\right.\right. \tag{A.24}
\end{equation*}
$$

* A gain of regularity in the space variable for $\vec{\omega}$. Recall that from A.16 we have for all $1 \leq i \leq 3$

$$
\begin{equation*}
\phi \omega_{i}=\frac{1}{(-\Delta)}\left[-\Delta \phi \omega_{i}-2 \operatorname{div}\left(\vec{\nabla} \phi \omega_{i}\right)+\phi \Delta \omega_{i}\right] . \tag{A.25}
\end{equation*}
$$

Now, we will prove that each term in the expression above belongs to $L_{t}^{\infty} \dot{H}_{x}^{1} \cap L_{t}^{2} \dot{H}_{x}^{2}$. Firs, by considering the $L_{t}^{2} \dot{H}_{x}^{2}$-norm in A.25, we have

$$
\left\|\phi \omega_{i}\right\|_{L_{t}^{2} \dot{H}_{x}^{2}} \leq\left\|-\Delta \phi \omega_{i}-2 \operatorname{div}\left(\vec{\nabla} \phi \omega_{i}\right)+\phi \Delta \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}} .
$$

Notice that

$$
\left\|2 \operatorname{div}\left(\vec{\nabla} \phi \omega_{i}\right)\right\|_{L_{t}^{2} L_{x}^{2}} \leq 2\left\|\Delta \phi \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}}+2\left\|\vec{\nabla} \phi \cdot \vec{\nabla} \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}},
$$

and thus by the triangular inequality and since $\operatorname{supp}(\phi) \subset] t_{0}-R^{2}, t_{0}+r^{2}\left[\times B_{x_{0}, R}\right.$, it follows that

$$
\begin{align*}
\left\|\phi \omega_{i}\right\|_{L_{t}^{2} \dot{H}_{x}^{2}} & \leq C\left\|\phi \Delta \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}}+C\left\|\Delta \phi \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}}+C\left\|\vec{\nabla} \phi \cdot \vec{\nabla} \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}} \\
& \leq C\left\|\phi \Delta \omega_{i}\right\|_{L_{t}^{2} L_{x}^{2}}+C\|\vec{\omega}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{R}\right)}+C\|\vec{\nabla} \vec{\omega}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{R}\right)}<+\infty, \tag{A.26}
\end{align*}
$$

where we have used (A.24) and the fact that $\vec{\omega} \in L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\left(t_{0}, x_{0}\right)\right) \cap L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)$.
On the other hand, by considering the $\dot{H}^{1}\left(\mathbb{R}^{3}\right)$-norm in A.25), we obtain

$$
\begin{align*}
\left\|\phi \omega_{i}(t, \cdot)\right\|_{\dot{H}^{1}} & \leq\left\|\Delta \phi \omega_{i}(t, \cdot)+2 \operatorname{div}\left(\vec{\nabla} \phi \omega_{i}\right)(t, \cdot)+\phi \Delta \omega_{i}(t, \cdot)\right\|_{\dot{H}^{-1}} \\
& \leq\left\|\Delta \phi \omega_{i}(t, \cdot)\right\|_{\dot{H}^{-1}}+\left\|\vec{\nabla} \phi \omega_{i}(t, \cdot)\right\|_{L^{2}}+\left\|\phi \Delta \omega_{i}(t, \cdot)\right\|_{\dot{H}^{-1}} . \tag{A.27}
\end{align*}
$$

From the embedding $\dot{H}^{-1}\left(\mathbb{R}^{3}\right) \subset L^{\frac{6}{5}}\left(\mathbb{R}^{3}\right)$ and the Hölder inequality, we have

$$
\left\|\Delta \phi \omega_{i}(t, \cdot)\right\|_{\dot{H}^{-1}} \leq\left\|\Delta \phi \omega_{i}(t, \cdot)\right\|_{L^{\frac{6}{5}}} \leq\|\Delta \phi(t, \cdot)\|_{L^{3}}\left\|\omega_{i}(t, \cdot)\right\|_{L^{2}\left(B_{x_{0}, R}\right)},
$$

and therefore by taking the supremum in time in A.27) and by A.17), one has

$$
\left\|\phi \omega_{i}\right\|_{L_{t}^{\infty} \dot{H}_{x}^{1}} \leq C\left\|\omega_{i}\right\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right)}+C\left\|\omega_{i}\right\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{R}\right)}+C\left\|\phi \Delta \omega_{i}\right\|_{L_{t}^{\infty} \dot{H}_{x}^{-1}}<+\infty .
$$

Therefore, from A.26) and the expression above we obtain $\phi \vec{\omega} \in L_{t}^{\infty} \dot{H}_{x}^{1} \cap L_{t}^{2} \dot{H}_{x}^{2}$, i.e.,

$$
\vec{\omega} \in L^{\infty}(] t_{0}-r_{3}^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, r_{3}}\right)\right) \cap L^{2}(] t_{0}-r_{3}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{x_{0}, r_{3}}\right)\right),
$$

and thus the proof of Proposition A.3 is finished.

## End of the proof of Theorem A. 1

Recall that we have proved that for some $0<r_{1}<R$, we have

$$
\vec{u} \in L^{\infty}(] t_{0}-r_{1}^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, r_{1}}\right) \cap L^{2}(] t_{0}-r_{1}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{x_{0}, r_{1}}\right)\right) .\right.
$$

Thus, we can apply Proposition A.3 and therefore it follows that for some $0<r_{3}<r_{2}<r_{1}<R$ we have

$$
\vec{\omega} \in L^{\infty}(] t_{0}-r_{3}^{2}, t_{0}\left[, \dot{H}^{1}\left(B_{x_{0}, r_{3}}\right)\right) \cap L^{2}(] t_{0}-r_{3}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{x_{0}, r_{3}}\right)\right) .
$$

In particular, since $\vec{\nabla} \wedge \vec{\omega} \in L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{r_{3}}\right)$, we can apply again the Serrin criterion for the Navier-Stokes equations to $\vec{u}$ and therefore it follows that for some radius $r_{4}$ such that $0<r_{4}<r_{3}<R$, we have

$$
\vec{u} \in L^{\infty}(] t_{0}-r_{4}^{2}, t_{0}\left[, \dot{H}^{2}\left(B_{x_{0}, r_{4}}\right) \cap L^{2}(] t_{0}-r_{4}^{2}, t_{0}\left[, \dot{H}^{3}\left(B_{x_{0}, r_{4}}\right)\right) .\right.
$$

Thus, by following the same arguments given as in Proposition A.3, we can improve as well the regularity of $\vec{\omega}$ and since we can iterate this process, we obtain the wished regularity for $(\vec{u}, \vec{\omega})$ and hence the proof of Theorem A. 1 is finished.

## B Partial regularity theory for the micropolar equations

This section is devoted to the partial regularity theory of the micropolar equations (1.1) and (1.2). Let us point out that in [13], this theory was already developed in the framework of the micropolar system when considering partial suitable solutions in the sense of Definition 1.2. Indeed, it was proven that if for some $0<\varepsilon \ll 1$ we have

$$
\limsup _{r \rightarrow 0} \int_{\mathbf{Q}_{r}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s<\varepsilon
$$

then the variables $(\vec{u}, \vec{\omega})$ are Hölder continuous in time and space around the point $\left(t_{0}, x_{0}\right)$.
Thus, following essentially the same ideas, we will prove in this section that the "second" criterion of the Caffarelli, Kohn and Nirenberg theory remains valid for the micropolar fluid equations i.e., we will deduce a gain of regularity for the variables $(\vec{u}, \vec{\omega})$ when only assuming some conditions over the velocity $\vec{u}$ and the pressure $p$.
Theorem B.1. Let $(\vec{u}, p, \vec{\omega})$ be a partial suitable solution in the sense of Definition 1.2 for the micropolar equations (1.1) and (1.2) in $Q_{1}\left(t_{0}, x_{0}\right)$. Assume there exists a constant $\varepsilon>0$ small enough such that for some $0<R^{2}<\min \left\{1, t_{0}\right\}$, we have

$$
\begin{equation*}
\frac{1}{R^{2}} \int_{t_{0}-R^{2}}^{t_{0}} \int_{B_{x_{0}, R}}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d x d s<\varepsilon . \tag{B.1}
\end{equation*}
$$

Then, there exists some $0<r<R$ such that $\vec{u}, \vec{\omega} \in L_{t, x}^{\infty}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)$.
Following the same ideas than [13], in order to prove the previous theorem, we will first deduce from the hypothesis (B.1) a gain of Morrey information for the velocity $\vec{u}$. Indeed, we have
Proposition B.1. Let $(\vec{u}, p, \vec{\omega})$ be a partial suitable solution in the sense of Definition 1.2 of the micropolar system (1.1) and (1.2) over the parabolic ball $Q_{1}\left(t_{0}, x_{0}\right)$. Assume there exists a sufficiently small constant $\varepsilon>0$ such that for some $0<R^{2} \leq \min \left\{1, t_{0}\right\}$, we have

$$
\frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d x d s<\varepsilon .
$$

Then, there exists a radius $0<\mathfrak{r}<R$ such that for any $\frac{5}{1-\alpha}<\tau_{0} \leq \frac{15}{2}$ with $0<\alpha<\frac{1}{6}$, we have $\mathbb{1}_{Q_{\mathrm{r}}\left(t_{0}, x_{0}\right)} \vec{u} \in \mathcal{M}_{t, x}^{3, \tau_{0}}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ and $\mathbb{1}_{Q_{\mathrm{r}}\left(t_{0}, x_{0}\right)} p \in \mathcal{M}_{t, x}^{\frac{3}{2}, \frac{\tau_{0}}{2}}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$.
Proof. Our aim consists in proving that for some $0<\mathfrak{r}<R$, we have for all $0<r \leq \mathfrak{r}$ and $(t, x) \in Q_{\mathbf{r}}\left(t_{0}, x_{0}\right)$,

$$
\begin{equation*}
\int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\mathbf{r}}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3} d y d s \leq C r^{5\left(1-\frac{3}{\tau_{0}}\right)} \quad \text { and } \quad \int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\mathbf{r}}\left(t_{0}, x_{0}\right)}|p|^{\frac{3}{2}} d y d s \leq C r^{5\left(1-\frac{3}{\tau_{0}}\right)} \tag{B.2}
\end{equation*}
$$

which is the definition of Morrey spaces (see for instance (1.10)). For this, we will consider the following quantities: for a point $(t, x) \in \mathbb{R} \times \mathbb{R}^{3}$ and for $r>0$ we write

$$
\begin{array}{ll}
\mathcal{A}_{r}(t, x)=\sup _{t-r^{2}<s<t} \frac{1}{r} \int_{B_{x_{0}, r}}|\vec{u}(s, y)|^{2} d y, & \alpha_{r}(t, x)=\frac{1}{r} \int_{Q_{r}(t, x)}|\vec{\nabla} \otimes \vec{u}(s, y)|^{2} d y d s, \\
\lambda_{r}(t, x)=\frac{1}{r^{2}} \int_{Q_{r}(t, x)}|\vec{u}(s, y)|^{3} d y d s, & \mathcal{P}_{r}(t, x)=\frac{1}{r^{2}} \int_{Q_{r}(t, x)}|p(s, y)|^{\frac{3}{2}} d y d s . \tag{B.3}
\end{array}
$$

If $Q_{r}(t, x) \cap Q_{R}^{c} \neq \emptyset$ then the above quantities are replaced by $Q_{r}(t, x) \cap Q_{R}$. Moreover, for simplicity we introduce the following notations

$$
\begin{equation*}
\Lambda_{r}=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \lambda_{r}, \quad \mathbb{P}_{r}=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \mathcal{P}_{r} \quad \text { and } \quad \mathbb{O}_{r}=\Lambda_{r}+\kappa^{6} \mathbb{P}_{r} \tag{B.4}
\end{equation*}
$$

where $0<\kappa \ll 1$ is a small fixed parameter to be defined later. Therefore it is easy to see that B.2 is equivalent to prove that for all $0<r \leq \mathfrak{r}$ and for all $(t, x) \in Q_{r}\left(t_{0}, x_{0}\right)$, we have

$$
\begin{equation*}
\mathbb{O}_{r}(t, x) \leq C \tag{B.5}
\end{equation*}
$$

Now, in order to obtain (B.5), we will proceed by an iterative argument for which we need to introduce some technical lemmas. First, let us point out the following relationship between the quantities given in B.3.
Lemma B.1. For any $0<r \leq R$, the quantities defined in (B.3) verify that

$$
\lambda_{r}^{\frac{1}{3}} \leq C\left(\mathcal{A}_{r}+\alpha_{r}\right)^{\frac{1}{2}}
$$

where $C$ is a constant that does not depend on $r$
Proof. By using the definition of $\lambda_{r}$ given in B.3 above and by the Hölder inequality $\left(\frac{1}{3}=\frac{1}{30}+\frac{3}{10}\right)$ we have

$$
\lambda_{r}^{\frac{1}{3}}=\frac{1}{r^{\frac{2}{3}}}\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{r}\right)} \leq \frac{C}{r^{\frac{2}{3}}} r r^{\frac{5}{30}}\|\vec{u}\|_{L_{t, x} \frac{10}{3}\left(Q_{r}\right)}=C \frac{1}{r^{\frac{1}{2}}}\|\vec{u}\|_{L_{t, x}^{\frac{10}{3}}\left(Q_{r}\right)}
$$

Since by interpolation we have $\|\vec{u}(t, \cdot)\|_{L^{\frac{10}{3}}\left(B_{x_{0}, r}\right)} \leq\|\vec{u}(t, \cdot)\|_{L^{2}\left(B_{x_{0}, r}\right)}^{\frac{2}{5}}\|\vec{u}(t, \cdot)\|_{L^{6}\left(B_{x_{0}, r}\right)}^{\frac{3}{5}}$, we can easily deduce that $\|\vec{u}\|_{L_{t, x} \frac{10}{\frac{3}{3}}\left(Q_{r}\right)} \leq\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{r}\right)}^{\frac{2}{5}}\|\vec{u}\|_{L_{t}^{2} L_{x}^{6}\left(Q_{r}\right)}^{\frac{3}{5}}$. Now, we use the classical Gagliardo-Nirenberg inequality (see [7]) to obtain $\|\vec{u}\|_{L_{t}^{2} L_{x}^{6}\left(Q_{r}\right)} \leq C\left(\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{r}\right)}+\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{r}\right)}\right)$ and by using Young's inequalities we have
$\|\vec{u}\|_{L_{t, x}\left(Q_{r}\right)}^{\frac{10}{3}} \leq C\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{r}\right)}^{\frac{2}{5}}\left(\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{r}\right)}^{\frac{3}{5}}+\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{r}\right)}^{\frac{3}{5}}\right) \leq C\left(\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{r}\right)}+\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{r}\right)}\right)$.
By noting that $\|\vec{u}\|_{L_{t}^{\infty} L_{x}^{2}\left(Q_{r}\right)}=r^{\frac{1}{2}} \mathcal{A}_{r}^{\frac{1}{2}}$ and $\|\vec{\nabla} \otimes \vec{u}\|_{L_{t}^{2} L_{x}^{2}\left(Q_{r}\right)}=r^{\frac{1}{2}} \alpha_{r}^{\frac{1}{2}}$, we finally obtain the desired estimate.

We now present a first estimate linked to the local energy inequality that allows us to control the terms in (B.3) within smaller balls.

Lemma B.2. Under the hypotheses of Proposition B.1. for any radius $0<r \leq \frac{\rho}{2} \leq R$ we have the inequality

$$
\mathcal{A}_{r}+\alpha_{r} \leq C \frac{r^{2}}{\rho^{2}} \lambda_{\rho}^{\frac{2}{3}}+C \frac{\rho^{2}}{r^{2}}\left(\mathcal{P}_{\rho}+\lambda_{\rho}\right)+C \frac{\rho^{\frac{3}{2}}}{r} \lambda_{\rho}^{\frac{1}{3}}
$$

Proof. The main idea for proving this lemma consists in plugging a well chosen test function in the local energy inequality which we recall in the following lines: for all $\psi \in \mathcal{D}_{t, x}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}|\vec{u}|^{2} \psi(t, \cdot) d x+2 \int_{s<t} \int_{\mathbb{R}^{3}}|\vec{\nabla} \otimes \vec{u}|^{2} \psi d x d s \leq \int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \psi+\Delta \psi\right)|\vec{u}|^{2} d y d s+2 \int_{s<t} \int_{\mathbb{R}^{3}} p(\vec{u} \cdot \vec{\nabla} \psi) d x d s \\
&+\int_{s<t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2}(\vec{u} \cdot \vec{\nabla}) \psi d x d s+\int_{s<t} \int_{\mathbb{R}^{3}}(\vec{\nabla} \wedge \vec{\omega}) \cdot(\psi \vec{u}) d y d s \tag{B.6}
\end{align*}
$$

Regarding the test function to be chosen, we can mention Scheffer's work in [29] where it was introduce the following one: consider $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ a test function such that

$$
\phi(s, y)=r^{2} \gamma\left(\frac{s-t_{0}}{\rho^{2}}, \frac{y-x_{0}}{\rho}\right) \theta\left(\frac{s-t_{0}}{r^{2}}\right) \mathfrak{g}_{\left(4 r^{2}+t_{0}-s\right)}\left(x_{0}-y\right)
$$

where $\gamma \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ is positive function whose support is in $Q_{1}(0,0)$ and equal to 1 in $Q_{\frac{1}{2}}(0,0)$. In addition $\theta$ is a non negative smooth function such that $\theta=1$ over $]-\infty, 1[$ and $\theta=0$ over $] 2,+\infty[$ and $\mathfrak{g}_{t}(\cdot)$ is the usual heat kernel. Then, we have the following points.

1) the function $\phi$ is a bounded non-negative function, and its support is contained in the parabolic ball $Q_{\rho}$, and for all $(s, y) \in Q_{r}\left(t_{0}, x_{0}\right)$ we have the lower bound $\phi(s, y) \geq \frac{C}{r}$,
2) for all $(s, y) \in Q_{\rho}$ we have $\phi(s, y) \leq \frac{C}{r}$,
3) for all $(s, y) \in Q_{\rho}$ we have $|\vec{\nabla} \phi(s, y)| \leq \frac{C}{r^{2}}$,
4) moreover, for all $(s, y) \in Q_{\rho}(t, x)$ we have $\left|\left(\partial_{s}+\Delta\right) \phi(s, y)\right| \leq C \frac{r^{2}}{\rho^{2}}$.

A detailed proof of the properties above can be found for instance in [24].
Now, by considering the aforementioned function $\phi$ in the local energy inequality (B.6), we easily obtain

$$
\begin{align*}
\mathcal{A}_{r}+\alpha_{r} \leq & \underbrace{\int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \phi+\Delta \phi\right)|\vec{u}|^{2} d y d s}_{(1)}+2 \underbrace{\int_{s<t} \int_{\mathbb{R}^{3}} p(\vec{u} \cdot \vec{\nabla} \phi) d y d s}_{(2)} \\
& +\underbrace{\int_{s<t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2}(\vec{u} \cdot \vec{\nabla}) \phi d x d s}_{(3)}+\underbrace{\int_{s<t} \int_{\mathbb{R}^{3}}(\vec{\nabla} \wedge \vec{\omega}) \cdot(\phi \vec{u}) d y d s}_{(4)} \tag{B.7}
\end{align*}
$$

Let us study each term of the right-hand side above.

- For the first term (1) in (B.7), by the forth property of the function $\phi$ and by the Hölder inequality ( $1=\frac{1}{3}+\frac{2}{3}$ ) we have

$$
\int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \phi+\Delta \phi\right)|\vec{u}|^{2} d y d s \leq C \frac{r^{2}}{\rho^{5}} \int_{Q_{\rho}}|\vec{u}|^{2} d y d s \leq C \frac{r^{2}}{\rho^{5}} \rho^{\frac{5}{3}}\|\vec{u}\|_{L_{t, x}^{3}}^{2}\left(Q_{\rho}\right) .
$$

Moreover, by B.3 we have $\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}^{2}=\rho^{\frac{4}{3}} \lambda_{\rho}^{\frac{2}{3}}$, and then

$$
\int_{s<t} \int_{\mathbb{R}^{3}}\left(\partial_{t} \phi+\Delta \phi\right)|\vec{u}|^{2} d y d s \leq C \frac{r^{2}}{\rho^{2}} \lambda_{\rho}^{\frac{2}{3}} .
$$

- For the term (2) in (B.7), by the third property of the test function $\phi$ and by the Hölder inequality, we obtain

$$
\int_{s<t} \int_{\mathbb{R}^{3}} p(\vec{u} \cdot \vec{\nabla} \phi) d y d s \leq \frac{C}{r^{2}} \int_{Q_{\rho}}\left|p\left\|\vec{u} \left\lvert\, d y d s \leq \frac{C}{r^{2}}\right.\right\| p\left\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}\right\| \vec{u} \|_{L_{t, x}^{3}\left(Q_{\rho}\right)} .\right.
$$

By B.3 we have $\|p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\rho}\right)}=\rho^{\frac{4}{3}} \mathcal{P}_{\rho}^{\frac{2}{3}}$ and $\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}=\rho^{\frac{2}{3}} \lambda_{\rho}^{\frac{1}{3}}$, we can thus write by the Young inequality that

$$
\int_{s<t} \int_{\mathbb{R}^{3}} p(\vec{u} \cdot \vec{\nabla} \phi) d y d s \leq \frac{C}{r^{2}}\left(\rho^{\frac{4}{3}} \mathcal{P}_{\rho}^{\frac{2}{3}}\right)\left(\rho^{\frac{2}{3}} \lambda_{\rho}^{\frac{1}{3}}\right) \leq C \frac{\rho^{2}}{r^{2}} \mathcal{P}_{\rho}^{\frac{2}{3}} \lambda_{\rho}^{\frac{1}{3}} \leq C \frac{\rho^{2}}{r^{2}}\left(\mathcal{P}_{\rho}+\lambda_{\rho}\right) .
$$

- For the term (3) in (B.7), by the second property of the function $\phi$, one has

$$
\int_{s<t} \int_{\mathbb{R}^{3}}|\vec{u}|^{2}(\vec{u} \cdot \vec{\nabla}) \phi d y d s \leq \frac{C}{r^{2}} \int_{Q_{\rho}}|\vec{u}|^{3} d x d s=C \frac{\rho^{2}}{r^{2}} \lambda_{\rho} .
$$

where by $\sqrt{\text { B.3 }}$ we can write $\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}^{3}=\rho^{2} \lambda_{\rho}$.

- Finally, for the term (4) in (B.7), by the properties of the function $\phi$ and by the Hölder inequality $\left(1=\frac{1}{6}+\frac{1}{2}+\frac{1}{3}\right)$, we write

$$
\int_{s<t} \int_{\mathbb{R}^{3}}(\vec{\nabla} \wedge \vec{\omega}) \cdot(\phi \vec{u}) d y d s \leq C \frac{\rho^{\frac{5}{6}}}{r}\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t, x}^{2}\left(Q_{\rho}\right)}\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)} \leq C \frac{\rho^{\frac{3}{2}}}{r} \lambda_{\rho}^{\frac{1}{3}},
$$

where we have used the fact that $\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}=\rho^{\frac{2}{3}} \lambda_{\rho}^{\frac{1}{3}}$ and $\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t, x}^{2}\left(Q_{\rho}\right)} \leq\|\vec{\nabla} \wedge \vec{\omega}\|_{L_{t, x}^{2}\left(Q_{R}\right)}<+\infty$, since $\vec{\omega} \in L_{t}^{2} \dot{H}_{x}^{1}\left(Q_{R}\right)$.
By gathering all the previous estimates we obtain

$$
\mathcal{A}_{r}+\alpha_{r} \leq C \frac{r^{2}}{\rho^{2}} \lambda_{\rho}^{\frac{2}{3}}+C \frac{\rho^{2}}{r^{2}}\left(\mathcal{P}_{\rho}+\lambda_{\rho}\right)+C \frac{\rho^{\frac{3}{2}}}{r} \lambda_{\rho}^{\frac{1}{3}}
$$

and this ends the proof of Lemma B.2.

As it was pointed out in the $\varepsilon$-regularity theory for the Navier-Stokes equations (see [8], [21] or [24]), we need to study more in detail the pressure $p$, which only appears in the first equation of the micropolar system. Following the same ideas presented in our previous works [11, 13] (also refer to [21], [24, Lemma 13.3]), we derive the following lemma.

Lemma B.3. Under the hypotheses of Proposition B.1 for any $0<r \leq \frac{\rho}{2} \leq R$, we have the inequality

$$
\begin{equation*}
\mathcal{P}_{r}^{\frac{2}{3}} \leq C\left(\left(\frac{\rho}{r}\right)^{\frac{4}{3}} \lambda_{\rho}^{\frac{2}{3}}+\left(\frac{r}{\rho}\right)^{\frac{2}{3}} \mathcal{P}_{\rho}^{\frac{2}{3}}\right) \tag{B.8}
\end{equation*}
$$

Proof. First, let us prove the following estimate

$$
\begin{equation*}
\|p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \leq C\left(\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{1}\right)}+\sigma^{2}\|p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{1}\right)}\right) \tag{B.9}
\end{equation*}
$$

where $Q_{\sigma}$ and $Q_{1}$ are parabolic balls of radius $\sigma$ and 1 respectively. Later, we will derive B. 8 by a change of variable.

In order to obtain $\overline{B .9}$ ), we introduce $\eta: \mathbb{R}^{3} \longrightarrow \mathbb{R}$ a smooth function supported in the ball $B_{0,1}$ such that $\eta \equiv 1$ on the ball $B_{0, \frac{3}{5}}$ and $\eta \equiv 0$ outside the ball $B_{0, \frac{4}{5}}$. Fix $0<\sigma \leq \frac{1}{2}$ and notice that $p=\eta p$ in $B_{0, \sigma}$. Now, by using the identity

$$
-\Delta(\eta p)=-\eta \Delta p+(\Delta \eta) p-2 \sum_{i=1}^{3} \partial_{i}\left(\left(\partial_{i} \eta\right) p\right)
$$

we deduce the inequality

$$
\begin{align*}
\|p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)}=\|\eta p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \leq & \underbrace{\left\|\frac{(-\eta \Delta p)}{(-\Delta)}\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)}}_{\left(p_{1}\right)}+\underbrace{\left\|\frac{(\Delta \eta) p}{(-\Delta)}\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)}}_{\left(p_{2}\right)} \\
& +2 \sum_{i=1}^{3} \underbrace{\left\|\frac{\partial_{i}\left(\left(\partial_{i} \eta\right) p\right)}{(-\Delta)}\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)}}_{\left(p_{3}\right)} . \tag{B.10}
\end{align*}
$$

For the first term of B.10, since we have the equation $\Delta p=-\sum_{i, j=1}^{3} \partial_{i} \partial_{j}\left(u_{i} u_{j}\right)$, we can write

$$
\begin{align*}
\left(p_{1}\right)= & \left\|\frac{(-\eta \Delta p)}{(-\Delta)}\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \leq C\left\|\frac{1}{(-\Delta)}\left(\eta \sum_{i, j=1}^{3} \partial_{i} \partial_{j} u_{i} u_{j}\right)\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \\
\leq & C \sum_{i, j=1}^{3}\left\|\frac{1}{(-\Delta)}\left(\partial_{i} \partial_{j}\left(\eta u_{i} u_{j}\right)-\partial_{i}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)-\partial_{j}\left(\left(\partial_{i} \eta\right) u_{i} u_{j}\right)+\left(\partial_{i} \partial_{j} \eta\right) u_{i} u_{j}\right)\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \\
\leq & C \sum_{i, j=1}^{3}\left\|\frac{1}{(-\Delta)} \partial_{i} \partial_{j}\left(\eta u_{i} u_{j}\right)\right\|_{L_{t, x}^{\frac{3}{3}}\left(Q_{\sigma}\right)}+C \sum_{i, j=1}^{3}\left\|\frac{1}{(-\Delta)} \partial_{i}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)\right\|_{L_{t, x}^{\frac{3}{3}}\left(Q_{\sigma}\right)} \\
& +C \sum_{i, j=1}^{3}\left\|\frac{1}{(-\Delta)} \partial_{j}\left(\left(\partial_{i} \eta\right) u_{i} u_{j}\right)\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)}+C \sum_{i, j=1}^{3}\left\|\frac{1}{(-\Delta)}\left(\partial_{i} \partial_{j} \eta\right) u_{i} u_{j}\right\|_{L_{t, x}^{\frac{3}{3}}\left(Q_{\sigma}\right)} . \tag{B.11}
\end{align*}
$$

Let us study each term of the expression above. Denoting by $\mathcal{R}_{i}=\frac{\partial_{i}}{\sqrt{-\Delta}}$ the usual Riesz transforms on $\mathbb{R}^{3}$, by the boundedness of these operators in $L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)$, and using the support properties of the auxiliary function $\eta$, we have for the first term above:

$$
\begin{aligned}
\left\|\frac{\partial_{i} \partial_{j}}{(-\Delta)} \eta u_{i} u_{j}(t, \cdot)\right\|_{L^{\frac{3}{2}\left(B_{0, \sigma}\right)}} & \leq\left\|\mathcal{R}_{i} \mathcal{R}_{j}\left(\eta u_{i} u_{j}\right)(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)} \leq C\left\|\eta u_{i} u_{j}(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(\mathbb{R}^{3}\right)} \\
& \leq C\|\vec{u}(t, \cdot)\|_{L^{3}\left(B_{0,1}\right)}^{2},
\end{aligned}
$$

By taking the $L^{\frac{3}{2}}$-norm in the time variable in the previous inequality we obtain

$$
\begin{equation*}
\left\|\frac{\partial_{i} \partial_{j}}{(-\Delta)} \eta u_{i} u_{j}\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \leq C\|\vec{u}(t, \cdot)\|_{L^{3}\left(Q_{1}\right)}^{2} \tag{B.12}
\end{equation*}
$$

The remaining terms of (B.11) can all be studied in a similar manner. Indeed, noting that $\partial_{i} \eta$ vanishes on $B_{\frac{3}{5}} \cup B_{\frac{4}{5}}^{c}$ by using the integral representation for the operator $\frac{\partial_{i}}{(-\Delta)}$ we have for the second term of (B.11) the estimate

$$
\begin{aligned}
\left\|\frac{\partial_{i}}{(-\Delta)}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0, \sigma}\right)} & \leq C \sigma^{2}\left\|\frac{\partial_{i}}{(-\Delta)}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)(t, \cdot)\right\|_{L^{\infty}\left(B_{0, \sigma}\right)} \\
& \leq C \sigma^{2}\left\|\int_{\left\{\frac{3}{5}<|y|<\frac{4}{5}\right\}} \frac{x_{i}-y_{i}}{|x-y|^{3}}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)(t, y) d y\right\|_{L^{\infty}\left(B_{0, \sigma}\right)}
\end{aligned}
$$

Now, since $x \in B_{0, \sigma}$ and $\sigma \leq \frac{1}{2}$, we have for any $\frac{3}{5}<|y|<\frac{4}{5}$ that $\frac{1}{10}<|x-y|$ and $\operatorname{since} \operatorname{supp}\left(\eta_{j}\right) \subset B_{0,1}$, it follows that

$$
\begin{align*}
\left\|\frac{\partial_{i}}{(-\Delta)}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0, \sigma}\right)} & \leq C\left\|u_{i} u_{j}(t, \cdot)\right\|_{L^{1}\left(B_{0,1}\right)}  \tag{B.13}\\
& \leq C\|\vec{u}(t, \cdot)\|_{L^{3}\left(B_{0,1}\right)}^{2}
\end{align*}
$$

By taking the $L^{\frac{3}{2}}$-norm in the time variable in the expression above, we obtain

$$
\begin{equation*}
\left\|\frac{\partial_{i}}{(-\Delta)}\left(\left(\partial_{j} \eta\right) u_{i} u_{j}\right)\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)} \leq C\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{1}\right)}^{2} . \tag{B.14}
\end{equation*}
$$

A symmetric argument gives

$$
\begin{equation*}
\left\|\frac{\partial_{j}}{(-\Delta)}\left(\left(\partial_{i} \eta\right) u_{i} u_{j}\right)\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)} \leq C\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{1}\right)}^{2} . \tag{B.15}
\end{equation*}
$$

Since the convolution kernel associated to the operator $\frac{1}{(-\Delta)}$ is $\frac{C}{|x|}$, by following the same ideas as in (B.13), we easily obtain for the last term of (B.11) that

$$
\begin{equation*}
\left\|\frac{\left(\partial_{i} \partial_{j} \eta\right) u_{i} u_{j}}{(-\Delta)}\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)} \leq C\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{1}\right)}^{2} \tag{B.16}
\end{equation*}
$$

By merging the estimates (B.12), (B.14), (B.15) and B.16) in (B.11), we obtain

$$
\begin{equation*}
\left(p_{1}\right)=\left\|\frac{(-\eta \Delta p)}{(-\Delta)}\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)} \leq C\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{1}\right)}^{2} \tag{B.17}
\end{equation*}
$$

For treating the term $\left(p_{2}\right)$ in (B.10), by the properties of the auxiliary function $\eta$ and the convolution kernel associated to the operator $\frac{1}{(-\Delta)}$, we can write (see $\sqrt{\text { B.13 }}$ ):

$$
\left\|\frac{(\Delta \eta) p(t, \cdot)}{(-\Delta)}\right\|_{L^{\frac{3}{2}}\left(B_{0, \sigma}\right)} \leq C \sigma^{2}\|p(t, \cdot)\|_{L^{1}\left(B_{0,1}\right)} \leq C \sigma^{2}\|p(t, \cdot)\|_{L^{\frac{3}{2}\left(B_{0,1}\right)}},
$$

and thus, taking the $L^{\frac{3}{2}}$-norm in the time variable we obtain:

$$
\begin{equation*}
\left(p_{2}\right)=\left\|\frac{(\Delta \eta) p}{(-\Delta)}\right\|_{L_{t}^{\frac{3}{2}} L_{x}^{\frac{3}{2}}\left(Q_{\sigma}\right)} \leq C \sigma^{2}\|p\|_{L_{t}^{\frac{3}{3}} L_{x}^{\frac{3}{x}}\left(Q_{1}\right)} \tag{B.18}
\end{equation*}
$$

For the last term $\left(p_{3}\right)$ of (B.10), following the same ideas developed in (B.13) we can write

$$
\left\|\frac{\partial_{i}}{(-\Delta)}\left(\partial_{i} \eta\right) p(t, \cdot)\right\|_{L^{\frac{3}{2}}\left(B_{0, \sigma}\right)} \leq C \sigma^{2}\|p(t, \cdot)\|_{L^{1}\left(B_{0,1}\right)} \leq C \sigma^{2}\|p(t, \cdot)\|_{L^{\frac{3}{2}\left(B_{0,1}\right)}},
$$

and therefore

$$
\begin{equation*}
\left(p_{3}\right)=\left\|\frac{\partial_{i}\left(\left(\partial_{i} \eta\right) p\right)}{(-\Delta)}\right\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)} \leq C \sigma^{2}\|p\|_{L_{t, x}^{3}\left(Q_{1}\right)} . \tag{B.19}
\end{equation*}
$$

Now, gathering the estimates (B.17), (B.18) and B.19) we obtain the inequality

$$
\|p\|_{L_{t, x}^{3}\left(Q_{\sigma}\right)} \leq C\left(\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{1}\right)}^{2}+\sigma^{2}\|p\|_{L_{t, x}^{\frac{3}{3}}\left(Q_{1}\right)}\right)
$$

Now, with this estimate at hand, it is straightforward to deduce inequality (B.8). Indeed, if we fix $\sigma=\frac{r}{\rho} \leq \frac{1}{2}$ and by introducing the functions $p_{\rho}(t, x)=p\left(\rho^{2} t, \rho x\right)$ and $\vec{u}_{\rho}(t, x)=\vec{u}\left(\rho^{2} t, \rho x\right)$ then the previous estimate we have

$$
\left\|p_{\rho}\right\|_{L_{t, x}^{\frac{3}{3}}\left(Q_{\frac{r}{\rho}}\right)} \leq C\left(\left\|\vec{u}_{\rho}\right\|_{L_{t, x}^{3}\left(Q_{1}\right)}^{2}+\left(\frac{r}{\rho}\right)^{2}\left\|p_{\rho}\right\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{1}\right)}\right) .
$$

Hence by a convenient change of variable we obtain

$$
\|p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{r}\right)} \rho^{-\frac{10}{3}} \leq C\left(\rho^{-\frac{10}{3}}\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}^{2}+\left(\frac{r}{\rho}\right)^{2} \rho^{-\frac{10}{3}}\|p\|_{L_{t, x}^{\frac{3}{2}}\left(Q_{\rho}\right)}\right) .
$$

Moreover, by B.3 we have the identities $r^{\frac{4}{3}} \mathcal{P}_{r}^{\frac{2}{3}}=\|p\|_{L_{t, x}^{\frac{3}{3}}\left(Q_{r}\right)}$ and $\rho^{\frac{4}{3}} \lambda_{\rho}^{\frac{2}{3}}=\|\vec{u}\|_{L_{t, x}^{3}\left(Q_{\rho}\right)}^{2}$, and therefore we obtain $\mathcal{P}_{r}^{\frac{2}{3}} \leq C\left(\frac{\rho}{r}\right)^{\frac{4}{3}} \lambda_{\rho}^{\frac{2}{3}}+C\left(\frac{r}{\rho}\right)^{\frac{2}{3}} \mathcal{P}_{\rho}^{\frac{2}{3}}$ and this finishes the proof of Lemma B. 3
End of the proof of the Proposition B. 1 Now, in order to deduce B.5), we remark that it is equivalent to say that there exists $0<\mathfrak{r}<R$ and $0<\kappa<\frac{1}{2}$ such that for all $n \in \mathbb{N}$ and for all $(t, x) \in Q_{\kappa^{n} \mathbf{r}}\left(t_{0}, x_{0}\right)$, we have

$$
\begin{equation*}
\mathbb{O}_{\kappa^{n} \mathfrak{r}}(t, x)=\Lambda_{\kappa^{n} \mathfrak{r}}(t, x)+\kappa^{6} \mathbb{P}_{\kappa^{n} \mathfrak{r}}(t, x) \leq C, \tag{B.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{r}(t, x)=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \lambda_{r}(t, x) \quad \text { and } \quad \mathbb{P}_{r}(t, x)=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \mathcal{P}_{r}(t, x) . \tag{B.21}
\end{equation*}
$$

Thus, for deducing B.20, we will apply an iterative argument and to do so we need to estimate $\Lambda_{r}$ and $\mathbb{P}_{r}$ in terms of $\Lambda_{\rho}$ and $\mathbb{P}_{\rho}$ for any radius $0<r<\frac{\rho}{2} \leq R$. Thus, by Lemmas B.1 and B.2 we have

$$
\begin{align*}
\Lambda_{r}=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)} \lambda_{r}} & \leq \frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}}\left(\mathcal{A}_{r}+\alpha_{r}\right)^{\frac{3}{2}} \\
& \leq \frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \frac{r^{3}}{\rho^{3}} \lambda_{\rho}+\frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \frac{\rho^{3}}{r^{3}}\left(\mathcal{P}_{\rho}+\lambda_{\rho}\right)^{\frac{3}{2}}+\frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right.}} \frac{\rho^{\frac{9}{4}}}{r^{\frac{3}{2}}} \frac{\lambda^{\frac{1}{2}}}{\frac{2}{2}} . \tag{B.22}
\end{align*}
$$

Let us study more in detail each term of the right-hand side above.

- For the first term of B.22), since $\lambda_{\rho}=\rho^{3\left(1-\frac{5}{\left.\tau_{0}\right)}\right.} \Lambda_{\rho}$ by B.21), we have

$$
\frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right.} \frac{r^{3}}{\rho^{3}} \lambda_{\rho}=C\left(\frac{r}{\rho}\right)^{\frac{15}{\tau_{0}}} \Lambda_{\rho} . . . . . . .}
$$

- For the second term of B.22), by the definition of $\mathbb{P}_{\rho}$ and $\Lambda_{\rho}$, given in by (B.21), we obtain

$$
\begin{aligned}
\frac{1}{\left.r^{3\left(1-\frac{5}{\tau_{0}}\right.}\right)} \frac{\rho^{3}}{r^{3}}\left(\mathcal{P}_{\rho}+\lambda_{\rho}\right)^{\frac{3}{2}} & =C\left(\frac{\rho}{r}\right)^{6-\frac{15}{\tau_{0}}} \rho^{-3+\frac{15}{\tau_{0}}} \rho^{\frac{9}{2}\left(1-\frac{5}{\tau_{0}}\right)}\left(\mathbb{P}_{\rho}+\Lambda_{\rho}\right)^{\frac{3}{2}} \\
& =C\left(\frac{\rho}{r}\right)^{6-\frac{15}{\tau_{0}}} \rho^{\frac{3}{2}-\frac{15}{2 \tau_{0}}}\left(\mathbb{P}_{\rho}+\Lambda_{\rho}\right)^{\frac{3}{2}} \\
& \leq C\left(\frac{\rho}{r}\right)^{6-\frac{15}{\tau_{0}}}\left(\mathbb{P}_{\rho}^{\frac{3}{2}}+\Lambda_{\rho}^{\frac{3}{2}}\right),
\end{aligned}
$$

where we have used the fact that $\rho^{\frac{3}{2}-\frac{15}{2 \tau_{0}}}<1$ since $\frac{3}{2}-\frac{15}{2 \tau_{0}}>0$ due to $\tau_{0}>5$.

- Finally, for the last term of (B.22), by (B.21), we have

$$
\begin{aligned}
\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \frac{\rho^{\frac{9}{4}}}{r^{\frac{3}{2}}} \lambda_{\rho}^{\frac{1}{2}} & =\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \rho^{\frac{3}{2}\left(1-\frac{5}{\tau_{0}}\right)}\left(\frac{\rho^{\frac{9}{4}}}{r^{\frac{3}{2}}}\right) \Lambda_{\rho}^{\frac{1}{2}} \\
& =\rho^{\frac{3}{2}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}\left(\frac{\rho}{r}\right)^{\frac{9}{2}-\frac{15}{\tau_{0}}} \Lambda_{\rho}^{\frac{1}{2}} .
\end{aligned}
$$

Thus, by gathering all the previous estimates, we have

$$
\begin{equation*}
\Lambda_{r} \leq C\left(\left(\frac{r}{\rho}\right)^{\frac{15}{\tau_{0}}} \Lambda_{\rho}+\left(\frac{\rho}{r}\right)^{6-\frac{15}{\tau_{0}}}\left(\mathbb{P}_{\rho}^{\frac{3}{2}}+\Lambda_{\rho}^{\frac{3}{2}}\right)+\rho^{\frac{3}{2}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}\left(\frac{\rho}{r}\right)^{\frac{9}{2}-\frac{15}{\tau_{0}}} \Lambda_{\rho}^{\frac{1}{2}}\right) \tag{B.23}
\end{equation*}
$$

Let us study now the pressure term in B.21). From the estimate B.8), we can write for any $0<r \leq \frac{\rho}{2}$

$$
\mathbb{P}_{r}=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \mathcal{P}_{r} \leq \frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}}\left(\frac{\rho}{r}\right)^{2} \lambda_{\rho}+\frac{C}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \frac{r}{\rho} \mathcal{P}_{\rho}
$$

For the first term of the right-hand side above, since $\lambda_{\rho}=\rho^{3\left(1-\frac{5}{\tau_{0}}\right)} \Lambda_{\rho}$ by B.21), we have

$$
\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}}\left(\frac{\rho}{r}\right)^{2} \lambda_{\rho}=\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}}\left(\frac{\rho}{r}\right)^{2} \rho^{3\left(1-\frac{5}{\tau_{0}}\right)} \Lambda_{\rho}=\left(\frac{\rho}{r}\right)^{5-\frac{15}{\tau_{0}}} \Lambda_{\rho}
$$

Moreover, by using the fact that $\frac{1}{r^{3\left(1-\frac{5}{\tau_{0}}\right)}} \frac{r}{\rho} \mathcal{P}_{\rho}=\left(\frac{\rho}{r}\right)^{2-\frac{15}{\tau_{0}}} \mathbb{P}_{\rho}$ by B.21), one has

$$
\begin{equation*}
\mathbb{P}_{r} \leq C\left(\left(\frac{\rho}{r}\right)^{5-\frac{15}{\tau_{0}}} \Lambda_{\rho}+\left(\frac{\rho}{r}\right)^{2-\frac{15}{\tau_{0}}} \mathbb{P}_{\rho}\right) \tag{B.24}
\end{equation*}
$$

Hence, we have estimated $\Lambda_{r}$ and $\mathbb{P}_{r}$ in terms of $\Lambda_{\rho}$ and $\mathbb{P}_{\rho}$.

With this information at hand, let us study the expression $\mathbb{O}_{r}$ given in B.20). Thus, notice that for any $0<r \leq \frac{\rho}{2}$, if we fix $0<\kappa<\frac{1}{2}$ such that $\kappa=\frac{r}{\rho}$, then from the estimates B.23) and B.24) it follows that

$$
\begin{aligned}
\mathbb{O}_{r}=\Lambda_{r}+\kappa^{6} \mathbb{P}_{r} \leq & C\left(\kappa^{\frac{15}{\tau_{0}}} \Lambda_{\rho}+\kappa^{-6+\frac{15}{\tau_{0}}}\left(\mathbb{P}_{\rho}^{\frac{3}{2}}+\Lambda_{\rho}^{\frac{3}{2}}\right)+\rho^{\frac{3}{2}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \kappa^{3\left(-\frac{3}{2}+\frac{5}{\tau_{0}}\right)} \Lambda_{\rho}^{\frac{1}{2}}\right) \\
& +C \kappa^{6}\left(\kappa^{-5+\frac{15}{\tau_{0}}} \Lambda_{\rho}+\kappa^{-2+\frac{15}{\tau_{0}}} \mathbb{P}_{\rho}\right)
\end{aligned}
$$

Moreover, by the definition of $\mathbb{O}_{\rho}$ given in (B.4), we have $\Lambda_{\rho} \leq \mathbb{O}_{\rho}$ and $\mathbb{P}_{\rho} \leq k^{-6} \mathbb{O}_{\rho}$ and therefore one has

$$
\begin{aligned}
\mathbb{O}_{r} \leq & C \kappa^{\frac{15}{\tau_{0}}} \mathbb{O}_{\rho}+C \kappa^{-6+\frac{15}{\tau_{0}}}\left(\kappa^{-9} \mathbb{O}_{\rho}^{\frac{3}{2}}+\mathbb{O}_{\rho}^{\frac{3}{2}}\right)+C \rho^{\frac{3}{2}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \kappa^{3\left(-\frac{3}{2}+\frac{5}{\tau_{0}}\right)} \mathbb{O}_{\rho}^{\frac{1}{2}} \\
& +C \kappa^{1+\frac{15}{\tau_{0}}} \mathbb{O}_{\rho}+C \kappa^{-2+\frac{15}{\tau_{0}}} \mathbb{O}_{\rho}
\end{aligned}
$$

By using the Young inequality $\left(1=\frac{2}{3}+\frac{1}{3}\right)$, we have

$$
\begin{aligned}
\mathbb{O}_{r} \leq & C \kappa^{\frac{15}{\tau_{0}}} \mathbb{O}_{\rho}+C \kappa^{-6+\frac{15}{\tau_{0}}}\left(\kappa^{-9} \mathbb{O}_{\rho}^{\frac{3}{2}}+\mathbb{O}_{\rho}^{\frac{3}{2}}\right)+\rho^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}+C \kappa^{9\left(-\frac{3}{2}+\frac{5}{\tau_{0}}\right)} \mathbb{O}_{\rho}^{\frac{3}{2}} \\
& +C \kappa^{1+\frac{15}{\tau_{0}}} \mathbb{O}_{\rho}+C \kappa^{-2+\frac{15}{\tau_{0}}} \mathbb{O}_{\rho}
\end{aligned}
$$

Rearranging the previous expression in a more convenient way, we obtain

$$
\begin{aligned}
\mathbb{O}_{r} \leq & C\left(\kappa^{\frac{15}{\tau_{0}}}+\kappa^{1+\frac{15}{\tau_{0}}}+\kappa^{-2+\frac{15}{\tau_{0}}}\right) \mathbb{O}_{\rho}+C\left(\kappa^{-15+\frac{15}{\tau_{0}}}+\kappa^{-6+\frac{15}{\tau_{0}}}+\kappa^{9\left(-\frac{3}{2}+\frac{5}{\tau_{0}}\right)}\right) \mathbb{O}_{\rho}^{\frac{1}{2}} \mathbb{O}_{\rho} \\
& +\rho^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \\
\leq & C\left(\kappa^{\frac{15}{\tau_{0}}}+\kappa^{1+\frac{15}{\tau_{0}}}+\kappa^{-2+\frac{15}{\tau_{0}}}\right) \mathbb{O}_{\rho}+C \kappa^{-15} \mathbb{O}_{\rho}^{\frac{1}{2}} \mathbb{O}_{\rho}+\rho^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}
\end{aligned}
$$

Moreover since $-2+\frac{15}{\tau_{0}}>0$, we take $0<\kappa \ll 1$ small enough such that

$$
\begin{equation*}
C\left(\kappa^{\frac{15}{\tau_{0}}}+\kappa^{1+\frac{15}{\tau_{0}}}+\kappa^{-2+\frac{15}{\tau_{0}}}\right) \leq \frac{1}{4} \tag{B.25}
\end{equation*}
$$

and therefore for any $0<r \leq \frac{\rho}{2}$ we obtain the following estimation

$$
\begin{equation*}
\mathbb{O}_{r} \leq \frac{1}{4} \mathbb{O}_{\rho}+C \kappa^{-15} \mathbb{O}_{\rho}^{\frac{1}{2}} \mathbb{O}_{\rho}+\rho^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \tag{B.26}
\end{equation*}
$$

Now by using the estimate above, we can deduce $\sqrt{\text { B.20 }}$, i.e., we will prove for $0<\kappa \ll 1$ given by the condition $\sqrt{\text { B.25 }}$, there exists $0<\mathfrak{r}<R$ such that for all $n \in \mathbb{N}$ and for all $(t, x) \in Q_{\kappa^{n} \mathfrak{r}}\left(t_{0}, x_{0}\right)$, we have

$$
\mathbb{O}_{\kappa^{n} \mathfrak{r}}(t, x)=\Lambda_{\kappa^{n} \mathfrak{r}}(t, x)+\kappa^{6} \mathbb{P}_{\kappa^{n} \mathfrak{r}}(t, x) \leq C .
$$

Indeed, let us define $\rho=r_{0}=\mathfrak{r}$ and $r=r_{1}=\kappa \mathfrak{r}$ with $\mathfrak{r}=\kappa^{\mathfrak{N}} R$ where $0<\kappa \ll 1$ is given by the condition B.25, and $\mathfrak{N} \in \mathbb{N}$ is such that $\mathfrak{N}>240$. Thus, since $r_{1} \leq \frac{r_{0}}{2}$, we can rewrite (B.26) as follows

$$
\mathbb{O}_{r_{1}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{0}}+C \kappa^{-15} \mathbb{O}_{r_{0}}^{\frac{1}{2}} \mathbb{O}_{r_{0}}+r_{0}^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}
$$

Since $r_{0}=\kappa^{\mathfrak{N}} R, R<1$ and $-\frac{1}{2}+\frac{5}{\tau_{0}}>0$ we have

$$
\begin{equation*}
\mathbb{O}_{r_{1}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{0}}+C \kappa^{-15} \mathbb{O}_{r_{0}}^{\frac{1}{2}} \mathbb{O}_{r_{0}}+\kappa^{\frac{9 \mathfrak{M}}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \tag{B.27}
\end{equation*}
$$

In order to close the iterative argument, we need to study each term of the right-hand side above. First, notice that since $0<\kappa \ll 1$, the expression $C \kappa^{-15}$ can be large, nevertheless since $\kappa>0$ is a fixed parameter, we may consider a parameter $0<\varepsilon_{*} \ll 1$ small enough (to be defined later on) such that we have

$$
\begin{equation*}
C \kappa^{-15} \varepsilon_{*}^{\frac{1}{2}}=\frac{1}{4} . \tag{B.28}
\end{equation*}
$$

On the other hand by (B.3), (B.4) and since $Q_{\left(\kappa^{\mathfrak{N}} R\right)}\left(t_{0}, x_{0}\right) \subset Q_{R}\left(t_{0}, x_{0}\right)$, we have

$$
\begin{aligned}
\mathbb{O}_{r_{0}}\left(t_{0}, x_{0}\right) & =\frac{1}{\left(\kappa^{\Re} R\right)^{3\left(1-\frac{5}{\tau_{0}}\right)}}\left(\frac{1}{\left(\kappa^{\Re} R\right)^{2}} \int_{Q_{(\kappa)} \Re_{R)}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3} d y d s+\frac{\kappa^{6}}{\left(\kappa^{\mathfrak{N}} R\right)^{2}} \int_{Q_{\left(\kappa^{\Re} R\right)}\left(t_{0}, x_{0}\right)}|p|^{\frac{3}{2}} d y d s\right) \\
& =\frac{R^{\frac{15}{\tau_{0}}}}{\kappa^{5 \mathfrak{N}}} \frac{1}{R^{3}}\left(\frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3} d y d s+\frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|p|^{\frac{3}{2}} d y d s\right) \\
& \leq \frac{1}{\kappa^{5 \mathfrak{N}}} \frac{1}{R^{3}}\left(\frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s\right) .
\end{aligned}
$$

Now, recall that by the hypothesis (B.1), there exists $0<\varepsilon \ll 1$ such that $\frac{1}{R^{2}} \int_{Q_{R}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s<\varepsilon$ and thus by setting $\varepsilon$ such that $0<\varepsilon \leq \kappa^{5 \mathfrak{N}} R^{3} \varepsilon_{*}$ (where $\varepsilon_{*}$ was given by the condition ( $\overline{\text { B.28) }}$ ), it follows that

$$
\begin{equation*}
\mathbb{O}_{r_{0}}\left(t_{0}, x_{0}\right) \leq \varepsilon_{*} . \tag{B.29}
\end{equation*}
$$

Then, by (B.28) and the expression above, it follows that

$$
\begin{equation*}
C \kappa^{-15} \mathbb{O}_{r_{0}}^{\frac{1}{2}} \mathbb{O}_{r_{0}} \leq C \kappa^{-15} \varepsilon_{*}^{\frac{1}{2}} \mathbb{O}_{r_{0}} \leq \frac{1}{4} \mathbb{O}_{r_{0}} . \tag{B.30}
\end{equation*}
$$

Now, let us study the last term in the right-hand side of (B.27), notice that by B.28), we can write $\kappa=C \varepsilon_{*}^{\frac{1}{30}}$ and therefore we have

$$
\kappa^{\frac{9 \mathfrak{Y}}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}=C \varepsilon_{*}^{\frac{9 \mathfrak{n}}{120}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}
$$

Thus, since $\mathfrak{N}>240$, recalling that $-\frac{1}{2}+\frac{5}{\tau_{0}}>0$ and $\frac{1}{\tau_{0}} \geq \frac{2}{15}$ we have $\frac{9 \mathfrak{N}}{120}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)>3$, and therefore we can take $\varepsilon_{*} \ll 1$ such that

$$
\begin{equation*}
\kappa^{\frac{9 \mathfrak{M}}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}=C \varepsilon_{*}^{\frac{9 \mathfrak{n}}{120}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \leq \frac{\varepsilon_{*}}{2} . \tag{B.31}
\end{equation*}
$$

Hence, by using (B.30) and (B.31) in (B.27) we obtain

$$
\mathbb{O}_{r_{1}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{0}}+\frac{1}{4} \mathbb{O}_{r_{0}}+\frac{\varepsilon_{*}}{2} .
$$

Furthermore, by (B.29), it follows that

$$
\begin{equation*}
\mathbb{O}_{r_{1}}\left(t_{0}, x_{0}\right) \leq \frac{\varepsilon_{*}}{4}+\frac{\varepsilon_{*}}{4}+\frac{\varepsilon_{*}}{2}=\varepsilon_{*} \tag{B.32}
\end{equation*}
$$

Now, let us study the case $r_{2}=\kappa^{2} \mathfrak{r}=\kappa^{\mathfrak{N}+2} R$. Since $r_{2} \leq \frac{\kappa^{\mathfrak{}} R}{2}=\frac{r_{1}}{2}$ we can apply the estimate B.26) and hence we have

$$
\mathbb{O}_{r_{2}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{1}}+C \kappa^{-15} \mathbb{O}_{r_{1}}^{\frac{1}{2}} \mathbb{O}_{r_{1}}+r_{1}^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}
$$

Notice that since $\mathbb{O}_{r_{1}}\left(t_{0}, x_{0}\right) \leq \varepsilon_{*}$ by B.28), we have $C \kappa^{-15} \mathbb{O}_{r_{1}}^{\frac{1}{2}} \leq C \kappa^{-15}\left(\varepsilon_{*}\right)^{\frac{1}{2}} \leq \frac{1}{4}$. Moreover, since $r_{1}=\kappa^{\mathfrak{N}+1} R \leq \kappa^{\mathfrak{N}}$ (recall $R<1$ ) by B.31) we have $r_{1}^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \leq \frac{\varepsilon}{2}$. Then, one has

$$
\mathbb{O}_{r_{2}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{1}}+\frac{1}{4} \mathbb{O}_{r_{1}}+\frac{\varepsilon_{*}}{2} .
$$

Again since $\mathbb{O}_{r_{1}}\left(t_{0}, x_{0}\right) \leq \varepsilon_{*}$ by B.32) we have

$$
\mathbb{O}_{r_{2}}\left(t_{0}, x_{0}\right) \leq \frac{\varepsilon_{*}}{4}+\frac{\varepsilon_{*}}{4}+\frac{\varepsilon_{*}}{2}=\varepsilon_{*} .
$$

Finally, let us consider the case $r_{n}=\kappa^{n} \mathfrak{r}=\kappa^{\mathfrak{N}+n} R$ and we assume that $\mathbb{O}_{r_{n}} \leq \varepsilon_{*}$. Thus, since $r_{n+1} \leq \frac{r_{n}}{2}$, by using B.26 we have

$$
\mathbb{O}_{r_{n+1}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{n}}+C \kappa^{-15} \mathbb{O}_{r_{n}}^{\frac{1}{2}} \mathbb{O}_{r_{n}}+r_{n}^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)}
$$

Similarly as we mentioned before, from B.28), we have $C \kappa^{-15} \mathbb{O}_{r_{n}}^{\frac{1}{2}} \leq C \kappa^{-15}\left(\varepsilon_{*}\right)^{\frac{1}{2}} \leq \frac{1}{4}$ and since $r_{n}=\kappa^{\mathfrak{n}+n} R \leq \kappa^{\mathfrak{N}}$ (recall $R<1$ ) by B.31) we have $r_{n}^{\frac{9}{4}\left(-\frac{1}{2}+\frac{5}{\tau_{0}}\right)} \leq \frac{\varepsilon}{2}$. Then, we have

$$
\mathbb{O}_{r_{n+1}}\left(t_{0}, x_{0}\right) \leq \frac{1}{4} \mathbb{O}_{r_{n}}+\frac{1}{4} \mathbb{O}_{r_{n}}+\frac{\varepsilon_{*}}{2} \leq \frac{\varepsilon_{*}}{4}+\frac{\varepsilon_{*}}{4}+\frac{\varepsilon_{*}}{2}=\varepsilon_{*}
$$

Thus, we have proved that for all $n \in \mathbb{N}$, we have

$$
\mathbb{O}_{r_{n}}\left(t_{0}, x_{0}\right) \leq \varepsilon_{*},
$$

which is the wished control $(\overline{\mathrm{B} .20})$, but centered in the point $\left(t_{0}, x_{0}\right)$. In order to treat the general case $(t, x) \in Q_{r_{n}}\left(t_{0}, x_{0}\right)$, notice that since $Q_{r_{n}}(t, x) \subset Q_{2 r_{n}}\left(t_{0}, x_{0}\right)$, we have

$$
\mathbb{O}_{r_{n}}(t, x) \leq 2^{3-\frac{15}{\tau_{0}}} \mathbb{O}_{2 r_{n}}\left(t_{0}, x_{0}\right)<C .
$$

Then, we have proved that for $0<\kappa \ll 1$, there exists $0<\mathfrak{r}<R$ such that for all $n \in \mathbb{N}$, we have $\mathbb{O}_{\kappa^{n} \mathfrak{r}}(t, x)<C$, and as it was mentioned before in (B.5), this implies that for all $0<r \leq \mathfrak{r}$ and for all $(t, x) \in Q_{r}\left(t_{0}, x_{0}\right)$, we have

$$
\begin{equation*}
\Lambda_{r}(t, x)+\kappa^{6} \mathbb{P}_{r}(t, x)=\mathbb{O}_{r}(t, x) \leq C \tag{B.33}
\end{equation*}
$$

Hence, by (B.3), (B.4) and the previous estimate we have for all $0<r \leq \mathfrak{r}$ and for all $(t, x) \in Q_{r}\left(t_{0}, x_{0}\right)$,

$$
\frac{1}{r^{5\left(1-\frac{3}{\tau_{0}}\right)}} \int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\mathbf{r}}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3} d y d s=\Lambda_{r}(t, x) \leq C
$$

which means that

$$
\mathbb{1}_{Q_{\mathrm{r}}\left(t_{0}, x_{0}\right)} \vec{u} \in \mathcal{M}_{t, x}^{3, \tau_{0}}\left(\mathbb{R} \times \mathbb{R}^{3}\right) .
$$

Moreover, again by (B.3) and (B.4) we have $\frac{1}{r^{5\left(1-\frac{5}{\tau_{0}}\right)}} \int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\mathbf{r}}\left(t_{0}, x_{0}\right)}|p(s, y)|^{\frac{3}{2}} d y d s=\mathcal{P}_{r}(t, x)$, and by (B.33), (recall that $\kappa$ is a fixed parameter) we conclude

$$
\mathbb{1}_{Q_{\mathbf{r}}\left(t_{0}, x_{0}\right)} p \in \mathcal{M}_{t, x}^{\frac{3}{2, \frac{\tau_{0}}{2}}}\left(\mathbb{R} \times \mathbb{R}^{3}\right)
$$

and thus the proof of Proposition B. 1 is finished.

Corollary B.1. Under the hypotheses of Proposition B.1, we have the following local control:

$$
\mathbb{1}_{Q_{\frac{\mathrm{r}}{2}}\left(t_{0}, x_{0}\right)} \vec{\nabla} \otimes \vec{u} \in \mathcal{M}_{t, x}^{2, \tau_{1}}\left(\mathbb{R} \times \mathbb{R}^{3}\right) \quad \text { with } \quad \frac{1}{\tau_{1}}=\frac{1}{\tau_{0}}+\frac{1}{5}
$$

Proof. Let $0<\mathfrak{r}<R$ be the radius given in Proposition B.1. By using the definition of Morrey spaces given in 1.10 , we have to show that for all $0<r \leq \frac{\mathfrak{r}}{2}$ and for all $(t, x) \in Q_{r}\left(t_{0}, x_{0}\right)$ we have

$$
\int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\frac{r}{2}}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq C r^{5\left(1-\frac{2}{\tau_{1}}\right)}, \quad \text { with } \quad \frac{1}{\tau_{1}}=\frac{1}{\tau_{0}}+\frac{1}{5} .
$$

For this, notice that by the definition of the quantity $\lambda_{r}$ given in (B.3) and Lemma B.2, it follows for any $0<r \leq \frac{\mathfrak{r}}{2}$ and any $(t, x) \in Q_{r}\left(t_{0}, x_{0}\right)$ that we have

$$
\begin{align*}
\frac{1}{r} \int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\frac{r}{2}}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s & \leq \mathcal{A}_{r}(t, x)+\alpha_{r}(t, x) \\
& \leq C\left(\lambda_{2 r}^{\frac{2}{3}}(t, x)+\mathcal{P}_{2 r}(t, x)+\lambda_{2 r}(t, x)+(2 r)^{\frac{1}{2}} \lambda_{2 r}^{\frac{1}{3}}(t, x)\right) \tag{B.34}
\end{align*}
$$

Let us study in more detail the terms $\lambda_{2 r}$ and $\mathcal{P}_{2 r}$ above. For the first one, since $\lambda_{r}=\frac{1}{r^{2}} \int_{Q_{r}}|\vec{u}|^{3} d y d s$ (see (B.3)), we have

$$
\begin{array}{r}
\lambda_{2 r}(t, x)=\frac{1}{(2 r)^{2}} \int_{Q_{2 r}(t, x)}|\vec{u}|^{3} d y d s=\frac{1}{(2 r)^{2}} \frac{(2 r)^{5\left(1-\frac{3}{\tau_{0}}\right)}}{(2 r)^{5\left(1-\frac{3}{\tau_{0}}\right)}} \int_{Q_{2 r}(t, x)}\left|\overrightarrow{u^{3}}\right|^{3} d y d s \\
=\frac{(2 r)^{\left(3-\frac{15}{\tau_{0}}\right)}}{(2 r)^{5\left(1-\frac{3}{\tau_{0}}\right)}} \int_{Q_{2 r}(t, x)}|\vec{u}|^{3} d y d s .
\end{array}
$$

Since $2 r \leq \mathfrak{r}$ and $\mathbb{1}_{Q_{\mathfrak{r}}\left(t_{0}, x_{0}\right)} \vec{u} \in \mathcal{M}_{t, x}^{3, \tau_{0}}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$, we obtain

$$
\begin{equation*}
\lambda_{2 r}(t, x) \leq(2 r)^{\left(3-\frac{15}{\tau_{0}}\right)}\left\|\mathbb{1}_{Q_{\mathrm{r}}} \vec{u}\right\|_{\mathcal{M}_{t, x}^{3, \tau_{0}}}^{3} \leq C(2 r)^{\left(3-\frac{15}{\tau_{0}}\right)} . \tag{B.35}
\end{equation*}
$$

Let us get a similar estimate for the term $\mathcal{P}_{2 r}$, indeed by (B.3) and since $\mathbb{1}_{Q_{\mathrm{r}}} p \in \mathcal{M}_{t, x}^{\frac{3}{2}, \frac{\tau_{0}}{2}}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$, we have

$$
\begin{align*}
\mathcal{P}_{2 r}(t, x) & =\frac{1}{2 r^{2}} \int_{Q_{2 r}(t, x)}|p|^{\frac{3}{2}} d y d s=\frac{1}{(2 r)^{2}} \frac{(2 r)^{5\left(1-\frac{3}{\tau_{0}}\right)}}{(2 r)^{5\left(1-\frac{3}{\tau_{0}}\right)}} \int_{Q_{2 r}}|p|^{\frac{3}{2}} d y d s \\
& \leq(2 r)^{\left(3-\frac{15}{\tau_{0}}\right)}\left\|\mathbb{1}_{Q_{\mathrm{r}}} p\right\|_{\mathcal{M}_{t, x}^{3} \frac{3}{3}, \frac{\tau_{0}}{2}} \leq C(2 r)^{\left(3-\frac{15}{\tau_{0}}\right)} . \tag{B.36}
\end{align*}
$$

Thus, by using the estimates (B.35) and (B.36) in B.34), one has

$$
\begin{aligned}
\frac{1}{r} \int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\frac{\mathfrak{r}}{2}}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s & \leq C\left((2 r)^{\frac{2}{3}\left(3-\frac{15}{\tau_{0}}\right)}+(2 r)^{\left(3-\frac{15}{\tau_{0}}\right)}+(2 r)^{\frac{1}{2}}(2 r)^{\frac{1}{3}\left(3-\frac{15}{\tau_{0}}\right)}\right) \\
& \leq C\left(r^{\left(2-\frac{10}{\tau_{0}}\right)}+r^{\left(3-\frac{15}{\tau_{0}}\right)}+r^{\left(\frac{3}{2}-\frac{5}{\tau_{0}}\right)}\right)
\end{aligned}
$$

Notice, that since $\frac{2}{15} \leq \frac{1}{\tau_{0}}<\frac{1}{5}$ we have $0<2-\frac{10}{\tau_{0}} \leq 3-\frac{15}{\tau_{0}} \leq \frac{3}{2}-\frac{5}{\tau_{0}}$, and since $0<r<1$ we get

$$
\frac{1}{r} \int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\frac{\mathrm{r}}{2}}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq C r^{\left(2-\frac{10}{\tau_{0}}\right)}
$$

Now, using the fact that $\frac{1}{\tau_{0}}=\frac{1}{\tau_{1}}-\frac{1}{5}$, it follows that for any $0<r \leq \frac{\mathfrak{r}}{2}$ and $(t, x) \in Q_{r}\left(t_{0}, x_{0}\right)$, we have

$$
\int_{\mathbf{Q}_{r}(t, x)} \mathbb{1}_{Q_{\frac{\mathrm{r}}{2}}\left(t_{0}, x_{0}\right)}|\vec{\nabla} \otimes \vec{u}|^{2} d y d s \leq C r^{\left(5-\frac{10}{\tau_{1}}\right)}=C r^{5\left(1-\frac{2}{\tau_{1}}\right)}
$$

which implies that $\mathbb{1}_{Q_{\frac{\mathrm{r}}{2}}\left(t_{0}, x_{0}\right)} \vec{\nabla} \otimes \vec{u} \in \mathcal{M}_{t, x}^{2, \tau_{1}}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ and this finishes the proof of Corollary B.1.
Proof of Theorem B.1. Let $(\vec{u}, p, \vec{\omega})$ be a partial suitable solution in the sense of Definition 1.2 for the micropolar equations (1.1) and (1.2) in $Q_{1}\left(t_{0}, x_{0}\right)$. Recall that we want to show that there exists some $0<r<R<1$ such that $\vec{u}, \vec{\omega} \in L_{t, x}^{\infty}\left(Q_{r}\left(t_{0}, x_{0}\right)\right)$.

First, notice that since by hypothesis we have

$$
\frac{1}{R^{2}} \int_{t_{0}-R^{2}}^{t_{0}} \int_{B_{x_{0}, R}}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d x d s<\varepsilon
$$

for some $\varepsilon \ll 1$, we can apply Proposition B. 1 and Corollary B.1 and therefore there exists $0<\mathfrak{r}<R$ such that for $5<\tau_{0}<\frac{15}{2}$ and $\frac{1}{\tau_{0}}=\frac{1}{\tau_{1}}-\frac{1}{5}$ we have

$$
\begin{align*}
& \mathbb{1}_{Q_{\mathfrak{r}}\left(t_{0}, x_{0}\right)} \vec{u} \in \mathcal{M}_{t, x}^{3, \tau_{0}}\left(\mathbb{R} \times \mathbb{R}^{3}\right), \quad \mathbb{1}_{Q_{\mathfrak{r}}\left(t_{0}, x_{0}\right)} p \in \mathcal{M}_{t, x}^{\frac{3}{2}, \frac{\tau_{0}}{2}}\left(\mathbb{R} \times \mathbb{R}^{3}\right) \\
& \quad \text { and } \quad \mathbb{1}_{Q_{\frac{\mathfrak{r}}{}}\left(t_{0}, x_{0}\right)} \vec{\nabla} \otimes \vec{u} \in \mathcal{M}_{t, x}^{2, \tau_{1}}\left(\mathbb{R} \times \mathbb{R}^{3}\right) \tag{B.37}
\end{align*}
$$

Note that the upper bound for $\tau_{0}$ comes from the fact that we have the term $\vec{\nabla} \wedge \vec{\omega}$ in the equation (1.1).
Now, for simplicity sake, we assume $\tau_{0}=6$. Hence, by Proposition A.1, it follows that for some $0<r_{1}<\mathfrak{r}$, we have

$$
\begin{equation*}
\mathbb{1}_{Q_{r_{1}}\left(t_{0}, x_{0}\right)} \vec{u} \in L_{t, x}^{6}\left(\mathbb{R} \times \mathbb{R}^{3}\right) \quad \text { and } \quad \mathbb{1}_{Q_{r_{1}}\left(t_{0}, x_{0}\right)} \vec{\omega} \in L_{t, x}^{6}\left(\mathbb{R} \times \mathbb{R}^{3}\right) \tag{B.38}
\end{equation*}
$$

It is worth noting that the integrability we have obtained lies within the framework of the Serrin criterion $\left(\frac{2}{p}+\frac{3}{q} \leq 1\right)$. However, instead of deducing directly the boundedness of the solution, we will
apply the strategy given in [13]. Indeed, since we have B.37) and B.38) we can apply [13, Proposition 2], and thus we can improve the Morrey information of the velocity $\vec{u}$ i.e., for any $r_{2}<r_{1}<R$, we have that

$$
\mathbb{1}_{Q_{\mathfrak{r}}\left(t_{0}, x_{0}\right)} \vec{u} \in \mathcal{M}_{t, x}^{3,60}
$$

Moreover, following the same steps as in Section 6 of 13 , we can deduce that $(\vec{u}, \vec{\omega})$ are Holder continuous in time and space in $Q_{r}\left(t_{0}, x_{0}\right)$ for some $0<r<r_{2}<r_{1}<R$. Since $Q_{r}\left(t_{0}, x_{0}\right)$ is a bounded set, the boundedness of $(\vec{u}, \vec{\omega})$ follows immediately, thus completing the proof of Theorem B.1.

Finally we present the following characterization of partial singular points, which is just a consequence of the $\varepsilon$-regularity theory.

Proposition B.2. Let $(\vec{u}, p, \vec{\omega})$ be a partial suitable solution on $Q_{1}$. Then, for any $\left(t_{0}, x_{0}\right) \in Q_{1}(t, x)$ we have

- either $\left(t_{0}, x_{0}\right)$ is partially singular and then for any $0<r<1$,

$$
\varepsilon \leq \frac{1}{r^{2}} \int_{Q_{r}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s
$$

- either $\left(t_{0}, x_{0}\right)$ is a partial regular point and then

$$
\lim _{r \longrightarrow 0} \frac{1}{r^{2}} \int_{Q_{r}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|\vec{\omega}|^{3} d y d s=0 .
$$

Proof. Let us prove the first point by contradiction. Hence, assume that $\left(t_{0}, x_{0}\right)$ is a partial singular point in the sense of Definition 1.3 such that there exists $0<r<R$ with

$$
\frac{1}{r^{2}} \int_{Q_{r}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|p|^{\frac{3}{2}} d y d s<\varepsilon
$$

Since $(\vec{u}, p, \vec{\omega})$ is a partial suitable solution, we can use Theorem B.1, and therefore there exists $0<$ $\rho<r$ such that $(\vec{u}, \vec{\omega})$ is bounded on $Q_{\rho}\left(t_{0}, x_{0}\right)$, and hence $\left(t_{0}, x_{0}\right)$ has to be a partial regular point which is a contradiction. For the second point, since $\left(t_{0}, x_{0}\right)$ is a partial regular point, there exists some $R>0$ such that $\vec{u}, \vec{\omega} \in L_{t, x}^{\infty}\left(Q_{R}\left(t_{0}, x_{0}\right)\right)$. Hence, it is easy to see that for all $r<R$

$$
\frac{1}{r^{2}} \int_{Q_{r}\left(t_{0}, x_{0}\right)}|\vec{u}|^{3}+|\vec{\omega}|^{3} d y d s \leq C\left(\|\vec{u}\|_{L^{\infty}\left(Q_{R}\right)}^{3}+\|\vec{\omega}\|_{L^{\infty}\left(Q_{R}\right)}^{3}\right) r^{3}
$$

The proof is completed by taking the limit when $r$ goes to zero.
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