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Abstract An unsupervised topology and time-based clustering model is proposed to regroup alarms
according to their failure events. The different modes and settings of the model are assessed using
topology and alarm-related data extracted from a live network as part of a field trial. ©2023 The Au-
thor(s)

Introduction

To ensure high service availability in optical net-
works, many research efforts have been put to
manage failures, including fault prediction and
root cause analysis. In a live network, thousands
of failure events occur every year. Given the rela-
tive opacity and the complexity of the optical sys-
tems, maintenance experts estimate the average
time required to take charge of one failure event at
around 30 minutes. In this context, we believe that
statistical-based approaches like machine learn-
ing (ML) and deep learning (DL) methods could
assist operators to manage failures, thus leading
to reduce fault handling time and increase opera-
tional efficiency.

Authors in[1] compared several machine learn-
ing models to identify correlated alarms related
to unexpected power attenuation failure and then
localized the position of this failure in the net-
work. Data were labelled and extracted from a
Network Management System (NMS) connected
to an experimental set-up. In[2], an unsupervised
approach based on autoencoder was investigated
with experimental data to identify alarms raised by
one type of failure.

Authors in[3],[4] and[5] use approaches based
on autoencoders, Support Vector Machine, and
Gaussian Processes respectively, for failure de-
tection and identification. Instead of using
alarm data, these studies are based on perfor-
mance monitoring data extracted from experi-
mental testbeds.

In this paper, we show the results of a field trial
where we assess the performance of our unsu-
pervised clustering model, which aims to provide
clusters of alarms, each corresponding to a spe-
cific failure event. The dataset extracted from the
NMS of a national metro/core network provides
an inventory of the network topology and a list

of tens of thousands of alarms raised. Our two-
stage model performs in the first stage a topology-
based classification and in the second stage a
time-based clustering.

The novelty of this paper lies in the application
of unsupervised clustering techniques on live-
network data. Results were checked by mainte-
nance experts who have expressed their satisfac-
tion with the algorithm execution time and the pre-
cision of the obtained clusters.

Field Trial Description
The field trial was performed in a live operational
network. The network is managed by a NMS and
is composed of thousands of nodes and several
tens of thousands of optical services extended
over the metro/core national network. We devel-
oped a data extractor module that uses the North
Bound Interface (NBI) of the NMS to collect data
related to: i) the topology (i.e., nodes, network
elements cards, and links); ii) services (i.e., the
modulation format, bit rate, and physical routes);
and iii) the alarms raised during the first quarter
of the current year. For each alarm, the respec-
tive data describe: the severity, the affected ob-
ject that could be a node, a card, a port or a
service, the probable cause as locally seen by
the affected object, the site name, and the time
when an alarm is detected. Alarms raised by a
service can originate from one of the OTN/SDH
layers or the NMS itself. Finally, the obtained raw
data are pre-processed by removing the cleared
alarms and outliers.

Unsupervised Model for Clustering
The goal of the proposed solution is to group to-
gether alarms reported due to the same failure
event. After data pre-processing, the alarm clas-
sification is performed by our two-stage model as
shown in Fig. 1.



Fig. 1: Proposed two-stage model for alarm classification

In the first stage, a topology-based classifica-
tion is performed. This classification benefits from
the hierarchical structure of the network where
several services are established within the same
sub-network. Thus, two network objects are con-
sidered topologically correlated if the failure oc-
curring in one network object can probably affect
the second one. This correlation can be mani-
fested by a physical or logical relationship such as
cards belonging to the same equipment or ports
involved in the same service route. At the end of
this stage, topological classes are obtained.

In the second stage, we perform a time-based
clustering within each topological class sepa-
rately. We assess different types of statistical
clustering and each of these models is applied to
the alarm date (i.e., ”detection time” field), once
transformed into timestamp with precision to the
minutes. We assume that the detection time is re-
liable and network nodes are time-synchronized,
which are fair assumptions as a majority of net-
work objects are time synchronous.

For each topological class, it is possible to
carry out the alarm time clustering according to
the one-shot mode or the iterative mode. In the
first mode, the clustering algorithm is applied only
once. In the second mode, the clustering algo-
rithm is executed iteratively until one of the follow-
ing two conditions is met:

• The longest inter-arrival time between alarms
within the same cluster is lower than a spe-
cific time threshold.

• The list of alarms within all the obtained clus-
ter has not changed between two consecu-
tive iterations.

Moreover, single-alarm clusters are not allowed
if the inter-arrival time between a given cluster
and its neighbor is inferior to a threshold. It should
be noted that the inter-arrival time between two

clusters is the time duration between the latest
alarm of the first cluster and the earliest alarm
of the second cluster. Within a topological class,
each cluster has a neighbor that is the cluster with
respect to which it has the shortest inter-arrival
time.

Results and Discussion
In Fig. 2, we assess the performance of our model
by comparing different clustering methods for the
second stage. To do so we cover the main unsu-
pervised classes of algorithms, namely : density-
based clustering in OPTICS (Ordering Points To
Identify the Clustering Structure)[6] and Mean
Shift[7], hierarchical-based clustering in AHC (Ag-
glomerative Hierarchical Clustering)[8], and finally
the well-known vector-quantization based cluster-
ing in K-Means[9]. Moreover, we consider three
empirical time thresholds: 15 minutes, 30 min-
utes, and 60 minutes.

Regarding the within-cluster standard deviation
shown in Fig. 2b, the smaller it is, the better our
clustering is considered to be, and conversely
for between-cluster standard deviation depicted
in Fig. 2a. Otherwise, there is a clear trend with
within-cluster distances. When the threshold is
reduced, the standard deviation decreases signif-
icantly, especially between the 30 and 60 minutes
thresholds, with a 150 seconds difference. These
two plots inform us that the applied algorithms
evolve in the same way throughout thresholds and
clustering modes. Moreover, the within-cluster
standard deviation gap between the iterative and
one-shot clustering gets larger with longer time
thresholds.

The Calinski-Harabasz (CH) scores[10] ob-
tained on clusters using the different combina-
tion of modes and time thresholds can be seen
in Fig. 2c. The CH score is defined as the ra-
tio of the between-cluster variance to the sum
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Fig. 2: Clustering results of the different modes and thresholds. (a) CH Score per model given the threshold and algorithm type.
(b) within-cluster standard deviation per model given the threshold and algorithm type. (c) between-cluster standard deviation

per model given the threshold and algorithm type. (d) Computation times per model given the threshold and algorithm type.

of within-cluster variances multiplied by a weight.
The higher the CH score is, the better the sepa-
ration and cluster density are.

For the different clustering methods, the scores
are largely similar, being the overall trend the
same for all models. In addition, the OPTICS
model has notably worse CH scores regardless
of modes and thresholds. The huge gap be-
tween the 15 and 30 minutes thresholds (re-
gardless of modes) can be explained by the
large increase of small clusters, when compar-
ing the former threshold to the latter. This leads
to smaller within-cluster variances and bigger
between-cluster variance.

When considering the results by class of algo-
rithm, the density-based algorithms do not benefit
as much from iterative clustering compared to the
other two classes. Indeed, for example, the mean
within-cluster distances decreased by 9.6% for
K-Means clustering with a 60 minutes threshold,
and a similar trend with the AHC algorithm (7.32%
decrease with the same threshold) was observed.
Thus, in this instance, if one chooses OPTICS,
the iterative mode is not needed, which is not the
case for AHC or even K-Means.

Finally, aside from the K-Means algorithm, re-

gardless of modes and thresholds, the other ap-
proaches take less than 30 seconds to compute
as shown in Fig. 2d. Furthermore, considering
that our data were extracted from a live network,
the low computation times suggest that our ap-
proach would be scalable, because minimal pre-
processing and topology classification times are
required.

Conclusions
In this paper, we presented an unsupervised
topology and time-based clustering model to re-
group alarms related to the same failure event.
Data extracted used to evaluate the model are
unlabeled and extracted from a live network as
part of a field trial. The comparative study tak-
ing into account the different modes and settings
of our two-stage model shows that the model is
able to ensure high CH score with low compu-
tation time, especially when the OPTICS algo-
rithm is used with a threshold tuning parameter
of 15 minutes. These results are in accordance
with experts feedback who verified the relevance
of the obtained clusters.
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