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The continuity equation in the Heisenberg-periodic case: a
representation formula and an application to Mean Field
Games.

ALESSANDRA CUTRI* PAoLA MaNNUccI! CLAUDIO MARCHI { NICOLETTA TCHOU §

Abstract

We provide a representation of the weak solution of the continuity equation on the
Heisenberg group H! with periodic data (the periodicity is suitably adapted to the
group law). This solution is the push forward of a measure concentrated on the flux
associated with the drift of the continuity equation. Furthermore, we shall use this
interpretation for proving that weak solutions to first order Mean Field Games on H!
are also mild solutions.

1 Introduction

This paper is devoted to provide a representation of the weak periodic solution of the
continuity equation in the Heisenberg group H!

(1.1) { Oym(z,t) — divy(v(z,t) m(z,t)) = 0 in H' x (0,7)

m(z,0) = mo(z) on H!,

where m(z, t) is the density of a Borel family of measures m(t), the drift v is a Borel vector
field and divy, is the horizontal divergence given by the vector fields generating H! (see Sec-
tion 2). This solution is the push forward of a measure concentrated on the flux associated
with the drift of the continuity equation. For this reason it will be called “probabilistic
representation”. Note that, in Euclidean coordinates, the differential equation in (1.1)

becomes
oym(z,t) — div(v(z, t)m(x,t) BT (z)) =0 in R3 x (0,7)

where, for x = (1, 29, 73) € R3,

1 0
(1.2) B(z) = 0 1 |em®?
—To X1
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is the matrix associated with the vector fields generating H'. We suppose that the drift v is
bounded and QQy-periodic in the sense of section 2.1 and we study Q#-periodic solutions m.
More precisely, in our main Theorem 3.1 we get a representation formula analogous to the
one in [2, Theorem 8.2.1]. Indeed we note that, if the periodic problem is interpreted as
a problem in H', then [2, Theorem 8.2.1] does not apply because the global summability
assumption [2, equation (8.1.21)] for the drift does not hold. Nevertheless in our previous
paper [26] we obtained a representation formula as in [2, Theorem 8.2.1] in the Heisenberg
group but we required the compactness of the support of mg. As for the classical case
in [2], to get the probabilistic representation of the solution to (1.1), the key ingredient
is a “superposition principle” in the Heisenberg periodic setting (see (3.13)) which allows
to prove that there exists a measure concentrated on the solutions of the characteristic
system of ODE

(1.3) Y'(t) = v(Y(t),t) BT (Y (t)) forte[0,T], Y(s)=z, s€][0,T].

To this end, the key results are Lemma 3.2 and Lemma 3.3 which rely on the properties
of the distance on H' and on the pavage in H'.

As an application of this result we study evolutive (Qy-periodic first order Mean
Field Games (briefly, MFG) in the Heisenberg group H':

(i) — O+ L — Pl (1)) (x) in H! x (0,7)
(1.4) (i) oym — divy (mDyu) = 0 in H' x (0,7)
(v31) m(z,0) =mo(z), u(z,T)=G[m(T)|(x) on H*,

where Dy is the horizontal gradient, the couplings F' and G are strongly regularizing
operators and my is the initial periodic distribution of players. Here, the Hamiltonian is
noncoercive in the gradient term. Let us recall that MFG have been introduced by [21, 22]
for describing the interaction of an infinite population of rational and indistinguishable
agents. In the MFG systems, the functions u and m are respectively the value function
for the generic player and the density of the population; this interpretation motivates
the fact that the data are u(x,T) and m(x,0), namely that the MFG systems are of
forward-backward type. In this model the agents have forbidden directions: they fol-
low “horizontal” trajectories given in terms of the vector fields generating the Heisenberg
group. The Heisenberg group can be seen as a non-Euclidean space which is endowed
with a (noncommutative) group operation, a family of dilations and a sub-Riemannian
structure. This framework guarantees that any couple of points in H' can be connected
by a concatenation of a finite number of “horizontal” trajectories (by Chow’s theorem).
We remark that, differently from our previous results in [28, 26], we obtain the existence
of a weak solution to problem (1.4) by a vanishing viscosity method with the horizontal
Laplacian instead of the Euclidean one; this procedure is needed for preserving the Q-
periodicity of the problem. Afterwards, using Theorem 3.1, we prove that this solution is
in fact a mild solution in the sense introduced in [14].

Notations. For any function u : R?® x R 3 (,t) — u(z,t) € R, Du and D?u stand for the
Euclidean gradient and respectively Hessian matrix with respect to . For any compact
set A of R, we denote by C?(A) the space of functions with continuous second order
derivatives endowed with the norm || f||c2(4) := supgeallf(z)| + [Df(x)] + |D2f(x)|]. For
any open set A of R? we denote by L°°(A) the space of functions f : A — R with
esssup f < oo.



For any complete separable metric space X, M(X) and P(X) denotes the set of non-
negative Radon measures on X, and respectively of Borel probability measures on X.
For any complete separable metric spaces X; and Xs, any measure n € P(X;) and any
function ¢ : X; — Xo, we denote by ¢#n € P(X3) the push-forward of n through ¢, i.e.
o#n(B) = n(¢~(B)), for any B measurable set, B C X (see [2, section 5.2]). For a
function m € C°([0, 7], P(X)), m; stands for the probability m(-,¢) on X.

2 Preliminaries: the Heisenberg group H'

We introduce the following noncommutative group structure on R3. We refer to [11] for a
complete overview on the Heisenberg group.

Definition 2.1 The 3-dimensional Heisenberg group H' is the space R®, endowed with
the following noncommutative group operation: Y = (x1,x2,23), ¥ = (y1,%2,y3) € R?,
(2.1) T @y = (T1+ Y1, T2 + Y2, T3 + Y3 — Tay1 + T1y2).

The law x @ y is called the z left translation of y. We call =1 the point such that
r'®r=x®2 " =0. Note that 2~ = (—x1, —xo,—23). In H' we define a dilations’
family as follows.

Definition 2.2 The dilations in the Heisenberg group are the family of group homeomor-
phisms defined as, for all X > 0, 6y : H' — H' with

(2.2) on(z) = Az, Axo, N2 x3), Vo= (21,20,23) € H.
We say that H' is generated by the two vector fields associated with the columns of B,
1 0
(2.3) Xi(x) = 0 and Xp(z)=| 1 |, Vo= (21,20,123) €H.
—X9 Zy

By these vectors we define the linear differential operators, still called X; and X»
(2.4) X1 = 81,1 — 3328953, Xy = 81,2 + 33185(;3.

Note that their commutator [X1, Xa] := X7 Xo — XX verifies: [X1, Xo] = 20,,; hence,
together with their commutator [X1, X3], they span all R3. The fields X; and X, are
left-invariant vector fields, i.e. for all u € C°°(H!) and for all fixed y € H!

(2.5) Xi(u(y®x)) = (Xiu) (ydx), i =1,2.

For any regular real-valued function u, we shall denote its horizontal gradient and its
horizontal Laplacian by Dyu := (Xju, Xou) and respectively Ayu := X7u + X2u and we
observe Dyu = DuB and Ayu = tr(D?u BBT). For any regular u = (u1,us) : H' — R2,
we denote its horizontal divergence by divy u := Xju; + Xous and we note that the left-
invariance of X; (i = 1,2) entails the left-invariance of divy;. We have: divy(Dyu) = Ayu.
The norm and the distance associated with the group law are defined as:

(2.6) Izl = (2% + 23)* + 2", du(e,y) = |y @l

For any domain U C H' x [0, 7], any k € N and any 6 € (0, 1], we denote by CZJ”S(U)
(resp. C’;‘fﬁli .(U)) the (resp. local) parabolic Holder space adapted to the vector fields X
and X (for instance, see [12, Section 4] or [13, Definition 10.4]). For 6 = 0 or k = 0, we

simply denote C’?’f[(U ) and respectively C’%(U ).



2.1 Periodicity in the Heisenberg group

The notion of periodicity is introduced by the law @. Let Q3 = [0,1)3. We can construct
a tiling of H! by the property of pavage: for every x € H' there exists a unique ny (x) € Z3,
such that there exists a unique gy = gy (x) € Qy with ny(x) ® gy = x. Following [8, 9]
(see also [7]), we define the Q3 -periodicity on H' with respect to this reference pavage.

Definition 2.3 A function f on H' is said Q-periodic if

f@) = flgu(z))  VaeH".

We will denote by CE?OH per the set of the functions f € C°°(H') that are Qu-periodic. The
definition of QQ¢-periodicity is equivalent to the following definition of 14 -periodicity:

Definition 2.4 A function f defined on H' is said 19 -periodic if there holds
f(nex)= f(x) Vz e H', n € Z3.

Lemma 2.1 A function f is Qu-periodic if and only if it is 14 -periodic.

Proof. By the pavage property if f is 1y-periodic then is Qx-periodic. Conversely, for
any = € H' there exist unique ny/(z) and gy(z) such that x = ny @ q. For any n’ € Z3
we write n’ @z = n’ ® ny(z) ® g (x). Since n' ®ny € Z3 then gy (n' ) = g (x) and by
the Qu-periodicity we get f(n' @ z) = f(gu(n’ ®z)) = flgu(z)) = f(x), for any n’ € Z3.

O

Definition 2.5 We denote by Ty the torus in the Heisenberg group H', namely H'/Z3
using the following equivalence law: x ~ vy if there exists n € Z3 such that n ® x = y. The
torus is naturally endowed with the distance induced by dy: for any x,y € Ty,

d']TH (33‘, y) := inf d7‘l (:E/) y/)

where the infimum is performed over all the couples (x',y") € H' x H' with x ~ 2', y ~ ¥/.

Remark 2.1 Lemma 2.1 ensures that x ~ x' if and only of q3(x) = qu(2). It is worth to
observe that the Heisenberg torus Ty does not coincide with the Euclidean torus; especially,
Ty, is not obtained identifying the points of two opposite faces of Qu with the same two
coordinates. As a matter of facts, this happens between the two faces given by x3 = 0
and x5 = 1. For completeness, let us write the identification of points (1,xz9,x3) with
(w2, 73) € [0,1)% with points (0}, 24) with (x4, z4) € [0,1)2: we have

(1,29, 23) ~ (0,2, 23 — x2) for x3 — w9 € [0,1)
e (0,79, 23 — 22 + 1) for x3 — zo € [—1,0);

actually, for xs — x9 € [0,1) there holds (—1,0,0) & (1,z2,23) = (0,22, 23 — x2) while
for x3 — x9 € [—1,0) there holds (—1,0,1) @ (1, z9,x3) = (0,29, 23 — 22 + 1). Moreover,
(1,1,23) ~ (0,0,23) because (—1,—1,0) & (1,1,23) = (0,0,z3) for every z3 € [0,1);
(1,29,1) ~ (0,29,1 — x9) because (—1,0,0) ® (1,x2,1) = (0,22,1 — z2) for every xs €
[0,1) and (1,1,1) ~ (0,0,0) because (—1,—1,—1) @& (1,1,1) = (0,0,0). Similarly for the
remaining cases.

Remark 2.2 With a slight abuse of notations, throughout this paper we shall identify any
measure 1 € M(Qy) with the same measure on the torus Ty and also with the measure
n € M(HY) such that o/ (n @ A) = n(A) for any measurable set A C Qy and n € Z3.



2.2 Convolution on Heisenberg group

We define the convolution of a function ¢ € L} (H!) by a function p € C°(H!) as

loc

(2.7 @)@ = [ @@y )y = [ v e a)pw)dy.
We will use the convolution by the regularizing kernel

(2.8) pe(x) = C(e)po([101(2)13,)

where pg(t) = e and the constant C(e) is chosen such that [y p-(z)dx = 1. For this
convolution the following proposition holds true.

Proposition 2.1 We have
(i) b * pe = pe *1b;
(it) If 1 is Qu-periodic then also ¥ x p. is Qu-periodic;
(iii) If ¢ is LP(H') for some p > 1, then ¢ * p. is C*°(H');
(iv) If ¢ is L} (H') then v * p. — ¢ in L} (H') as e — 0;
(v) If ¥ is differentiable then X;1) x pe = (Xj1) * pe;
(vi) If ¥ >0 in H' and [ ¢(z)dx = C > 0 then ¢ x p-(z) > 0 for any x € H'.

The proof is standard and relies on the fact that the Haar measure associated with H'
coincides with the Lebesgue one (see [11, Proposition 1.3.21]); hence, we shall omit it. We
only note that, to prove (v), we use the left invariance of the vector fields Xj.

3 A probabilistic representation for the continuity equation

This section contains the main result of this paper, a probabilistic representation of the
Q-periodic solution of equation (1.1). We adapt the techniques introduced in [2, Theorem
8.2.1] finding a measure concentrated on the solutions of (1.3). Note that [2, Theorem
8.2.1] does not apply directly to our case because the global summability assumption [2,
equation (8.1.21)] does not hold for the drift vB”.

We need some assumptions and definitions. We assume that the set P(Ty) is endowed
with the Kantorovich-Rubinstein distance dy (see [10]):

di(m,m’) = inf / dr,, (z,y)dr(x,y) Vm,m' € P(Ty)
mell(m,m’) JTy xTy

where
(3.1) (m,m’) := {m € P(Ty x Tg) : (A x Ty) = m(A),n(Ty x A) =m/(A)},
where A is any Borel set A C Ty. We set

(3.2) Pper(H') := {m € M(H) : mig, € P(Qn), mis Qy-periodic}



where for “m is Qy-periodic” we mean m(n @ A) = m(A) for every n € Z? and every
measurable A C Q. By Remark 2.2, we identify P, (H') with P(T#). In particular,
by this identification, we assume that also Ppe,(H') is endowed with the Kantorovich-
Rubinstein distance dj.

Let I := AC([0,T],H'). For each t € [0,7], the evaluation map is the map e; : Tyy x I —
Ty with eq(x,v) = y(t).

We can now state our assumptions and our main result whose proof is postponed at the
end of this Section.

Assumptions (H)

mo € Pper(H); let v @ H! x [0,7] — R? with v = v(z,t), be measurable, bounded,
Qy-periodic with respect to = and v(-,t) is Borel for every t € [0,T].

Theorem 3.1 Letm : [0,T] — P(Ty) be a narrowly continuous solution of problem (1.1).
Under Assumptions (H), there exists a probability measure n in Ty x T, such that

(i) n is concentrated on the set of pairs (x,7y) such that v € T' solves (1.3) with s = 0.
(ii) my = my := e #n for any t € [0,T], namely:

63 [ edmi= [ oGO Vee CTw)te 0.1)

Conversely, any n satisfying (i) induces via (3.3) a solution of (1.1) with my = eg#n.

We recall that a (Qx-periodic) function m is a distributional solution of (1.1) if

T
(3.4) /0 /H1 (Opp — v - Dyp)m(x, t)dzdt =0 Vo € C(H! x (0,T)).

Choosing o(t,z) = n(t)¢(z) with n € C2(0,T) and ¢ € C°(H'), by density, we get the
following equivalent formulation of (3.4): in the sense of distribution in (0,7") there holds

(3.5) L[ wymla, s = — /H v Dy(a)m(a t)da.

dt Jm
Note that, by periodicity, m is a solution of (1.1) in the sense of distributions in (0,7)
also over Ty, i.e. (3.5) holds also over Ty:

(3.6) i/T C(z)m(z,t)dx = —/T v+ DyC(z)m(z, t)dx, V¢ € C°(Ty).

dt
The following Lemma ensures that any @Q-periodic distributional solution to (1.1) (i.e.
satisfying (3.6)) has a representative in C([0, T, Pper (H')) which will be still called m.

Lemma 3.1 Let m : H' x [0,7] — R, with m = m(x,t), be a measurable function
satisfying (3.6) such that, for any t € [0,T], m(-,t) is the density of a Borel Q3 -periodic
probability measure. Then there exists a narrowly continuous curve t € [0,T] — m(z,t) €
P (Ty) such that m(-,t) = m(-,t) for a.e. t € (0,T).

Proof. We follow the proof of [2, lemma 8.1.2] replacing D¢ with Dy(, where ( € C*°(Ty);
since m is a measure on Ty, v is bounded and Ty is compact, we get the tightness of the
family m. O



Now we want to obtain an explicit solution of (1.1) under an additional regularity as-
sumption for v. More precisely, let Lip (7, K) be the Lipschitz constant w.r.t. z of v(x,t)
in the set K. When the drift v in equation (1.1) satisfies

T
(3.7) / Lip (v, K) dt < o0 VK C H', compact,
0

we can obtain an explicit solution of (1.1) by the classical method of characteristics (see
Proposition 3.1 below). We approximate v and m with v* and m® by means of the
convolution with a family of mollifiers as in (2.7)-(2.8). The v° satisfy (3.7) and m®
solves (1.1) with drift v°. Hence, we get a representation formula for m®. Lemma 3.3 is
the key result to get this representation formula. To prove it we strongly use the properties
of the distance associated with the Heisenberg group and of the pavage representing H'.
To prove Lemma 3.3 we need this technical Lemma.

Lemma 3.2 Let m € P(Ty), E € L>®(Ty) absolutely continuous with respect to m,
p € CX(HY) strictly positive. Then, for any p > 1

P
/ m*pdajg/
T

Tx
Proof. Arguing as in the proof of [2, Lemma 8.1.10], using the Jensen inequality, for any
xz € H' we get

p

E
*P dm.

mxp

m

Exp(x)[?
| o) < [

e 6]
= %

nez3
FE

_ Z/TH_

nez? mn
PPe) Y s e 2) dm(z)

n / m
T nez3

where we used that y = n @ z with n € Z3, the Ty—periodicity of m and of E/m.
Integrating with respect to x in Ty we get
Exp(z)

Lo ol < L
L

m nezs
The last equality comes from

Z /TH plz ® (n®2) Y)de = /Hl p(y)dy =1

nezs

PF ot @ y~yam(y)

E P

— Wplz @y )dm(y)

IA

! (n®2)plx®(n®z) dm(na 2)

") Y olw e (ne ) dm(z) do

nezs

plx @ (n @ 2) Ydz )dm(z) =
Ty Tn

E
m

%p ()dm(z).

and this equality is due to the fact that, fixed z € Ty,

H! = UpezsTy @ (n @ 2)7 L



To prove it we have to show that for any y € H' there exists an unique n € Z3 such that
there exists © € Ty such that y = 2 @ (n @ 2)~! or equivalently y & (n @ z) = x. By
writing explicitly this last relation, we obtain x; = y; + n; + z; with ¢ = 1,2 and x3 =
(y®2)3+ns—na(z1 —y1) +n1(z2 — y2), where we denoted by (y @ z)3 the third component
of (y® z). Hence we take n; = —[y; + z;] and z; = M (y; + z;), i = 1,2, where [-] and M(-)
are respectively the integer part and the fractional part of a real number. Analogously

n3 = —[(y®2)3—na(z1 —y1)+ni1(22—y2)] and x3 = M((yD2)3 —n2(z1 —y1) +n1(22—y2)).
O

Lemma 3.3 Under Assumption (H), let m be a time continuous Qu-periodic solution
of (1.1). For p. as in (2.8), set

EE
M= mepe,  ESi=(om)xp., 0Fi= .
m€

Then m®, B¢ and v¢ are Qu-periodic. Moreover m® is a continuous solution of
(3.8) Oym*® — divy (v m®) = 0, in H' x (0,7),

where v¢ fulfills the regularity property (3.7) and the uniform integrability bound
(3.9) / 0 (2, )P dmS (z) < C, Ve >0, ¥t € (0,T), p> 1.
Ty

Moreover, as e — 0%, Ef — vy my narrowly and
(3.10) i [ e ) = 10 Doy Ve € (0.T),

where ||| o is the LP norm w.r.t. m over Ty.

m;Ty)

Proof. Proposition 2.1-(i7) ensures that m®, E° and v® are Qy-periodic. From Propo-

sition 2.1-(v) and the continuity of m®(x,t) w.r.t. = and ¢, we get m®(z,t) > 0 for any
(z,t) € Ty x [0,T]. From the definition of p., since m is bounded then m* is bounded.
From the definition of the H-norm (2.6) we get that

_ oy (A (@ 4+ 23) dae(2? + 23) 213
Dye) = Ce- o (2teh 1) dralehy o) 2ra),

Hence, in Ty, the spatial gradient of m® is bounded by a constant dependent on e.
Analogously, in Ty, E° and its spatial gradient are bounded in space by the product
of ||v]| L1 (miTy) with a constant depending on e. Moreover, from the positivity of m¢,
the regularity assumptions (3.7) for v® hold. Lemma 3.2 shows that (3.9) holds. From
Proposition (2.1)-(v), we get divy(vmyg) * p. = divy(v®mj). Since m solves (1.1), then
mF solves the continuity equation (3.8). Finally, general lower semicontinuity results on
integral functionals defined on measures of the form

P

E
dm

(E,m) — -

Ty

and Lemma 3.2 give (3.10). O



In the following lemma we obtain an elementary result on existence and uniqueness
for the characteristic system associated with equation (3.8).

Lemma 3.4 Let v° be the field introduced in Lemma 3.3. Then for any x € H' and
s €[0,T], the ODE

(3.11) Y'(t) = v° (Y(t),t) BT (Y(t)), Y(s)==x
admits a unique solution which is defined for every t € [0,T].
Proof. Equation (3.11) reads

Y = i, Yy = 5, Yy = —You] + Y105,

The boundedness of v* entails the boundedness of Y7 and Y,. Afterwards, we deduce the
boundedness of Y3. Following the procedure of [2, Lemma 8.1.4] we get the result. O

Proposition 3.1 Under Assumption (H), let m{ € Ppe,(H'), t € [0,T], be a family of
narrowly continuous measures solving equation (3.8) with m§ := mo*pe. Then for m§-a.e.
x € H! the characteristic system (3.11) with s = 0 admits a solution Y< on [0,T] and

(3.12) mé = Ye(t)#ms, Ve [0,T).

Proof. The proof follows the steps of [2, Lemma 8.1.6, Proposition 8.1.7], we only give
the sketch of the proof of these steps.

1) From Lemma 3.3, v® satisfies (3.7); hence by Lemma 3.4, for any = € H', (3.11) with
s = 0 admits an unique solution Y*(¢) defined in [0, 7.

2) Y(t)#m§ is a continuous solution of (3.8) (in the topology of C([0,T], Pper(HM))).
Indeed, still from Lemma 3.3, the velocity field v° satisfies (3.7) and (3.9). At this point
we follow the proof of [2, Lemma 8.1.6] where we replace R? with H' and Dy with Dy
with ¢ € C° (Ty x (0,T')) noting that (Dyp,v°) = (D, v B).

3) We follow the proof of [2, Proposition 8.1.7] replacing R? with H' and D with Dy; we
get that any solution m® of (3.8) can be represented as (3.12). O

PROOF OF THEOREM 3.1.  We adapt the arguments of the proof of [2, Theorem 8.2.1]
and of [16, Theorem 4.18], hence we only sketch the key steps.

1) For m as in the statement, we apply Lemma 3.3 and we find Qx-periodic approxima-
tions m®,v° satisfying the equation (3.8). Therefore, by Proposition 3.1, we obtain the
representation formula m® = Y #my, where Y is the solution of (3.11) with s = 0.

2) Since Y¢ naturally induces a map from Ty to I', we define the measure n° € P(Ty xT)
as 1° = (i Xx Y®)#mg where (i x Y¢) : Tyy — Ty x I’ with (i x Y¥)(z) := (x,Y*) and Y*
denotes the solution of (3.11) with s = 0. In other words, for any Borel function ¢ defined
in Ty x I', the measure n° verifies

[ @@y = [ oy )dmo().

Ty xI Ty

Following the procedure of [16, Theorem 4.18] we prove that (%) is a relatively compact
family of measures on Ty x I" and that, if 7 is a narrow cluster point of (7°), then m; can
be represented by m; = e;#n and my is the first marginal of 7.



3) To show that 7 is concentrated on the solutions of the differential equation (1.3),
we follow the arguments of the proof of [2, Theorem 8.2.1] and we get the following
“superposition principle”

(3.13) /THXF

Then we disintegrate n with respect to its first marginal mg (see [2, pag 122] or [16,
Theorem 8.5]):

(3.14) dn(z,) = dne(v) dmo(z)

and from (3.13) we get for mg-a.e. x € Ty, n,-a.e. v is a solution of the (1.3).
4) The converse implication is exactly as in [2] replacing, as usual, the Euclidean gradient
D with the horizontal gradient Dy. O

30) ~ 2~ [ o), 1) BT ()| dnte, 1) =0 vt € 0,7,

4 An application to first order MFGs

As application of Theorem 3.1, we study the Mean Field Games system (1.4) where my,
F and G are Qu-periodic w.r.t. x. We remark that in this setting we cannot apply the
results obtained in [26] because we do not have the global summability assumption for the
drift in (1.4)-(i7) and we do not assume that mg has compact support. Here, in order to
get the existence of a weak solution, we shall use a vanishing viscosity method with the
horizontal Laplacian so to preserve the (Qy-periodicity of the problem. For second order
Mean Field Games under Hérmander condition, we refer the reader to [18, 25].

Let us recall that MFG system (1.4) arises when the generic player with state x at
time ¢ wants to choose the control o = (a1, az) € L?([t, T]; R?) so to minimize the cost

Tl
(4.1) Ji (o, @) ::/t §|Oé(7)|2+F[mT](7(T)) dr + Gmr](+(T))

where m = (my);e(o,7] is the evolution of the whole population’s distribution while (v, @)
is an horizontal curve with respect to the two vector fields X; and X5 defined in (2.3):

(42) 7' (s) = a1(5)X1(7(5)) + a2(5)X2(1(5)) = a(s) BT (7(s)) ae. [t,T], () =z

Throughout this section, unless otherwise explicitly stated, we shall require the
following hypotheses:

(H1) the functions F and G are real-valued functions, continuous on Py, (H') x H', more-
over, for any fixed m € Ppe,(H'), F[m](-) and G[m](-) are Qy-periodic;

(H2) the map m — F[m](-) is Lipschitz continuous from Py, (H') to C%(R?®); moreover,
there exist C' € R and dp € (0, 1] such that

[F[m) ()l s oy [GIm] (e @sy < C, Ym € Pper (HY);
(H3) the function mg : H' — R is nonnegative, C°, Q-periodic with fQH modx = 1.

Example 4.1 FEasy examples of F and G are given by the convolution of a reqular kernel
(as the one defined in (2.7)-(2.8)) with m. In this case, Proposition 2.1 ensures that
assumptions (H1) and (H2) are satisfied.
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We now introduce our definitions of solution of the MFG system (1.4) and state the main
result concerning its existence.

Definition 4.1 A couple (u,m) € WL (H! x [0,T]) x C°([0, T); Pper(H')), is a solution
of system (1.4) if:

1) for each t € [0,T], my is absolutely continuous w.r.t. the Lebesgue measure. Let
m(-,t) denote the density of my. The function (x,t) — m(x,t) is bounded;

2) Equation (1.4)-(i) is satisfied by u in the viscosity sense in H' x (0,T) while equa-
tion (1.4)-(i) is satisfied by m in the sense of distributions in H' x (0,T).

In order to give a more detailed description of the MFG, it is expedient to use the notion
of mild solution, introduced by [14] and reminiscent of the Lagrangian approach (see [6]).
For any (z,t) € H' x (0,7T), we define

Az, t) = {(7,0) € AC(lt, TIHY) x L2([t, T} R?); (7,a) solves (4.2)}.
Recall that I' and e; are defined in Section 3. Given mg € Ppe,(H'), we define
P (T) = {n € M(T) : mg = eg#n and e;#n € Pper(H'), Vt € [0,T]}.

For any 7 € P, (I') and x € H', we introduce the cost J(vy,a) := J™" (v,a), where
m' = (et#n)te[oﬂ, and the set of optimal horizontal arcs starting at x

(4.3) Mz :=={7: (7, @) € A(x,0) : J/(7,a) = o ) Ji' (v, )}

Definition 4.2 A measure n € Py, (I') is a MFG equilibrium for mg if suppn € |J I'[z].
xeH!

Definition 4.3 A couple (u,m) € CO°(H! x [0,T]) x C°([0,T]; Pper(H')) is called mild
solution of system (1.4) if there exists a MFG equilibrium 1 for mg such that: my = e #n
for any t € [0,T] and u(z,t) = inf (., oye @z Ji (7, ).

Now we can state the main result of this section.

Theorem 4.1 Assume (H1)-(H3). Then,
(1) system (1.4) has a solution (u,m),
(73) any solution (u,m) is also a mild solution.

The proof of point (i) is standard and we shall provide it only for completeness while the
proof of point (i7) relies on the superposition principle proved in Theorem 3.1. The proof
of Theorem 4.1 is postponed in section 4.3.

Remark 4.1 Differently from [1] and [28], here we cannot obtain the representation of m
as the push-forward of mgy by the flow associated with the optimal control problem. This
s due to the fact that we cannot prove the uniqueness of the optimal trajectories and then
we cannot say that T"[x] is a singleton, or equivalently that the disintegrated measure 1
(see (3.14)) coincides with the Dirac measure 6 .
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4.1 The Hamilton-Jacobi equation

In this section, we tackle the optimal control problem associated with the Hamilton-Jacobi
equation (1.4)-(7). Throughout this section we shall assume the following hypothesis

Hypothesis 4.1 f € C%[0,7],C?*(R?)) and g € C*(R3) are Qy-periodic w.r.t. x and
there exists a constant C' such that supyejo 11 | () c2m3) + lgllc2@sy < C-

Definition 4.4 We consider the following optimal control problem:

L 1 2
(4.4) minimize Ji(7y, o) ::/t 5\04(3)\ + f(v(s),s)ds + g(v(T)) over (v,a) € A(z,t).

We say that v* is an optimal trajectory if there is a control o such that (v*,a*) € A(x,t)
is optimal for problem (4.4).

Remark 4.2 For any (z,t) € Qy x [0,T), we claim that problem (4.4) admits a solution
(v*, a*) which, moreover, fulfills ||oz*\|%2(t’T) < 2C[(T —t) + 1] and ~* € CY2([t, T],H"),
where C'is the constant introduced in Hypotheses 4.1. Indeed, for (x,t) fixed, the bounded-
ness of f and g entail that the infimum in (4.4) is bounded from below by — (|| f|lcoT+1g|l00)-
Moreover using the trajectory (y(s),a(s)) = (x,0) for every s € [t,T], we obtain that this
infimum is bounded from above by ||f|lT + ||9lloc. We now consider a minimizing se-
quence {(Vn, @) }n. By the last estimate, we get ||a”||2L2(t,T) L2l flloeT + ||9]|oc)- Hence,
possibly passing to a subsequence (that we still denote {(vVn, an)tn), we can assume that the
sequence {ay, }n is L*(t,T)-weakly convergent to some function o € L*(t,T). By Hélder
inequality we infer that ~y, belong to CY%([t,T],Qw) (see also [26, Remark 3.1] for a
stmilar argument).

Definition 4.5 The value function for the cost J; defined in (4.4) is
(4.5) u(z,t) == inf {Ji(v, ) : (v,) € A(z,t)}.

An optimal couple (v*,a*) for problem (4.4) is also said to be optimal for u(x,t).

The following lemma permits to restrict our study to Q3 because the value function w is
Qy-periodic in z.

Lemma 4.1 Let u be the value function introduced in (4.5). Then u is Qu-periodic in x.

Proof. Note that if x(s) and y(s) solves (4.2) with the same law of control o and with
respectively x(t) = x and y(t) = z @ z, then y(s) = z @ z(s); actually there hold

yi(s) = zi+x; —I—/ o (T)dT = 2 + 4(s), fori=1,2,
t
ys(s) = z3+ax3— 2001 + 2172 + /t (20 + 22(7)) (=1 (7)) + (21 + z1(7))a(7)dT

= z3+ (:L'g - /: xo(T)a1 (1) — xl(T)ozg(T)d7'> — 22 (xl + /ts al(T)dT)

+21 (332 + /ts OZQ(T)dT)

= 23+ x3(8) — 2221(8) + 2122(8).
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Taking advantage of the Q-periodicity of f and g, for any z € Z3, we deduce
. 1 2
u(z®x,t) = 1nf/ 5\04(3)\ + f(z® x(s),s)ds + g(z @ x(T))
@ Jt

T
_ igf/t %|a(s)|2 Y f(a(s),5) ds + g(x(T)) = u(z,t)

where the infimum is taken among all the possible controls «; hence, the value function is
Qy-periodic. O

The following proposition permits to restrict our study on uniformly bounded con-
trols. We shall omit its proof because it follows the same arguments of the proof of [26,
Proposition 3.1], using the fact that Q3 is a bounded set.

Proposition 4.1 Let u be the value function introduced in (4.5). Then, there exists a
constant Co (depending only on T and on the constant C of Hypothesis 4.1) such that:
u(z,t) = inf{Ji(y,a) : (y,0a) € A(x,t), ||a)w < Co} for any (z,t) € Qy x [0,T7].

We now study the Hamilton-Jacobi equation associated with the problem of Definition 4.4:

|Dyul®>

(4.6) —Oyu + f(z,t) in H' x (0,7), u(z,T) = g(x) on H'.

From Lemma 4.1 we can restrict to study equation (4.6) in Ty. Following the procedure
used for the unbounded case, see [26, Section 3.2] with e = 0, we can prove:

Lemma 4.2 The value function w, defined in (4.5), is the unique continuous bounded
viscosity solution to problem (4.6). Moreover u is Qyu-periodic, Lipschitz continuous w.r.t.
x and t, semiconcave w.r.t. x in Qu.

Now we want to state our optimal synthesis result. To this end, we need the notion of
‘H-differentiability which is the differentiability following horizontal lines, extending the
notion of Euclidean differentials (see [15, section 3.1]) to Heisenberg group; for the precise
definition and main properties, we refer the reader to [27, Appendix A].

Lemma 4.3 For (z,t) € H! x (0,7T), let z(-) be an AC function such that x(t) = x € H!
and for almost every s € (t,T), u(-,s) is H-differentiable at x(s). Assume

(4.7) 2'(s) = —Dyu(z(s),s)BT (z(s)),  a.e. s€ (t,T).
Then the control law a(s), given by a(s) = —Dyu(x(s),s) is optimal for u(z,t).

Proof. We adapt the arguments of [28, Lemma 3.6] and [16, Lemma 4.11]. Consider a
function z(-) as in the statement; note that this implies that Dyu exists at (z(s),s) for
a.e. s € (t,T). We claim that x(-) is Lipschitz continuous. Indeed equation (4.7) reads

2i(s) = —Xu(z(s),s) fori=1,2, x4(s)=wza(s) X u(z(s),s) — x1(s) Xau(z(s), s)

By Lemma 4.2, Dyu is bounded; hence, z1(-) and zo(-) are Lipschitz continuous and, in
particular, bounded. We infer that also z3(-) is Lipschitz continuous. The claim is proved.
The rest of the proof follows the arguments of [28, 16] so we omit it. O
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4.2 The continuity equation

Throughout this section we assume (H1)-(H3) and we study equation (1.4)-(i7), namely
(4.8) oym — divy(mDyu) =0 in H' x (0,7), m(x,0) =mo(z) on H!,
where, for 7 fixed in C'/4([0, T], Ppe, (H')), u solves

|Dygul?

(49) —&gu + 9

Flm,)(z) inH x (0,7), u(z,T) = Gmr](z) on H.

Let us observe that assumptions (H1)-(H3) and Lemma 4.2 ensure that there is a unique
bounded solution u to (4.9) which is moreover QQy-periodic and Lipschitz continuous.

Theorem 4.2 Under assumptions (H1)-(H3), for any m € CY*([0,T], Pper(H')), prob-
lem (4.8) has a solution m in the sense of Definition 4.1. Moreover the function m belongs
to CY4([0,T), Pper(H")) NL®°(H x (0,T)) and there exist two positive constants Cy and
Cy (both independent of ) such that

(4.10) 0 <m(x,t)<Cy  V(x,t)cH x[0,T],

(4.11) dy(mg,my) < CLt—s)/* VO<s<t<T.

Proof. Since the proof is inspired by the proof of [26, Theorem 4.1], here we only sketch
the main differences.

1. We use a vanishing viscosity approach applied to the whole MFG system in terms of the
horizontal Laplacian Ag. We need such approximation to ensure that the corresponding
solution is still Q#-periodic in x. More precisely, for any o € (0, 1), we consider the system

(i) — O — oAyu+ 5| Dyul* = Fimy)(z) in H' x (0,7),
(4.12) (ii) Oym — o Aym — divy (mDyu) =0 in H' x (0,7),
(i7i) m(z,0) = mo(z),u(x,T) = Gmr](x) on H*.

2. We use the following two lemmas whose proofs are postponed after proof of the theorem.

Lemma 4.4 There is a unique bounded solution u® to problem (4.12)-(i),-(iii). Moreover,

(i) u? is Qy-periodic and there exists C > 0 (independent of o and of M) such that:
u? is semiconcave in x with semiconcavity constant C',

[0 || oo gt xo,77) < C 1D || oo i e o.17) < C, A (2,t) < C, V() € H'x[0,T7,

(ii) for every T € [0,T) and § € (0,1/4], there exists a positive constant C' (depending on
7, 0 and o) such that

1% lozts et spoy <
(iii) the functions u® are 1/4-Hélder continuous in time uniformly in o.

Lemma 4.5 Problem (4.12)-(i1),-(iit) admits exactly one bounded classical solution m?
in CO(H' x [0,T]). Moreover, m® has the following properties:
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(i) m? is Qu-periodic in x and there exists a constant Cy > 0 (independent of o and of
m) such that
0 <m(x,t) < Cp V(z,t) € H x [0,77,

(it) for every 0 < t; <to <T and § € (0,1/4], there exists C1 > 0 (depending on o, t1,

to and §) such that ||m0||0§j5(H1x[t1,t2}) < (.

3. As for the Euclidean case (for instance, see [16, Lemma 3.4]) it is expedient to interpret
m? as the law of a suitable stochastic process. In fact, we shall adapt this approach for
the present setting where myg is only a nonnegative measure on H' and the coefficients in
the SDE are unbounded. To this end, we consider a probability space (€2, F, P), equipped
with a filtration (F;);>0 and a standard 2-dimensional (F;)-adapted Wiener process W..
For any x € H', we introduce the process

(4.13) dY{ = —Dyu’ (Y7, )BT (Y)dt + V20 B(Y/S)dWy,  Y§ = x.

By Lemma 4.4, the coefficients in (4.13) are locally Lipschitz continuous for ¢ € [0,T)
with an at most linear growth as Y — oo; hence, by standard theory (for instance, [4,
Theorem 8.10] or also [5, Theorem 9.2] and [3, theorem B.3.1]) there exists a unique
solution to (4.13) in [0,7"). We set

(4.14) ng = o L(Y?)dmo(x), te]0,T),

where £(Y;") is the law of the process Y;* and we prove that it coincides with m{ in [0,7):

Lemma 4.6 The functionn® : [0,T) — M(H') is Qy-periodic (in the sense of (3.2)) with
7 (Qy) =1 for every t € [0,T). Moreover, it fulfills: for a constant C1 > 0 (independent
of o and m),

(4.15) di(nf,n0) < Cit—s)Y*  YoO<s<t<T

and, for every ¢ € C>1(H' x [0, T]) with support in a compact of H' x [0,T] and t € (0,T),
(4.16)

[ dtatni(de) = [ olw.0mo(@da+ [[ 06+ 086 Dy - Dudlng (da)ds
H! H! [0,] xH!

in particular, it coincides with m§ in [0,T).

4. We follow the arguments of the proof of [17, Theorem 5.1] (see also [16, Theorem 4.20]).
By the estimates in Lemma 4.4-(i7) and (iii), possibly passing to a subsequence (that we
still denote by u”), as ¢ — 0™, the sequence {u’}, uniformly converges to the function u
which solves (4.9), is 1/4-Holder continuous in time and horizontally Lipschitz continuous
in space, with Dyu® — Dyu a.e. (by Lemma 4.4-(i) and [15, Theorem 3.3.3]).

On the other hand, we note that, Lemma 4.6 permits to identify m?(-,¢) with the
density of a measure in Pper(Hl), namely with the density of a measure on the compact
set Ty; moreover, by continuity (established in Lemma 4.5), the function m? fulfills (4.15)
on the whole interval [0,7]. The estimates for m? in Lemma 4.5-() and in (4.15) ensure
that, as ¢ — 0%, possibly passing to a subsequence, {m?}, converges to some m €
CY4[0,T), Pper (H')) in the CO([0, T], Pper(H'))-topology and in the L®(H' x (0,T))-
weak-* topology; m satisfies (4.10) with the same constant Cp of Lemma 4.5-(7) and (4.11)
with the same constant Cy of (4.15). In conclusion, we accomplish the proof arguing as
in [28, Proposition 3.1(proof)]. O
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We now give the proofs of the Lemmas 4.4, 4.5, 4.6.

PrOOF OF LEMMA 4.4.  Existence, uniqueness, semiconcavity and the first two esti-
mates in point (i) can be proved by the same arguments of [26, Lemma 4.1]. The last
estimate in point (i) easily follows from semiconcavity and periodicity.

(73). Fix 7 and ¢ as in the statement. The Cole-Hopf transformation of u?, w?(z,t) :=
exp{—u?(z,t)/(20)} is bounded, Q3-periodic and is a viscosity solution to

(4.17) w? (x,T) = exp{—G[mr](v)/(20)} on HI';

{ —oyw? — o Ayw? + w? Fm|/(20) =0 in H' x (0,7),

by the equivalence between distributional solutions and viscosity solutions (established
in [19] for the elliptic case but holding also in the evolutive one), w? is also a distribu-
tional solution of equation (4.17).

Consider a bounded domain Q' C H' with Q3 C @’. Since F[m] belongs to C;{/ YH x
[0,T1), classical results for linear subelliptic operators, [13, Theorem 10.7] and [12, Theo-
rem 1.1] ensure that, for every 0 < ¢; < to < T, the function w? belongs to C%;F‘S(QH X
[0,%1]) and there exists a constant C’ (depending on t1,t3, o and §) such that

(4.18) 107l 29 @pyxio1) < € L@ xlo.12):

Choosing ¢ = 7 and ty = (T + 7)/2, by periodicity and the first estimate in point (i), we
accomplish the proof.

(77i). We follow the arguments of [28, Lemma 3.4] and [17, Theorem 5.1] so we only
provide their main steps. For some C; > 0 (independent of o), the function w™ (xz,t) :=
G[mr](x) + C1(T —t) is a supersolution to (4.12)-(7). The standard comparison principle
yields u?(z,t) < G[mr](z) + C1(T —t). Moreover, since ||F[m] — F[m—p)]llco < CyhM*,
the function v{(z,t) := u’(z,t — h) + C1h + Coh/4(T —t) is a supersolution to (4.12)-
(¢) with v} (z,T) > u?(z,T). The comparison principle entails v’ (x,t — h) — u?(z,t) >
—C1h — CohY*(T —t). The other inequality is obtained similarly. O

Remark 4.3 Under the assumptions of Lemma 4.4-(ii), there exists a positive constant
C' (depending on 7, 6 and o) such that

2 2
2 Xl egrsnigo ) + 2 XX lleass oy <
i=1 =1

Note that this estimate holds “away” from time T'; hence, the reqularity of the datum G
plays no role. In order to prove it, we proceed with a bootstrap of (4.18). We first remark
that W3 := 0p,w” = (X1 Xow” — XoX1w7)/2 = [ X1, XoJw? /2 is a distributional solution
to the pde in (4.17) with —w® 0y, F[m]/(20) in the right-hand side; hence, again by [13,
Theorem 10.7] and [12, Theorem 1.1], Op,w’ € C’?f‘s(QH x [0,t1]) and there exists a
constant C' (depending on ty,ts, o and &) such that

H8x3w0|]072{+5(QHX[07t1D < (Hw”@ng[m]/Qa)HC%(Q/X[OM]) + |’8x3wJHL°°(Q’X[O,t2})) .
By periodicity and Lemma 4.4-(ii), we deduce that there exists a constant C' such that

(4.19) 102507 llezss gar xjo e < ©
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Then the function W1 = Xqw? is a distributional solution to the pde in (4.17) with
40 X90y,w” —w? X1 F[m]/(20) in the right-hand side. Repeating the same arguments as be-
fore and by estimate (4.19) (where we increase the value ty ), we get ‘|X1wa‘|02+6(H1X[0 n)) =
H k)
C'. By similar arguments, we also get || Xow? || ~2+s 1 <C.
O3 (H x[0,1])

Repeating these arguments. we obtain the bound for X;X;w’. Reversing the Cole-Hopf
transformation, we obtain the desired estimates.

PROOF OF LEMMA 4.5.  Lemma 4.4-(ii) ensures that the drift Dy u belongs to C}_;”S(Hl X
[0,7)) for any ¢ € (0,1/4] and 7 € (0,T); hence, the equation (4.12)-(i7) can be written
as Oym — o Aym — Dym - Dyu — mAyu = 0. By standard parabolic theory (see [24], [13,
Theorem 10.7] and also [26, Lemma 4.1]), we get existence and uniqueness of a bounded
classical solution m? to (4.12)-(4i) with m® € C°(H! x [0,T]).

(7). The Q-periodicity follows from standard arguments and uniqueness of the solution.
By [25, Proposition 3.1] (see also [26, Lemma 4.2]), we get 0 < m? < Cj,.

(77). By the periodicity, [13, Theorem 10.7] and [12, Theorem 1.1], we accomplish the
proof. O

PRrROOF OF LEMMA 4.6 By standard theory, one obtains the translation formula z®Y;* =
Y79 for every z € Z3, x € H', t € [0,T) and, consequently, that 1 is Q-periodic. By
the property of pavage and the periodicity of mg, one can also obtain n{(Qz) = 1.

We now prove (4.15). Using Remark 2.2, we denote by 1 also the corresponding
probability measure on Q% and recall that gy (-) is the projection introduced in section 2.1
while IT is the set introduced in (3.1). Fix 0 < s <t < T’ for each z € Hl, introduce

- ] E(err,x7nper,w)dmo($)
H

where Y% := q3,(Y*) and L(YPe® YP") is the law of (YPe® YP"*). Again by the
translation formula z @ Y* = Y?®* the property of pavage and the periodicity of mg, one
obtains: 7 € II(nZ,ny). Then, there holds

di(nf,n) < / dTH(21,Z2)7~T(d217d22)=/ E[dr,, (YP ", Y dmo(x)
Ty xTy Ty

< /ﬂ‘ E [|Ysper,m o thper,m|1/2 (1 + 2|YYSper,m|1/2 + |szper,m . thper,m|1/2)} dmo(l‘)
H

where the last inequality is due to dy(z,y) < |z — y| + (1 + |z1|/? + |z2|V/?)|z — y|'/2.
Since now on we denote by C' a constant which may change from line to line but which is
independent of z, s,t, 0, 7. Since |YP®|V/2, |yPer® — PP 12 < (/3] we get

t
/ BdW,

We claim that there exists a constant C, independent of o, such that

¢ 1/2 1/2
(4.20)  di(nf,n5)<C | E [( / |Dyu® BT,dT) 4 ol/4 ] dmg(z).
Ty s
(4.21) E[Y72]<C VreTy, 0<7<T.

Indeed, we have E[|Y{|?] = |z|? for every x € Ty and, by Lemma 4.4, the coefficients
in the SDE (4.13) are locally Lipschitz continuous and have an at most linear growth
as Y — oo since they are bounded by 4| Dyu?||s(1 + |Y]) (which, in turns, is bounded
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independently of o by Lemma 4.4-(7)). By standard theory (see [4, Theorem 8.10] or also
[5, Theorem 9.4]) we deduce (4.21) with a constant C' which depends on the constant of
Lemma 4.4-(7) but is independent of o and of the Lipschitz constant of the coefficients.
Hence, our claim (4.21) is proved.

By Jensen inequality and by Fubini theorem, there holds

/]T’H E l</8t |DHu‘TBT|d7-> 1/2] dmo(x)

IN

/T ) ( / tE[IDW"(Y:”,T)BT(y:ﬂ)udT)l/2 dmo (x)

C/TH </:E[1 + |Yf|2]d7) 7 (@)

where the last inequality is due to Lemma 4.4, the definition of B in (1.2) and the Cauchy-
Schwarz inequality. Using estimate (4.21) in the previous inequality, we obtain

IN

(4.22) /T E [(/t \DHu"BT\dT> 1/2] dmo(z) < CVt —s.
H 5
On the other hand, by Jensen inequality and Cauchy-Schwarz inequality, we get
e B |
i o]

where the last inequality is due to standard calculus for Ito’s integral. Using again Fubini
theorem and estimate (4.21) in the previous inequality, we get

(123) [ || maw.

S
Replacing estimates (4.22) and (4.23) in (4.20), taking o € (0, 1), we obtain estimate (4.15).
Moreover, equation (4.16) is due to a standard application of Ito’s formula as in the
Euclidean setting (for instance, see [16, Lemma 3.3] and also [20, Theorem 5.7.6]). Finally,
by uniqueness of distributional solution to (4.12)-(ii),-(¢i¢) (see [27, Proposition B.2]), we
achieve that 1 coincides with m?. a

J* Baw, [ BV,

1/2} dmo(z) < Jp,, (E [ })1/2 dmo(z)

)" o) < o, (5 [1200+ R yir] ) ot

[ BYE)aw,

1/2
] dmo(z) < C(t — s)M/4,

4.3 Proof of Theorem 4.1

PROOF OF THEOREM 4.1 (i) The set
C:= {m e CY4([0, T); Pper (HY)) = m fulfills (4.10)-(4.11) and m(0) = mo} ,

endowed with the C°([0, T; Ppe, (H'))-topology, is a nonempty, convex, compact subset
of CY([0, T); Pper (H')). We introduce the following set valued map 7 on C: for any m € C,

T () = {m € CY*(0,T}; Pyer(H')) : m solves (4.8) and fulfills (4.10)-(4.11) }.

Clearly it is enough to prove that 7 has a fixed point. To this end, we apply Kakutani’s
Theorem; in fact, here we cannot use Schauder’s theorem as in [16, Theorem 4.1] because
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we do not have uniqueness of the solution to (4.8). We note that Theorem 4.2 and the
linearity of (4.8) ensure () # 7 (m) C C and T (m) is convex. We claim that T has closed
graph. Indeed, let us consider m,,m € C and m,, € T (m,) with m,, — m and m,, - m
in the CY([0, T); Pper (H'))-topology. By assumptions (H1)-(H2), possibly passing to a
subsequence (that we still denote 7,,), Ascoli-Arzela theorem guarantees that F[m,| and
G[m,,(T)] converge uniformly to F[m] in Ty x [0,T] and, respectively, to G[m(T")] in Ty.
Moreover, Lemma 4.2 ensures that the solutions w, to problem (4.9) with 7 replaced by
My, are Qy-periodic, uniformly bounded and uniformly Lipschitz continuous. By standard
stability results, the functions u,, converge uniformly to the solution u to (4.9). Moreover,
still by Lemma 4.2, the functions u,, are uniformly semiconcave; hence by [15, Theorem
3.3.3] Du,, converges a.e. to Du. On the other hand, by definition of 7, the functions
my, € T (M) are uniformly bounded and uniformly 1/4-Holder continuous, so by Ascoli-
Arzela theorem and Banach-Alaoglu theorem, there exists a subsequence {my, }; which
converges to m in the C°([0,T]; Pper (H'))-topology and in the L>(Ty x [0, T])-weak-x
topology. Solving (4.8)-(4.9) with 7 replaced by Ty, , the function m,, fulfills

T
/ /1 M, (—0rp + Dyguy, - Dyp)dzdt =0 Vo € C(H! x (0,T)).
0o JH

Passing to the limit as k& — 400 we get that m is a solution to (4.8). Moreover again by
the uniform convergence and the uniform 1/4-Holder continuity of m,,, , m satisfies (4.10)-
(4.11). In conclusion m € T (m) and our claim is proved. Then, Kakutani’s Theorem
guarantees the existence of a fixed point for 7.

(74) Consider the function m found in point (7). Since t — m; is narrowly continuous,
applying Theorem 3.1, we get that there exists a probability measure * in Ty x I which
satisfies points (i) and (i7) of Theorem 3.1. We denote n € P(T") the measure on I" defined
as n(A) :=n*(Ty x A) for every A C I measurable. We claim that 7 is a MFG equilibrium.
Indeed, by (3.3), we have ep#n = mg and e;#n € Pper(H'), s0 71 € Py (I'). Moreover
from () of Theorem 3.1, n is supported on the curves solving (1.3). From Lemma 4.3 such
curves are optimal, i.e. they belong to the set I'?[x]. Hence 1 is a MFG equilibrium, our
claim is proved.

Let us now prove that (u,m) is a mild solution. By (3.3), we have m; = e;#n. Moreover,
by Lemma 4.2, the function u found in point (7) is the value function associated with m
as in Definition 4.3-(4¢). In conclusion (u,m) is a mild solution to (1.4). O

Remark 4.4 An alternative proof of Theorem 4.1-(i) could be as follow. First one obtains
the existence of a solution to system

(i)  — O’ — oAyu® + | Dyu’|? = Flm{|(z) in H' x (0,7),
(4.24) (i1)  Oym® — cAym® — divy (m° Dyu’) = 0 in H' x (0,7),
(i7i) m7(x,0) = mo(x),u’ (z,T) = GImF|(z) on H*.

applying Schauder fived point theorem to the map T : C — C, T(m) = m where m
solves (4.12)-(ii) (and u solves (4.12)-(i)). After, as o — 0, by arguments similar to the
above ones, one gets a solution to (1.4).
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