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ABSTRACT

Automated resume ranking aims at selecting and sorting pertinent resumes, among those sent to answer a
given job offer. Most of the screening and elimination process relies on the resumes’ content, marginally
including information of the job offer. In this sense, currently available resume ranking approaches lack
of accuracy in detecting relevant information in job offers, which is imperative to assure that selected
resumes are pertinent. To improve the extraction of relevant terms that represent significant information
in job offers, we study the uncertainty-oriented selection of 16 textual markers – 10 obtained by
examining the behaviour of expert recruiters and 6 from the literature – according to two approaches:
fuzzy logistic regression and fuzzy decision trees. Results indicate that globally, fuzzy decision trees
improve the F1 and recall metrics, by 27% and 53% respectively, compared to a state-of-the-art term
extraction approach.

KEYWORDS

Recruiter's Behavior Modeling, Relevant Term Extraction, Textual Relevance Marker Evaluation,
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1. INTRODUCTION

Job offers (JOs) and curriculum vitaes (CVs) are the documents through which recruiters and
candidates interact, as part of a recruiting process. An important stage carried out by recruiters is
the "Screening Phase" that evaluates the CVs of candidates to identify those who are qualified
for a job. Analyzing both the main requirements of a new JO and the skills of the candidates
expressed in their CVs can be very complex. This is specially the case when recruiters receive
dozens or hundreds of candidates resumes [1]. In order to reduce such complexity, multiple
artificial intelligence models have been developed to analyze and rank CVs for a given JO.

Although several models have been proposed, the automatic ranking of CVs remains a difficult
task. In part, this is due to three issues that have rarely been examined in the literature. First, the
most relevant information in the JO is not optimally identified, generating irrelevant rankings
with respect to the essential requirements [2]. Secondly, under-representation of the changing
organizational context surrounding JOs tend to break this type of systems over time [2]. Thirdly,
since writing JOs engages human cognition, the expressed information is highly susceptible to
uncertainty phenomena like ambiguity [3], which could render AI models ineffective [4]. Being
still an active research field [5], the study of uncertainty and its characterization, is fundamental
to investigate the extraction of relevant terms from JOs.

An organization’s context to define a set of relevant textual markers based on recruiters’
strategies to select significant JOs’ information, and estimated the consistency of those markers
was already studied [6]. Nevertheless a question remains concerning the quantitative evaluation
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of identified markers’ uncertainty, which is the goal of this work. Our study intends to assess the
pertinence of automatically identified relevant JO terms, applying two machine learning models
– fuzzy logistic regression and fuzzy decision trees – focused on the quantification of
uncertainty. This article is organized as follows. Section 2 describes the related state of the art.
We summarize some key aspects of our previous work in Sections 3 and 4. Section 5 describes
the proposed uncertainty evaluation of textual markers. Experimental results are presented in
Section 6. Discussion, conclusions and perspectives are presented in Sections 7 and 8.

2. STATE OF THE ART

CV ranking systems carry out three processing stages: CVs and JO pre-processing,
representation, and automatic ranking of CVs in relation to the content of the JO. Those
documents are pre-processed by extracting text from digital files (.pdf, .doc, .txt, among others).
Then extracted texts can be standardized by eliminating noisy symbols, segmenting the
documents, and making semantic annotations [1], as well as deleting stopwords [7].
Pre-processed documents can be represented based on n-gram models [1], bag-of-words [1],
ontologies [8] and/or word embeddings [9]. From these representations, different approaches
can be used to determine the most suitable CVs regarding a JO. They can rely on recruiters’
feedback [1], neural architectures [9] and/or transformer models [10].

These methods, however, do not focus on extracting relevant information from the JO before
ranking resumes. Some methods have proposed statistical and graph-based textual relevance
markers for identifying significant terms in single documents [11] [12] [13].

Furthermore, uncertainty, a key concern of natural language processing, as automatic extraction
of relevant information from individual documents [4], concerns the lack of information about
an event. Three of the most studied approaches to determine uncertainty have been probability
models [5], along with possibility theory and fuzzy logic models [14]. Contrary to
probability-oriented models, fuzzy models assume that probability distributions cannot be
obtained for fuzzy data. In this regard, linear and non-linear fuzzy machine learning models
have been proposed to deal with uncertainty. Linear models as the fuzzy logistic regression are
utilized to deal with uncertainty as fuzziness and not as randomness [4]. Also, non-linear models
as fuzzy decision trees have been studied, including ambiguity and vagueness metrics to
estimate uncertainty [3].

We propose to evaluate the uncertainty of textual markers that indicate the relevance of
information in JOs based on recruiters’ knowledge. The proposed evaluation compares fuzzy
linear and non-linear machine learning methods, which are appropriate to investigate the
uncertainty question, because of their possibilistic foundations at the crossroad of fuzzy sets and
probability provide a simple and convenient setting for handling subjective tasks, as the
automatic identification of the most relevant terms in JOs. Moreover, these types of models can
be trained on small datasets to evaluate features relevance.

3. REPRESENTATION OF JOB OFFERS

In order to evaluate the uncertainty of textual markers it is first necessary to specify the
organizational context of JOs, analyze what is relevant for recruiters in this type of document,
and extract textual markers that represent relevant information [6].

3.1. Organizational Context
The representation of societal contexts in machine learning models should be improved,
allowing those models to become more adaptable to dynamic changes in organizations [15].
This is a critical aspect in our work, given that context influences strongly recruiters behaviors
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[16]. We began thus by representing the recruiters’ context before analyzing their strategies
related to information relevance in JOs.

To this end, we used the UNC-method for representing organizational contexts, as specified in
[17], by conducting an open dialogue with recruiters, specifying the entities and relationships
that impact the JOs’ life-cycle. As a result, the main entities, actors, processes, objectives, and
organizational problems associated with JO management were identified. A pre-conceptual
scheme was derived from this procedure and used for the construction of a mother-ontology,
schematically described in the next section.

3.2. Ontology Derivation
We define a mother-ontology as a large ontology of module specifications. A mother-ontology
was used to represent the main concepts and relationships inherent to the recruiters’ context and
JOs. Additionally, existent ontologies related to the particular organizational context were
integrated into it. This was the case of the internal professional skills ontology of DSI Group
which contains the specification of more than 36.000 professional skills, the european ontology
of professional skills ESCO1, the professional skills and job types frameworks of O*NET2,
CIGREF3, and ROME4, based on text-to-RDF-triple transformations [18]. The integration of
these ontologies was achieved using a hybrid approach based on Bidirectional Encoder
Representations from Transformers (BERT) [19], an analysis of terminological variation [20],
and measures of ontology quality [23].

In this compound ontology, we specified also the structure of JOs in terms of concepts as
sections, paragraphs, sentences, syntagms, terms, words, etc. Additionally, synonyms,
meronyms and hyponyms were used to describe relationships between concepts. This enabled
us to construct a more structured fuzzy model of the natural language contained in JOs by
representing the basic constituents, as it has been suggested by [25]. An upper-view of the
ontology is presented in Figure 1.

3.3. Analysis of Recruiters Viewpoints
Based on the organizational context representation using the previous ontology, we analyzed
recruiters’ strategies related to the selection of the most essential information in JOs. During the
annotation process they highlighted the most relevant terms. To represent the description of each
recruiter’s observed actions, the controlled language proposed by [17] was used. It allows to
represent actions sequentially, as triplets of the form <subject, verb, predicate>.

We categorized those actions as explicit (eg, <recruiter, selects, a term>) or implicit (eg,
<recruiter, avoids, a term> or <recruiter, avoids, a JO section>). Once the annotations were
described in a controlled manner, the Apriori algorithm was used to identify action
sub-sequences that the recruiter performed systematically. These sub-sequences of actions
describe behavioral patterns, formalized as semantic rules, using the mother-ontology described
in section 3.2. Obtained rules represent textual relevance markers of information in JOs.

4 https://www.pole-emploi.fr/employeur/vos-recrutements/le-rome-et-les-fiches-metiers.html
3 https://www.cigref.fr/
2 https://www.onetonline.org/
1 https://esco.ec.europa.eu/en
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Figure 1. Upper-view of the mother-ontology created from the representation of the
organisational context according to the principles of [17].

4. TEXTUAL MARKERS

In this section, we present briefly the evaluated textual markers and introduce the linguistic
representation of JOs in our approach.

4.1. Initial Elements
Considering that terms are defined as functional classes of lexical units used in discourse [20],
JOs’ relevant terms were identified by the weirdness ratio that measures their termhood [20, 22].
Additionally, we extracted the JOs’ terms by using the most frequent morphosyntactic rules of
the language, identified on multiple corpora analysis [20], which are mostly nominal phrases. A
JO is then represented by its terminology, and our approach aims to identify the most optimal set
of textual markers.

Let be a JO belonging to a corpus and the set of terms of . Let𝑑
𝑖

𝐶 𝑇
𝑑

𝑖

= {𝑡
1
, 𝑡

2
, ..., 𝑡

𝑛
} 𝑑

𝑖
𝑅

𝑑
𝑖

⊆ 𝑇
𝑑

𝑖

be the set of most relevant terms in . Each term is considered as relevant under a𝑑
𝑖

𝑡
𝑖

∈ 𝑅
𝑑

𝑖

possibility degree .α
𝑡

𝑘,𝑖

∈ [0, 1]

Let be the set of sections of (job description, profile details, etc). Each𝐴
𝑑

𝑖

= {𝑎
1
, 𝑎

2
, ..., 𝑎

𝑚
} 𝑑

𝑖

section can be represented by a subset of terms from . A term can belong to multiple𝑎
𝑖

𝑇
𝑑

𝑖

sections. Let be a set of qualifying adjectives and nouns that are linked to a𝐸
𝑑

𝑖

= {𝑒
1
, 𝑒

2
, ..., 𝑒

𝑝
}

subset of terms in by syntax dependencies.𝑇
𝑑

𝑖

Let be a set of ontologies (as the one presented in Section 3). Let𝑂 = {𝑜
1
, 𝑜

2
, ..., 𝑜

𝑠
}

be the set of concepts of ontology and the set of𝑐
𝑜

𝑠

= {𝑐
𝑠,1

, 𝑐
𝑠,2

, ..., 𝑐
𝑠,𝑘

} 𝑜
𝑠

𝑇
𝑐

𝑗

= {𝑡
𝑗,1

, 𝑡
𝑗,2

, ..., 𝑡
𝑗,𝑙

}

terms lexically representing concept in a given language.𝑐
𝑗
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4.2. Description of Textual Markers

In this section, we provide a summary of the derived textual markers [6] evaluated applying the
proposed approach. Each marker provides a possibility degree for each JO’s term of becoming
relevant. Textual markers to have been obtained from recruiters behaviors, while𝑇𝑀

1
𝑇𝑀

10

markers to correspond to those of the YAKE! (Yet Another Keyword Extraction)𝑇𝑀
11

𝑇𝑀
16

algorithm [12], found to be suitable, compared to other available algorithms in the literature. It
is a domain-independent method applied in our case to identify potential relationships between
textual markers and the context specificities of JOs.

4.2.1. Title Sections ( )𝑇𝑀
1

“Any term in the title that resembles a term indicating professional skills or job types may
potentially qualify as relevant.”

Let be the title section of . Let be the set of terms contained in .𝑎
1

∈ 𝐴
𝑑

𝑖

𝑑
𝑖

𝑡
𝑎1

= {𝑡
1
, 𝑡

2
, ..., 𝑡

𝑢
} 𝑎

1

Lexically, is the set of terms that represent a professional skill or job type concept in the𝑇
𝑐

𝑗

𝑐
𝑗

ontology . Therefore:𝑜
𝑠

∀𝑡
𝑘
∃𝑐

𝑗
[𝑐

𝑗
∈ 𝑜

𝑠
∧ 𝑡

𝑘
∈ 𝑇

𝑐
𝑗

∧ 𝑡
𝑘

∈ 𝑡
𝑎1

] → 𝑡
𝑘

∈ 𝑅
𝑑

𝑖

, (1)

with a possibility degree .α
𝑡

𝑘,1

∈ [0, 1]

4.2.2. Terms Representing Professional Skills in a Job Description Section or Profile
Description Section ( )𝑇𝑀

2

Terms representing professional skills used in job descriptions or profile descriptions are more
likely to be chosen as relevant terms. Let and be the sets of terms used in the job𝑠

2
𝑠

3
description section and the profile description section, respectively. Set . Let be the𝑡

𝑘
∈ 𝑇

𝑑
𝑖

𝑇
𝑐

𝑗

set of terms used to represent a professional skill concept in the ontology . We request that:𝑐
𝑗

𝑜
𝑠

∀𝑡
𝑘
∃𝑐

𝑗
((𝑡

𝑘
∈ 𝑠

2
∨ 𝑡

𝑘
∈ 𝑠

3
) ∧ 𝑡

𝑘
∈ 𝑇

𝑐
𝑗

) → 𝑡
𝑘

∈ 𝑅
𝑑

𝑖

, (2)

with a possibility degree .α
𝑡

𝑘,2

∈ [0, 1]

4.2.3. Relevance of Job Posting Sections ( )𝑇𝑀
3

“As a general rule, recruiters are more likely to select terms from the title, job description, and
profile description sections, rather than from other sections (company description, contract
details, etc.)”. As we don't require terms to be professional skills, this marker does not overlap
with markers and . Let , where: is the set of terms of the title𝑇𝑀

1
𝑇𝑀

2
𝑆 = 𝑠

1
∪ 𝑠

2
∪ 𝑠

3
⊆ 𝑇

𝑑
𝑖

𝑠
1

section; is the set of terms of the job description section; and is the set of terms of the𝑠
2

𝑠
3

profile description section. Let . Then, we request that:𝑡
𝑚

∈ 𝑇
𝑑

𝑖

∩ 𝑆

∀𝑡
𝑚

∀𝑡
𝑛
(𝑡

𝑚
∈ 𝑇

𝑑
𝑖

∧ 𝑡
𝑛

∉ 𝑆) → (𝑃(𝑡
𝑚

∈ 𝑅
𝑑

𝑖

) > 𝑃(𝑡
𝑛

∈ 𝑅
𝑑

𝑖

)), (3)

with a possibility degree . represents the possibility of being selected asα
𝑡

𝑘,3

∈ [0, 1] 𝑃(𝑡
*

∈ 𝑅
𝑑

𝑖

) 𝑡
*

a pertinent term.
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4.2.4. Terms Dependent on Pertinence Expressions ( )𝑇𝑀
4

“A relevant term is more likely to be one that bears a syntax dependency with a JO's syntagm.”

• Let for some .𝑡
𝑘

∈ 𝑇
𝑑

𝑖

∩ 𝑇
𝑐

𝑗

𝑐
𝑗

• We define a “pertinent expression” as a syntagm that the recruiter employed in the JO𝑒
𝑚

(i.e., excellent C# skills, good understanding of Kubernets). Assume that is𝑒
𝑚

syntactically dependent with . Specifically, let be a qualifying adjective or a noun𝑡
𝑖

𝑡
𝑘

modifier directly dependent with . Then:𝑒
𝑚

∀𝑡
𝑘
∃𝑒

𝑚
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑒
𝑚

∈ 𝐸
𝑑

𝑖

∧ 𝑖𝑠_𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡(𝑡
𝑘
, 𝑒

𝑚
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

,  (4)

with a possibility degree .α
𝑡

𝑘,4

∈ [0, 1]

4.2.5. Terms Used in Traces of Professional Activities Descriptions ( )𝑇𝑀
5

“If a JO explicitly describes an interaction with a professional concept, a term representing that
concept is more likely to be considered relevant.”

In a JO, a trace of a professional activity is a sentence that describes an action performed by a
worker. Be a trace of a professional activity description described by the set of terms .𝑏

𝑗
∈ 𝑑

𝑖
𝑇

𝑏
𝑗

We request that contains at least one verb and one dependent object. As a result, the terms𝑏
𝑗

𝑡
𝑘

that represent these objects will have a higher chance of being selected as relevant. Thus:
∀𝑡

𝑘
(𝑡

𝑘
∈ 𝑇

𝑏
𝑗

∧ 𝑖𝑠_𝑜𝑏𝑗𝑒𝑐𝑡(𝑡
𝑘
, 𝑏

𝑗
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

,  (5)

with a possibility degree .α
𝑡

𝑘,5

∈ [0, 1]

4.2.6. Terms Representing High Risk Professional Skills/Activities ( )𝑇𝑀
6

In this marker, we aim to provide more relevance to terms that represent professional skills or
activities on which an employee's mistake can adversely affect the company's economic
performance. Value 0 indicates that a potential error will not significantly affect the economic
activity, while value 1 indicates significant effects.

An ontology describes the set of professional skills and activities of a given company.𝑀 𝑀
contains a set of concepts . Recruiters manually assign a risk level𝑐

𝑀
= {𝑐

𝑀,1
, 𝑐

𝑀,2
, ..., 𝑐

𝑀,𝑘
}

to professional skills and activities.ϵ
𝑐

𝑀,𝑘

∈ [0, 1]

Let be a term in a JO representing a professional skill or activity in . As one of the𝑠
𝑗

𝑑
𝑖

𝑀

concepts associated to , let be the one with the highest risk level. When this risk level𝑠
𝑗

𝑐
𝑀,𝑙

exceeds a threshold , then is selected as a pertinent term and:β
𝑐

𝑀,𝑙

𝑠
𝑗

∀𝑠
𝑗
∃𝑐

𝑀,𝑙
(𝑠

𝑗
∈ 𝑇

𝑑
𝑖

∧ 𝑐
𝑀,𝑙

∈ 𝑀 ∧ 𝑠
𝑗

∈ 𝑇
𝑐

𝑀,𝑙

 ∧ 𝑖𝑠_𝑔𝑟𝑒𝑎𝑡𝑒𝑟_𝑡ℎ𝑎𝑛(ϵ
𝑐

𝑀,𝑙

, β
𝑐

𝑀,𝑙

) → 𝑠
𝑗

∈ 𝑅
𝑑

𝑖

,  (6)

with possibility degree .α
𝑠

𝑗,6

∈ [0, 1]
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4.2.7. Actions Expressed in Management JOs ( )𝑇𝑀
7

The recruiter can identify what type of actions management JOs are required to perform. A
management job might focus on team management, while another may involve accountability
activities or even development tasks.

Be a management JO. Based on 14,000 curriculum vitae, a Latent Dirichlet Allocation model𝑑
𝑖

was trained to detect management JOs. Let be a verbal term of . If is part of the trace of a𝑡
𝑘

𝑑
𝑖

𝑡
𝑘

professional activity and corresponds to the head of its syntactic tree, then this term may be𝑓
𝑗

relevant. We define it as follows:
∀𝑡

𝑘
∃𝑓

𝑗
(𝑓

𝑗
∈ 𝑑

𝑖
∧ 𝑡

𝑘
∈ 𝑓

𝑗
∧ 𝑖𝑠_𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡(𝑑

𝑖
) ∧  𝑖𝑠_𝑣𝑒𝑟𝑏(𝑡

𝑘
) ∧ 𝑖𝑠_ℎ𝑒𝑎𝑑_𝑜𝑓(𝑡

𝑘
, 𝑓

𝑗
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

, (7)

with a possibility degree .α
𝑡

𝑘,7

∈ [0, 1]

4.2.8. BERT Semantic Similarity of Professional Skills ( )𝑇𝑀
8

“If a specific term that represents a professional skill is semantically close (in the sense of
BERT) to already discovered relevant terms, then it will be considered relevant.”

Let and . Let be the specificity function of a term defined as its relative𝑡
1

∈ 𝑅
𝑑

𝑖

𝑡
2

∈ 𝑇
𝑑

𝑖

𝑓(𝑡) 𝑡

frequency in a specific corpus , divided by its frequency in a multi-language corpus [20].𝐶
𝑠

𝐶
𝐿

Furthermore, we define as the BERT semantic similarity between two terms. Using a𝑔(𝑡
1
, 𝑡

2
)

SBERT [24] model pre-trained on Wikipedia corpus, complex terms were semantically
analyzed. As a result, this model was fine-tuned based on the following professional skill
standards: CIGREF, e-CF, C2I, and ROME. We defined it as follows:

∀𝑡
1
∀𝑡

2
(𝑡

1
∈ 𝑅

𝑑
𝑖

∧ 𝑔(𝑡
1
, 𝑡

2
) > 0) → 𝑡

2
∈ 𝑅

𝑑
𝑖

, (8)

with a possibility degree defined by the normalized equation:
α

𝑡
2
,8

= ‖(1 − α
𝑡

1

) * 𝑔(𝑡
1
, 𝑡

2
) * 𝑓(𝑡

2
))‖. (9)

4.2.9. Relevance of the Economic Activity Sector ( )𝑇𝑀
9

“Potentially relevant terms refer to the economic activities required by the job posting (e.g.,
finance, banks, aeronautics, etc.)”. This implies that:

∀𝑡
𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑠𝑒𝑐𝑡𝑜𝑟_𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

, (10)

with a possibility degree . In order to identify economic activity sectors, we alignedα
𝑡

𝑘,9

∈ [0, 1]

job posting terms and economic activity concept labels, provided by ESCO, O*NET, ROME,
and CIGREF standards.

4.2.10. Professional Skill Prerequisites ( )𝑇𝑀
10

Assume there is a prerequisite relation between two professional skills and in an ontology𝑐
1

𝑐
2

. Ontologies such as ESCO can be used to derive relations of this type. The possibility degree𝑜
𝑖

of will be inherited by if is a prerequisite of and is relevant (under a certain𝑐
1

𝑐
2

𝑐
2

𝑐
1

𝑐
1

possibility degree).  
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∀𝑡
1
∀𝑡

2
∃𝑐

1
∃𝑐

2
(𝑐

1
∈ 𝑜

𝑖
∧ 𝑐

2
∈ 𝑜

𝑖
∧ 𝑡

1
∈ 𝑇

𝑐
1

∧ 𝑡
2

∈ 𝑇
𝑐

2

∧ 𝑖𝑠_𝑝𝑟𝑒𝑟𝑒𝑞𝑢𝑖𝑠𝑖𝑡𝑒(𝑐
1
, 𝑐

2
) ∧ 𝑡

1
∈ 𝑅

𝑑
𝑖

) → (11)

with a possibility degree and is equal to the possibility degree of .α
𝑡

𝑘,10

∈ [0, 1] α
𝑡

𝑘,10

𝑡
1

∈ 𝑅
𝑑

𝑖

4.2.11. YAKE! Casing ( )𝑇𝑀
11

There is a tendency for upper-case terms to be more relevant. This YAKE! maker is defined as:
∀𝑡

𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑢𝑝𝑝𝑒𝑟_𝑐𝑎𝑠𝑒𝑑(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

(12)

The normalized YAKE! equation is used to calculate the possibility degree as:

α
𝑡

𝑘,11

(𝑡
𝑘
) = ‖

𝑚𝑎𝑥(𝑇𝐹(𝑈(𝑡
𝑘
),𝑇𝐹(𝐴(𝑡

𝑘
))

𝑙𝑛(𝑇𝐹(𝑡
𝑘
)) ‖, (13)

where is the number of times that appears uppercased, is the number of𝑇𝐹(𝑈(𝑡
𝑘
)) 𝑡

𝑘
𝑇𝐹(𝐴(𝑡

𝑘
))

occurrences of as an acronym (for details see ) and is the term frequency.𝑡
𝑘

𝑇𝐹(𝑡
𝑘
)

4.2.12. YAKE! Term Position ( )𝑇𝑀
12

In this marker, the hypothesis is that terms that appear at the beginning of the document tend to
be more pertinent.

∀𝑡
𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛_𝑚𝑎𝑟𝑘𝑒𝑟_𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

,  (14)

with a possibility degree obtained from the following normalized YAKE! equation:

α
𝑡

12

(𝑡
𝑘
) = ‖𝑙𝑛(𝑙𝑛(3 + 𝑀𝑒𝑑𝑖𝑎𝑛(𝑆𝑒𝑛𝑡(𝑡

𝑘
))))‖, (15)

is the set of positions of the sentences containing .𝑆𝑒𝑛𝑡(𝑡
𝑘
) 𝑡

𝑘

4.2.13. YAKE! Term Frequency Normalization ( )𝑇𝑀
13

There is more relevance to the terms that are commonly used:
∀𝑡

𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦_𝑚𝑎𝑟𝑘𝑒𝑟_𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

,  (16)

The possibility degree is calculated based on the following normalized equation proposed by
YAKE!:

α
𝑡

𝑘,13

(𝑡
𝑘
) = ‖

𝑇𝐹(𝑡
𝑘
)

𝑀𝑒𝑎𝑛𝑇𝐹+σ ‖, (17)

where is the number of occurrences of , which is balanced by the mean and standard𝑇𝐹(𝑡
𝑘
) 𝑡

𝑘

deviation of frequency.

4.2.14. YAKE! Term Relatedness to Context ( )𝑇𝑀
14

This YAKE! marker is based on the following hypothesis: “The more terms co-occur on both
sides of a candidate term t, the less significant that term is”:

∀𝑡
𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑟𝑒𝑙𝑎𝑡𝑒𝑑𝑛𝑒𝑠_𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

, (18)

with a possibility degree obtained from the normalized YAKE! equation:

α
𝑡

𝑘,14

= ‖1 + (𝐷𝐿 + 𝐷𝑅 ···) *
𝑇𝐹(𝑡

𝑘
)

𝑚𝑎𝑥𝑇𝐹 ‖, (19)

where
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𝐷𝐿[𝐷𝑅] =
|𝐴

𝑡,𝑤
|

𝑘∈𝐴
𝑡,𝑤

∑ 𝐶𝑜𝑂𝑐𝑐𝑢𝑟
𝑡,𝑘

(20)

In a window of size w, corresponds to the number of different terms, and TF is the term|𝐴
𝑡,𝑤

|

frequency.

4.2.15 YAKE! Different Sentences ( )𝑇𝑀
15

“A term's relevance depends on how frequently it appears within different sentences”, defined
as:

∀𝑡
𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠_𝑚𝑎𝑟𝑘𝑒𝑟_𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

,  (21)

with a possibility degree obtained from the normalized equation:

α
𝑡

𝑘,15

= ‖
𝑆𝐹(𝑡

𝑘
)

#𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 ‖, (22)

where is the number of sentences containing and is the total number of𝑆𝐹(𝑡
𝑘
) 𝑡

𝑘
#𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠

sentences of .𝑑
𝑖

4.2.16. YAKE! Overall Score ( )𝑇𝑀
16

Based on markers proposed by YAKE!, we include its global𝑇𝑀
11

, 𝑇𝑀
12

, 𝑇𝑀
13

, 𝑇𝑀
14

 𝑎𝑛𝑑 𝑇𝑀
15

relevance score. Let . A term is considered as “possibly relevant” if it’s predicted as such𝑡
𝑘

∈ 𝑑
𝑖

by the overall score:
∀𝑡

𝑘
(𝑡

𝑘
∈ 𝑇

𝑑
𝑖

∧ 𝑖𝑠_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑_𝑏𝑦_𝑦𝑎𝑘𝑒(𝑡
𝑘
)) → 𝑡

𝑘
∈ 𝑅

𝑑
𝑖

, (23)

with a possibility degree .α
𝑡

𝑘,16

∈ [0, 1]

5. EVALUATION OF TEXTUAL MARKERS

Two factors should be considered regarding the recruiters’ annotations of job offers. Firstly, it is
a classification task, since it consists on determining whether or not each term of a JO is
relevant to describe its essential content. Being a classification task, it can be understood as a
rational action that an expert recruiter takes according to his/her knowledge [3]. Secondly, the
act of annotating documents can be thought of as an inference process that recruiters undertake
when reading the JO. Therefore, their annotations may be highly subject to cognitive
uncertainties, which should be integrated to natural language processing tasks [4]. In the
following two sections, we present the two uncertainty-oriented models, applied to the
evaluation of textual markers derived from recruiters’ strategies.

5.1. Preliminary Definitions
Let be the set of terms of a JO, where represents the number of terms extracted.𝑈 = 𝑡

1
, 𝑡

2
,..., 𝑡

𝑚
𝑚

Each JO term can be described by a set of relevance textual markers ( ) derived from𝑡
𝑚

𝑇𝑀
𝑘

recruiters strategies and existent literature. We denote them as .𝐼(𝑘) = {𝑇𝑀
1
, 𝑇𝑀

2
, ..., 𝑇𝑀

𝑘
}

Therefore, each term can be represented in the following form:𝑡
𝑚

(𝑥
𝑖0

, 𝑥
𝑖1

,..., 𝑥
𝑖𝑗

, 𝑌
~

𝑖
),  1 ≤ 𝑖 ≤ 𝑚 (24)
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where corresponds to a possibility degree obtained from textual marker for the term of𝑥
𝑖𝑗

𝑗 𝑖
being a relevant term. represents the recruiter’s annotation on this term which is inherently𝑌

~
𝑖

influenced by uncertainties (as such, we consider it an estimation of the actual truth ).𝑌
~

𝑖
𝑌

𝑖

On the other hand, we define the fuzzy set that aims to model the relevance levels of the terms𝐶
that the recruiters identify in the JOs. is composed of a membership function that allows to𝐶 µ

𝐶

fuzzify the annotations made by the recruiters on the JOs. Furthermore, we define that the set 𝐶
is composed of two fuzzy subsets: which represents the relevance levels of the relevant terms𝐶

1

and which represents the relevance levels of the non-relevant terms. These functions have𝐶
2

been modeled using triangular functions whose support covers the range (0,1). In addition, we
define the fuzzy set (resp. ), contained in (resp. , ), and obtained after fuzzifying𝑅 𝑅

1
, 𝑅

2
𝐶 𝐶

1
𝐶

2

the annotations made by the recruiters. In the following sections, we present how the linear –
fuzzy logic logistic regression – and non-linear – fuzzy decision tree –, approaches were applied
to assess the uncertainty of relevant textual markers.

5.2. Linear Evaluation: Fuzzy Logistic Regression
Be the set of terms of the JO. We assume that these terms can be represented as𝑡 = {𝑡

1
, 𝑡

2
, 𝑡

3
... 𝑡

𝑚
}

a linear combination of the set of textual markers . Applying the fuzzy logistic regression𝐼(𝑘)
algorithm [14], let be the recruiter’s annotation onµ

𝑖
∈ {𝐶

1
(𝑝𝑒𝑟𝑡𝑖𝑛𝑒𝑛𝑡 𝑡𝑒𝑟𝑚), 𝐶

2
(𝑛𝑜𝑛 𝑝𝑒𝑟𝑡𝑖𝑛𝑒𝑛𝑡 𝑡𝑒𝑟𝑚})

the ith term of a job posting. We estimate the parameter from the ratio . In our context,𝑢
𝑖

~ µ
𝑖

~

1−µ
𝑖

~

can be interpreted as the possibility of a term of not being relevant in relation to the
µ

𝑖

~

1−µ
𝑖

~

possibility of being relevant, or vice versa. Therefore, the model is [14]:

𝑊
𝑖

~
= 𝑙𝑛

𝑢
𝑖

~

1−𝑢
𝑖

~ = 𝐴
0

+ 𝐴
1
𝑥

𝑖1
+... + 𝐴

𝑛
𝑥

𝑖𝑛
, 𝑖 = 1,..., 𝑚 (25)

where is the estimated output that can be transformed back to by the extension principle𝑊
𝑖

~
𝑢

𝑖

~

and =( , ) represents a triangular fuzzy and symmetrical number with center and spread .𝐴
𝑖

𝑎
𝑖

𝑠
𝑖

𝑎
𝑖

𝑠
𝑖

5.3. Non Linear Evaluation : Fuzzy Decision Trees
In order to train the fuzzy decision tree, we fuzzify each textual marker by applying a
membership function , built equivalently to , but taking into account the specificµ

𝑇𝑀
𝑘

µ
𝐶

codomain of each marker . We define that this fuzzification represents an evidence . From𝑇𝑀
𝑘

𝐸
𝑘

the fuzzification of each textual marker and recruiters’ annotations, we estimate the possibility
of representing the fuzzified recruiters’ annotations in light of the evidence . In particular,𝑅 𝐸

𝑘

we evaluate how ambiguous the following implication is: If Then . Multiple measures can𝐸
𝑘

𝑅

be used to evaluate this implication [3]. We applied the subsethood measure to estimate how
much the evidence implies the experts’ classification , according to:𝐸

𝑘
𝑅

𝑆(𝐸
𝑘
, 𝑅

𝑖
) =

𝑀(𝐸
𝑘
,𝑅

𝑖
)

𝑀(𝐸
𝑘
) = 𝑡∈𝑈

∑ 𝑚𝑖𝑛(µ
𝐸

𝑘

(𝑡),µ
𝑅

𝑖

(𝑡))

𝑡∈𝑈
∑ µ

𝐸
𝑘

(𝑡)
(26)

In relation to recruiters’ strategies and viewpoints, we determine whether a term is relevant 𝑅
1

or not making use of:𝑅
2
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π(𝑅
𝑖
∣𝐸

𝑘
) =

𝑆(𝐸
𝑘
,𝑅

𝑖
)

𝑚𝑎𝑥(𝑆(𝐸
𝑘
,𝑅

1
),𝑆(𝐸

𝑘
,𝑅

2
)) (27)

As possibility is intrinsically related to the concept of ambiguity [3], there is less ambiguity
when we can clearly determine whether a term is relevant or not. From , we estimate theπ(𝑅∣𝐸

𝑘
)

ambiguity level associated to marker linked to the evidence as:𝑇𝑀
𝑘

𝐸
𝑘

𝐺(𝐸
𝑘
) = 𝑔(π(𝑅|𝐸

𝑘
)) =

𝑖=1

𝑛

∑ (π
𝑖
* − π

𝑖+1
* )𝑙𝑛(𝑖) (28)

where is the possibility distribution permuted and sorted so thatπ* = {π
1
* , π

2
* , ..., π

𝑛
* } π(𝑅∣𝐸

𝑘
)

for andπ
𝑖
* ≥ π

𝑖+1
* 𝑖 ∈ {1, ..., 𝑛} π

𝑛+1
* = 0.

Due to the fact that we evaluate ambiguity by considering whether a term is relevant or not(𝑅
1
)

based on , . Subject to this ambiguity function, we can estimate the extent to(𝑅
2
) 𝑇𝑀

𝑘
𝑛 = 2

which it can be clearly inferred that a term is pertinent or not, according to . Therefore,𝐼
𝑘

𝑙𝑛(𝑛)
indicates maximum ambiguity and represents no ambiguity [3]. To train the fuzzy three, our0
final step is to replace the classical information entropy measure with the previously presented
ambiguity metric. In the case of complex evidences composed by subsets of evidences, the𝐸

𝑘

ambiguity is estimated using the partitioning approach [3].

6. EXPERIMENTAL RESULTS

A test of our approach was conducted at DSI Group’s recruitment department. In total, 5
recruiters participated in our experiment and we refer to them as A, B, C, D, and E. These
recruiters had in-depth knowledge of the essential JOs’ requirements they manipulated within
the setting of this experimentation.

6.1. Procedure
As indicated in section 3.1, our experimentation began with the representation of the
organizational context surrounding JOs, based on interviews with recruiters. From this
procedure, we derived the ontology illustrated in section 3.2. Then, we asked recruiter A, the
director of the human resources department, to describe the most relevant requirements of five
JO under his responsibility. In recruiting a candidate, relevant requirements are those that do not
allow for any flexibility.

Using expert A’s strategies for selecting the most essential information in each job opening we
derived relevance textual markers from his strategies. Generally, the annotated terms relate to
professional skills, and to a lesser extent, location and availability, among others. Once the
textual markers were derived conforming to recruiter A findings, we invited the other four
recruiters (B, C, D and E), to determine whether the strategy derived from recruiter A’s behavior
was valid or not, to analyze other CVs. This evaluation process was executed as follows:

● Recruiters B, C, D, and E annotated JOs that they had managed. We obtained a total of
25 annotated documents. On average, each job posting contained 100 terms of interest,
out of which between 4 to 10 terms were annotated as relevant. A first dataset of 2501
terms was generated.

● To train the fuzzy models, a second dataset was generated using the random
undersampling RUSBoost algorithm [22]. A dataset of 500 terms, with 35% relevant
and 65% non relevant terms was obtained.

● Both the linear and non-linear fuzzy models were trained on 70% of the second dataset
and tested on the remaining 30%. We used stratified sampling to guarantee the
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proportion of relevant and non relevant terms on each dataset. Additionally, we
examined the reliability of the resulting models by using a stratified 10-fold
cross-validation.

● Both fuzzy models were compared to a state-of-the-art term extraction approach. For
each annotated JO, we assessed the suitability of each model, based on the
precision@K, recall@K, and F1-score@K metrics (where N represents the number of
terms annotated by the recruiter).

● Model evaluations were done with the remaining terms of the first dataset, after the
terms of the second dataset used for training were excluded. The training procedure
allowed to obtain the best model avoiding overfitting and guaranteeing a maximal
variance of the training samples. Finally, the evaluation procedure for measuring the
precision@K, recall@K, F1-Score@k metrics had as a goal to confront the trained
models to a much more realistic setting with a significant amount of non relevant terms.

6.2. Example of an Annotated Job Offer
Below, we present a summary view of an example JO annotated (with relevant terms in bold) by
recruiter B.

BI / BO Analyst M/W
Company Description...(it contains 121 words)
Job description... (it contains 89 words)
Profile Description... (it contains 69 words)
You hold a Computer Engineering degree. You have technical skills such as:
- Business Objects platform
- Mastery of the SQL language, and the use of databases (SAP IQ / IBM DB2)
Knowledge of Stambia ETL or Oracle. Data Integration would be appreciated
Good interpersonal skills, dynamism, spirit of synthesis, proactive,
and team spirit are qualities that characterize you.
Job experience: Minimum 2 years. Position location: Metz-57. Geolocatable: Yes.

Table 1. Top terms predicted by the Fuzzy Logistic Regression and Decision Tree.𝑁 = 5

Fuzzy Logistic Regression Fuzzy Decision Tree
# Term Score Interval Term Ambiguity

%
Relevance

Score

1 DSI 0.98 ± 0. 02 BI 9 0.97
2 Mastery the

SQL Language
0.93 ± 0. 09 BO 9 0.97

3 Enterprise
Activity

0.91 ± 0. 15 Mastery of the
SQL Language

16 0.87

4 BI 0.87 ± 0. 16 SAP IQ 28 0.71
5 SAP IQ 0.87 ± 0. 16 Technical Skill 25 0.69

Table 1 presents the top N=5 terms predicted by the fuzzy logistic regression and decision tree
models on the example JO, as well as the relevance scores of each term, with the associated
intervals and ambiguity levels. Some predicted terms (like DSI and Enterprise Activity) are part
of the company/job description sections. In this case, both syntactically and semantically, the
decision tree model predicts closely terms that are annotated by recruiters.
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6.3. Experimentation
Table 2 presents the results of our experiments. All tests were done applying the fuzzy logistic
regression (FLR) and fuzzy decision tree (FDT) approaches. We trained each model using
state-of-the-art textual markers [E], the proposed context-driven textual markers [R], and
combining the two textual markers extraction procedures [R+E]. As indicated by the metrics,
the fuzzy decision tree results are significantly better than the fuzzy logistic regression and the
YAKE! algorithm. We also evaluated the algorithms proposed by [11] [13], which
under-performed YAKE!. The fuzzy decision tree improved the best results of the
state-of-the-art approach from 27% to 53%, being 78% for Recall@2N the highest performance.
Note that the state-of-the-art textual markers were adapted to the specific context of JOs through
the training process.

Table 2. Precision, recall, and F1-score results of each method tested on 25 JOs (FLR: fuzzy
logistic regression; FDT: fuzzy decision tree; [E]: state-of-the-art textual markers; [R]: proposed

context-driven textual markers; [R+E]: combination of state-of-the-art and proposed
context-driven textual markers.

Metric/Model YAKE! FLR[E] FDT[E] FLR[R] FDT[R] FLR[R+E] FDT[R+E]
Precision@N,
Recall@N and
F1-Score@N5

0.10 0.16 0.19 0.24 0.38 0.41 0.53

Recall@2N 0.25 0.33 0.40 0.42 0.57 0.62 0.78
Precision@2N 0.12 0.16 0.20 0.21 0.28 0.31 0.39
F1-Score@2N 0.16 0.22 0.27 0.28 0.37 0.41 0.52

Table 3 presents the coefficient values for each of the textual markers, based on the obtained
models. A classical logistic regression was also trained, to include a complementary well-known
model. Evaluation of the textual markers’ ambiguity applying the fuzzy decision tree reveals
interesting aspects of how relevant terms are identified. For instance, low ambiguity appears for
indicators , , and , indicating that: recruiters tend to take into account relevant terms𝑇𝑀

1
𝑇𝑀

12
𝑇𝑀

16

in job titles (according to ); terms appearing at the beginning of the document tend to be𝑇𝑀
1

relatively relevant (in agreement with ’s), which could be due to the company description𝑇𝑀
12

section appearing at the beginning in some JOs; because of YAKE! features, often highly
irrelevant terms are predicted as relevant (as reported by ), being an estimation of𝑇𝑀

16

counter-relevance of terms in our context.

5 Recall@N, Precision@N and F1-Score@N are equivalent at N.
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Table 3. Individual uncertainty evaluation of the 16 extracted textual markers applying classic
logistic regression (CLR), fuzzy logistic regression (FLR), and fuzzy decision tree (FDT).
Coef.: CLR coefficients, SE: CLR standard errors, Coef. A: center of the triangular fuzzy

number, Coef. S: spread of the triangular fuzzy number.

 
CLR FLR FDT

Textual
Marker

Coef. SE p-value Coef. A Coef. S Ambiguity
%

𝑇𝑀
1 1.18 0.67 0.078 0.33 0.001< 12

𝑇𝑀
2 4.02 0.52 < 0. 001 3.40 0.001< 40

𝑇𝑀
3 2.66 0.81 < 0. 001 1.23 0.001< 26

𝑇𝑀
4 1.66 0.52 0.002 1.00 0.001< 17

𝑇𝑀
5 2.30 0.56 < 0. 001 1.61 0.001< 18

𝑇𝑀
6 1.48 0.65 0.023 0.03 0.001< 9

𝑇𝑀
7 -0.41 0.63 0.512 0.63 0.001< 8

𝑇𝑀
8 1.81 0.53 < 0. 001 1.08 0.001< 13

𝑇𝑀
9 -0.30 0.66 0.647 0.71 0.001< 8

𝑇𝑀
10 1.02 0.68 0.132 0.26 0.001< 8

𝑇𝑀
11 1.09 0.45 0.015 0.81 0.001< 39

𝑇𝑀
12 -0.56 0.26 0.029 -0.85 0.001< 19

𝑇𝑀
13 -0.27 0.63 -0.436 0.68 0.001< 31

𝑇𝑀
14 0.12 0.10 0.246 -0.02 0.001< 20

𝑇𝑀
15 3.87 2.73 0.160 1.71 0.001< 35

𝑇𝑀
16 1.86 0.91 0.041 0.41 0.001< 5

Intercept -4.51 0.86 < 0. 001 -2.48 0.730  

7. DISCUSSION

Uncertainty evaluation is crucial to improve the identification of relevant terms extracted
automatically from JOs. Our work proposes an analysis of possibility and uncertainty metrics, to
assess the relevance of identified textual markers.

The classical logistic regression has a value of 0.64, which indicates a relative strong fit. This𝑅2

value was used as a convenient but not decisive indicator (because of the data uncertainty),
revealing to which degree the introduction of the context-driven markers helped to better
describe the recruiters viewpoints about what is relevant in JOs, from a statistical point of view.
Moreover, our hypothesis that a probabilistic model of the recruiters’ annotations was not
sufficiently appropriate, is likely to be confirmed by the p-values of the classic logistic
regression. According to the coefficients of the fuzzy logistic regression, recruiter-oriented
indicators, , , , , and seem to be the most pertinent contextual markers.𝑇𝑀

2
𝑇𝑀

3
𝑇𝑀

4
𝑇𝑀

5
𝑇𝑀

8

We noticed that marker (similarity of terms with important skills) induces relevant terms𝑇𝑀
8

corresponding to false-positives, strongly related to the JO’s context (e.g. the term "Technical
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Skill" predicted in section 6.2). Regarding the intercept value of the FLR by applying the
extension principle [14], the possibility of predicting a term as highly relevant is centered on 8%
if all its textual markers values are zero, which is a more pertinent assumption due the
uncertainty of recruiters viewpoints. Instead the intercept of CLR model gives a probability
centered on 1%, indicating that even if all the regressor variables are zero, there is a level of
uncertainty still not described, associated to the recruiters viewpoints of information relevance.

The applied fuzzy models appear to be better suited to handle considerable uncertain
information [4] communicated by recruiters. According to obtained results, the fuzzy decision
tree shows a better performance, implying its feasible alignment with recruiters’ strategies. This
is supported by the fact that the fuzzy decision tree obtained a better F1-Score using only the
context-driven markers, the context-independent markers, and both types of markers combined.
Specifically, we observed that multiple decision rules obtained after training the fuzzy decision
tree match previously behaviors observed in recruiters. The following rule is an example: "If it
is highly possible that a term in the title represents a professional skill or job type ( ) and if it𝑇𝑀

1

is highly possible that it represents a professional skill mentioned in the job or profile
description sections ( ), then it is highly possible that such term is relevant."𝑇𝑀

2

We also observed that some domain-independent markers are correlated to the context of JOs.
For instance, the marker is associated with the behavior of recruiters who capitalize terms𝑇𝑀

11

representing professional skills, which are generally relevant to JOs. Despite its importance,
such a marker could also be ambiguous (39%), which is consistent because capitalization does
not necessarily imply importance. Globally, our results indicate that the most pertinent textual
markers are , , , , , and .𝑇𝑀

2
𝑇𝑀

3
𝑇𝑀

4
𝑇𝑀

5
𝑇𝑀

8
𝑇𝑀

11
𝑇𝑀

12

8. CONCLUSIONS AND PERSPECTIVES

In this study, we evaluated two fuzzy models – linear and non-linear – for assessing the
uncertainty of textual markers, in terms of ambiguity, with respect to recruiters’ knowledge.
Those textual markers serve to extract automatically relevant terms that are appropriate to model
the information in JOs. It is therefore likely that reliable textual markers can be identified
according to ambiguity. Possibility intervals and ambiguity scores provide flexibility to the
evaluation process centered on uncertain information provided by experts, within a specific
organizational context, with the potential of being adapted to other JOs’ organizational contexts.
In general, textual markers derived from recruiters’ strategies were more pertinent than those
extracted from the literature, although results improved significantly when both were combined.

These results provide further support to the suggestion that machine learning systems should
systematically include an organizational context layer representation, which in our case
certainly improved the evaluation of textual markers. The scope of this study was mainly
limited in terms of the corpus size and the modeled aspects of the organizational context.
Further research is therefore still required. It will be necessary to examine a larger corpus in
order to determine whether the selected textual markers can be applied to different
organizational contexts. Additionally, a question remains about the suitability of uncertainty
measures to particularities of different organizations and the impact of organizational changes in
the evaluation of textual relevance markers.
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