
HAL Id: hal-04599942
https://hal.science/hal-04599942v1

Submitted on 4 Jun 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Numerical and experimental study of supersonically
expanding argon plasma using a micrometer hollow

cathode discharge
Y Gu, Nicolas Suas-David, Jordy Bouwman, Yongdong Li, Harold Linnartz

To cite this version:
Y Gu, Nicolas Suas-David, Jordy Bouwman, Yongdong Li, Harold Linnartz. Numerical and experi-
mental study of supersonically expanding argon plasma using a micrometer hollow cathode discharge.
Journal of Applied Physics, 2024, 135 (19), pp.193302. �10.1063/5.0207234�. �hal-04599942�

https://hal.science/hal-04599942v1
https://hal.archives-ouvertes.fr



View

Online


Export
Citation

RESEARCH ARTICLE |  MAY 17 2024

Numerical and experimental study of supersonically
expanding argon plasma using a micrometer hollow cathode
discharge
Yu Gu  ; Nicolas Suas-David   ; Jordy Bouwman  ; Yongdong Li   ; Harold Linnartz 

J. Appl. Phys. 135, 193302 (2024)
https://doi.org/10.1063/5.0207234

 04 June 2024 07:58:53

https://pubs.aip.org/aip/jap/article/135/19/193302/3294059/Numerical-and-experimental-study-of-supersonically
https://pubs.aip.org/aip/jap/article/135/19/193302/3294059/Numerical-and-experimental-study-of-supersonically?pdfCoverIconEvent=cite
javascript:;
https://orcid.org/0000-0002-7338-9729
javascript:;
https://orcid.org/0009-0008-9774-2540
javascript:;
https://orcid.org/0000-0002-3615-1703
javascript:;
https://orcid.org/0000-0001-8756-0438
javascript:;
https://orcid.org/0000-0002-8322-3538
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0207234&domain=pdf&date_stamp=2024-05-17
https://doi.org/10.1063/5.0207234
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2372057&setID=592934&channelID=0&CID=872259&banID=521836438&PID=0&textadID=0&tc=1&scheduleID=2290742&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fjap%22%5D&mt=1717487933702041&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Fjap%2Farticle-pdf%2Fdoi%2F10.1063%2F5.0207234%2F19957817%2F193302_1_5.0207234.pdf&hc=1de6b718e49f9f28f5dc75d4e72cea91babf7db9&location=


Numerical and experimental study of
supersonically expanding argon plasma using
a micrometer hollow cathode discharge

Cite as: J. Appl. Phys. 135, 193302 (2024); doi: 10.1063/5.0207234

View Online Export Citation CrossMark
Submitted: 6 March 2024 · Accepted: 2 May 2024 ·
Published Online: 17 May 2024

Yu Gu,1,2 Nicolas Suas-David,2,3,a) Jordy Bouwman,2,4,5,6 Yongdong Li,1,a) and Harold Linnartz2

AFFILIATIONS

1Key Laboratory of Physical Electronics and Devices of Ministry of Education, Faculty of Electronic and Information Engineering,

Xi’an Jiaotong University, Xi’an 710049, China
2Laboratory for Astrophysics, Leiden Observatory, Leiden University, 9513, RA Leiden 2300, The Netherlands
3Institut de Physique de Rennes—UMR 6251, Univ Rennes, CNRS, Rennes F-35000, France
4Laboratory for Atmospheric and Space Physics, University of Colorado, Boulder, Colorado 80303, USA
5Department of Chemistry, University of Colorado, Boulder, Colorado 80309, USA
6Institute for Modeling Plasma, Atmospheres, and Cosmic Dust (IMPACT), University of Colorado, Boulder, Colorado 80303, USA

a)Authors to whom correspondence should be addressed: nicolas.suas-david@univ-rennes.fr and leyond@mail.xjtu.edu.cn

ABSTRACT

Pulsed discharge nozzles (PDNs) have been successfully used for decades to produce rotationally cold (Trot∼ 20 K) radicals and ions of
astrophysical interest and to characterize these species spectroscopically. In this work, an evolution of the PDN, the piezostack pulsed dis-
charge nozzle (P2DN), is used for the first time to investigate the characteristics of the still poorly understood supersonic plasma expansion.
The P2DN allows for a better control of the reservoir pressure of which an accurate measurement is required to characterize the plasma
expansion. This new source, thus, gives the opportunity to further optimize the plasma conditions and extend its use to new target species.
The spatial distribution of an argon plasma and the effect of the supersonic flow for different pressures are studied by combining a two-
dimensional extended fluid model (extFM) and a direct simulation Monte Carlo (DSMC) method. The combined simulation is validated
with experimental results obtained through emission spectroscopy associated with a group-code collisional-radiative model to retrieve the
plasma parameters. The validated numerical approach (DSMC-extFM) allows for an accurate characterization of the plasma structure in our
typical experimental conditions (a reservoir pressure ranging from 90 to 905 mbar). Thus, this simulation will be used in future studies to
improve the plasma conditions to favor the synthesis of (transient) hydrocarbon species as found in space, by seeding the argon gas with a
suitable precursor, such as acetylene.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0207234

I. INTRODUCTION

Supersonic planar plasma sources have opened new experi-
mental possibilities for spectroscopic studies of transient species of
astrophysical interest. These systems combine several advantages:
(i) an effective adiabatic cooling resulting in low final rotational
temperatures (Trot ∼ 20 K), (ii) a setting that allows (nearly)
Doppler free spectroscopy, (iii) relatively long absorption path
lengths, determined by the slit length, typically between 2.5 and
7.5 cm, and (iv) a negligible transversal velocity that does not

substantially affect the line shape (compared to a circular orifice).
Typical radical and ion densities amount to 1010 and 1012 parti-
cles/cm3. This all helps in increasing overall detection sensitivities.
Over the years, different planar plasma configurations have been
designed, using laser photolysis, electron impact, and high voltage
discharge configurations and applying different direct absorption
techniques, varying from plasma (double) modulation up to
cavity ring down (CRDS) or broad band cavity enhanced spectro-
scopy (CEAS).1–10 Although all these nozzles have been proven to
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be very useful sources for molecular spectroscopy, covering UV/
VIS to FIR and MW with applications ranging from carbon chain
radicals and ionic complexes to PAH cations and rovibrationally
or vibronically excited molecules and transients (see, e.g.,
Refs. 11–15), to our knowledge, only few efforts have been made
to physically characterize the involved plasma processes.4,16–18 To
achieve efficient adiabatic cooling, the precursor is seeded in a
carrier gas, such as argon, helium, nitrogen, etc. This inert species
is in large excess (usually around 99%) and is, therefore, the main
contributor in triggering and sustaining the plasma.

The present study focuses on describing the plasma processes
at play in one of the most used supersonic planar plasma discharge
nozzles to date. This P2DN, an updated version of the PDN config-
uration introduced by Motylewski and Linnartz nearly 25 years
ago,5 uses a negative high voltage discharge pulse of a premixed gas
in a micrometer hollow cathode configuration, just before the gas
can expand (Fig. 1). Over the years, a large number of carbon
chain radicals have been studied, using this system, typically dis-
charging mixtures of C2H2 and/or C2N2 in He or Ar. In the
plasma, the precursor species is dissociated and the formed reactive
intermediates (i.e., CH, CN, CH2, C2H2

+, C2 and C2
−, etc.) recom-

bine in the expansion, resulting in the synthesis of species like C3,
C6H, HC8H

+, C9H3
+, or NC6N

+ (see, e.g., Refs. 19–21).
The term commonly used in literature for such thin slit

(=hollow) devices is a “micro-hollow cathode discharge” (MHCD)

because of the characteristic geometry defined by a few hundred
micrometers hollow width.22 MHCD studies are working with a
quasi-stagnation gas and are considered to operate in two possible
discharge configuration: glow or hollow mode23 depending on the
gas pressure, hollow size, and bias voltage. To model a micro-
hollow discharge plasma, numerous approaches are nowadays avail-
able: Particle in cell (PIC),24,25 PIC-MCC (particle in cell-Monte
Carlo collision),25,26 plasma fluid,27–29 and global models.30,31

Experimentally, it is much harder to investigate the plasma inside
the hollow because of its small size, which makes it difficult to
access, even with a focused laser beam, but information can be
retrieved from studying the plasma expanding downstream. Here,
we will focus on the plasma characteristics of the P2DN shown in
Fig. 1. The only other plasma simulation study16–18 looking in
more depth into a similar system used a plasma fluid model. This
numerical study found that within the nozzle, charged species
show a maximum between the insulator plate and the flow axis. It
was concluded that their setup named, PDN (plasma discharge
nozzle), runs as a glow discharge in the abnormal regime. The
influence of different dielectric thicknesses with same bias voltage
was investigated, and in a follow-up study, the results revealed that
increasing the inter-electrode distance does not significantly influ-
ence the plasma distribution.32 This previous work focused on the
simulation and optimization of the cathode–anode area ignoring
the supersonic expansion region, which is the region that is probed

FIG. 1. (a) A three-dimensional schematic, (b) a photo, and (c) a schematic 2D cross section of the P2DN nozzle. The latter provides the parameters used for the simula-
tions: Materials and dimensions of the electrodes and ceramic (insulating) parts, typical pressures along with the position and the area that is probed spectroscopically
(red dotted circle labelled OES that stands for “Optical Emission Spectroscopy”).
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to record spectra. In the present study, the expansion is explicitly
considered, and this additional information highlights the condi-
tions within the isentropic core of the expansion and will be used
to validate the numerical approach that aims to model the whole
source.

To explicitly link the research fields of laboratory astrophysics
and plasma studies, we want to highlight that P2DN is a micro-
hollow cathode discharge (MHCD) coupled with supersonic expan-
sion. Compared to widespread MHCD experiments, this system
differs through its high velocity flow and resulting distribution of
ions and electrons. The primary goal here is to study the P2DN
argon plasma characteristics, and this is achieved by a combination
of modeling effort and experimental work. The retrieved plasma jet
properties from the numerical model are validated by interpreting
emission spectra using an argon collisional radiative (CR) model.
Similar jet structures were diagnosed by absorption spectroscopy in
a previous paper,18 but the ionization rate and, in particular, the
density associated with P2DN did not satisfy the physical assump-
tions behind a Boltzmann fitting. The homemade CR model devel-
oped here is based on Zhu et al.,33 which has been used for
different applications, such as an electron beam plasma (EBP),33 an
inductively coupled plasma (ICP),34 a capacitive coupled plasma
(CCP),35 and a microwave micro-plasma (called split-ring resona-
tor or SRR).36 While this specific CR model has never been applied
to a supersonic expansion, other approaches have been reported for
a supersonic argon plasma jet (see, e.g., Kano et al.).37

The article is organized as follows. First, we will describe the
new P2DN plasma source used in this work. Next, we will discuss
the simulations of the gas expansion (DSMC) and the modeling of
the argon plasma characteristics (extFM). Subsequently, the results
of the simulations of our supersonic expansion are presented, fol-
lowed by numerical results on the plasma characteristics. The spec-
trometer and the recorded argon plasma emission spectra will be
presented next, followed by a description of the collisional-radiative
(CR) model that is used to extract the electron temperature and
electron density from the experimental data. We end by drawing
conclusions on the comparisons of the numerical model and the
experimental data.

II. GAS PULSE AND PLASMA SOURCE

The P2DN is based on a design introduced in the 1990s5 and
for which the pulsed gas inlet has been upgraded for the present
work. A high throughput piezoelectric stack valve injects efficiently
a high mass flow into a reservoir coupled with a fast pressure trans-
ducer.38 The system is fed with typically 4 bar (up to 25 bar)
backing pressure of argon gas (Linde 5.0). Backing pressures as
high as 20 bar have been used. The valve is operated at 20 Hz, and
gas pulses are set to last 1.2 ms. Subsequently, the gas expands
through a metal body onto which the slit assembly is mounted.
The slit assembly is shown as a 3D schematic in Fig. 1 and consists
of a slotted grounded metal (anode), a slotted ceramic (dielectric)
plate of 1.5 mm width insulating the anode from two metal jaws,
acting as a cathode, that can be adjusted for tweaking the electro-
magnetic field intensity. The overall aperture of the output of the
nozzle is ∼ 3 cm × 500 μm. The plasma is generated inside the slit
by striking a negative high-voltage discharge from jaws to the metal

plate. The slotted ceramic plate separates the cathode and anode.
All plates are aligned by screws that are electrically isolated from
the electrodes by ceramic tubing.

To discharge the argon gas, a pulsed high-voltage power
supply is used and an equivalent 60 μF capacitor series is charged
to negative 1400 V and connected to the jaws through a 2 kΩ
ballast resistor. This limits the maximum current on the P2DN
electrodes. Discharge pulses typically last 100–300 μs, i.e., substan-
tially shorter than the opening time of the piezoelectric stack valve
and a delay generator allows to optimize the discharge pulse along
the gas pulse.

The P2DN is mounted in a high-vacuum chamber (an
ISO-160 six-cross piece) that is evacuated by a roots blower system
with a total pumping capacity around 1500 m3/h. During jet opera-
tion, the pressure in the vacuum chamber amounts to typically
0.2 mbar. The discharge nozzle is mounted onto an ISO-160 flange
that contains all voltage and gas feedthroughs. Two other flanges
define the optical axis, a few cm downstream of the nozzle orifice
and parallel to the slit.

III. GAS SIMULATIONS AND PLASMA MODELING

The challenge in simulating the plasma processes in the P2DN
system is in combining the properties of an abnormal glow dis-
charge (MHCD) with those of an expanding flow. Decoupling the
simulation in two distinct parts, however, is possible because of the
very different time scales associated with the processes taking place
in the hollow and in the expansion. The neutral gas velocity
(∼102 m/s) is orders of magnitude slower than that of electrons
(∼106 m/s) and even ions (∼104 m/s), and consequently, time
scales characterizing the flow characteristics are considered nearly
static compared to the plasma behavior of charged (and excited)
species. Moreover, as the excited/ionized species represents only a
fraction of the total number density of the flow, their influence
(and, in particular, their high temperatures) on the overall super-
sonic expansion structure is considered to be negligible.

The gas expansion is simulated by a direct simulation Monte
Carlo approach and the discharge by a plasma extended fluid
model (extFM). This decoupling refrains from performing a time-
dependent modeling of the formation of the plasma and instead
focuses on a specific time, a snapshot, corresponding to our experi-
mental measurements. In the following, we will refer to this regime
as a fully developed plasma. Because of the large length/width ratio
(∼100) of the slit, the effect of the boundary layers can be
neglected. Thus, a simple 2D model assuming a slit of infinite
length is used as this further lowers the computational require-
ments for both simulations. All these simplifications have also been
made in an earlier study presented in Ref. 17.

A. Simulating the gas expansion

Supersonic expansions are widely used in laboratories to adia-
batically cool gas to very low (rotational and translational) temper-
atures (few Kelvins). This allows for recording spectra of molecular
transients of astronomical interest as close as possible to typical
astronomical conditions. Moreover, this comes with simplification
of the spectrum as well as an increase in detection sensitivity.
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To model the plasma expansion produced during a single gas
discharge pulse, it is important to know the density and kinetic
temperature distribution. As we consider the plasma expansion
fully developed while recording the spectra, only a snapshot of the
involved thermodynamics is needed when the computation has
converged. As supersonic expansions are characterized by a high
Knudsen number, a computational fluid dynamics (CFD) analysis
based on the Navier–Stokes conservation equations is not suited
here. Instead, a direct simulation Monte Carlo (DSMC) method as
developed by Bird can be used.39–42 More specifically, a recent set
of fluid solvers has been collected under the name “Hystrath”43

within the frame of the OpenFOAM-v1706 open source library.44

These solvers focus on the hypersonic and rarefied flow. Among
them, the dsmcFoam+45 is a direct application of the DSMC
approach, improving the default dsmcFoam solver in the
OpenFOAM repository.

Our model starts 6 mm upstream from the output of the
nozzle, including the whole diode geometry before expansion. The
reservoir before the nozzle is not simulated in order to reduce the
high-pressure region, which would increase the computational time
by orders of magnitude. Furthermore, the full nozzle, that is to say
the hollow and the jaws, is taken into account while only a limited
part of the space in the vacuum chamber is simulated. The inlet
boundary condition is mainly determined by the stagnation
density, the whole nozzle (including the electrodes and the ceram-
ics) is set as a wall, and a deletion patch is assigned to the limits of
the vacuum chamber. The outlet boundary (the side perpendicular
to the expansion) is linked to a density corresponding to the exper-
imentally measured pressure. The structured mesh is typically com-
posed by quadrilaterals cells of 100 μm side length. As described
earlier, the ratio between the length and the width of the nozzle is
large, and therefore, the nozzle width is considered infinite in the
model. This simplification speeds up the calculation as one dimen-
sion can be discarded. In a similar way, only half of the expansion
is computed given the existing mirror symmetry. A number of 1010

equivalent particles and time steps of 10−8 s are found to provide a
realistic simulation of the expansion for a reasonable computational
time.

B. Plasma model

Two different models, the PIC24–26 and the plasma fluid
model,27–29 are commonly used to numerically study MHCD
plasma in two dimensions. The PIC method is the main approach
that can directly solve the Maxwell field and Newton–Lorentz
motion equations by a finite difference together with a finite size-
particle method46 used to represent a set of actual charged parti-
cles.47 The particle model considers the motion macro-particles, so
it reflects the motion of the actual plasma best. However, in a long-
term numerical simulation, the large number of particle motions
leads irrevocably to a rapid increase in the calculation time. For our
selected experiments, the plasma dynamics is not relevant as the
spectrum in the non-steady regime is not captured by the spec-
trometer. This work only focuses on steady conditions. The plasma
fluid model, on the contrary, studies the properties of plasma in a
large spatial and temporal range from a macro perspective. Thus,
here the latter model has been implemented as it offers a reliable

approximation associated with a reasonable calculation time. The
plasma fluid model’s governing equations include the continuity
equation of the particles, the electron energy balance equation, and
the Poisson equation.48 In this study, we use a two-dimensional
self-consistent plasma extended fluid model49 based on a finite ele-
ments method to simulate our plasma. The simulations are per-
formed using COMSOL (6.1) multi-physics software through the
plasma module.50

In the simulations, two species are taken into account: elec-
trons (e) and atomic argon in its ground (Ar), excited (Ar*), and
cationic (Ar+) states. The excited Ar* represents the four levels in
the 4s (1s according to Paschen notation) manifold of argon. The
argon collisional reactions used in this work are listed in Table I.
The electron energy distribution function (EEDF) is calculated by
the two-term Boltzmann equation in each calculation time step.51

The nozzle dimensions have already been introduced in Fig. 1.
The vacuum chamber simulation area is represented by a
12 × 30mm rectangle. Only half of this area is actually computed
as the expansion shows a symmetry plane along its axis. On the

FIG. 2. Evolution of the SEY values set in our simulation (top panel) as a func-
tion of the reservoir pressure and the corresponding jaws’ currents (middle
panel) and voltages (bottom panel).

TABLE I. Collisions and reactions used in the plasma fluid model.

Reaction Formula Type
Δε
(eV)

1 e + Ar→ e + Ar Elastic 0
2 e + Ar→ e + Ar* Excitation 11.5
3 e + Ar*→ e + Ar Superelastic −11.5
4 e + Ar→ 2e + Ar+ Ionization 15.8
5 e + Ar*→ 2e + Ar+ Ionization 4.24
6 Ar* + Ar*→ e + Ar + Ar+ Penning ionization …
7 Ar* + Ar*→Ar + Ar Metastable quenching …
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y-axis, the size of the chamber is set to be the same as the jaw
width of 15 mm. For the x-axis, the plasma expansion area is taken
as 12 mm.

In addition to the internal mesh where the influence of both
the plasma and the potential produced by the electrodes is taken
into account, the jaws themselves are also considered where only
the electrostatic solver is used. The surface of the cathode is set as a
metal connected to the ballast resistor.

The ion-induced secondary electron yield (SEY) on the
cathode surface depends on multiple factors, such as the reduced
electric field E/n, discharge gas, and, in particular, the electrode
material and its surface condition.52,53 Our electrodes are made of
stainless steel. To our knowledge, there exists no accurate experi-
mentally derived argon/stainless steel SEY in the operating range of
our reduced electric field. In spite of a sharp pressure gradient
along the cathode surface, SEY is set as a constant to simplify the
calculation and is adjusted to retrieve the current density and
voltage on the cathode to fit the experimental values. Thus, here
the SEY is ranging between 1 × 10−5 and 2 × 10−4 depending on
the reservoir pressure (see Fig. 2).

Figure 2 shows the numerical and experimental voltage and
current evolution along with their associated SEY values as func-
tion of the reservoir pressure when maintaining a steady DC
voltage at negative 1.4 kV. Experimentally, as expected, the current
(I) increases linearly with the pressure while the voltage on the jaws
(V) decreases with the reduction of the mean-free-path of electrons.
Only the simulation associated with a reservoir pressure of 90 mbar
diverges from this behavior, and this may be caused by a limitation
of the fluid model to describe the discharge at low pressure.54 For
this specific case, the SEY has been determined by linearly extrapo-
lating the values at higher pressure because there exists no suitable
value to reproduce the current density under this condition. The
rest of the simulated data is in very good agreement with the obser-
vational data.

Except for the cathode and the outlet, the rest of the boundar-
ies are set to de-excite argon through collisions. The anode is
grounded, and the vacuum chamber boundary is set to the
Neumann condition to mimic a larger vacuum region. As discussed
later in the article, this latter boundary condition may lead to an
unrealistic electron density distribution in the vicinity of the limit
of the mesh. However, its influence on the upstream measured area
is expected to remain limited.

Due to the strong gradients of charged particles’ density and
fields’ intensity inside the hollow, the mesh corresponding to the
nozzle is denser than that of the chamber with a typical maximum
cell length of 2 × 10−5 m compared to 2 × 10−4 m in the chamber.
The whole mesh is built from ten thousands of quadrilateral cells.
An electrostatic field solver, implemented in COMSOL software, is
used to first calculate the electric field associated with electrons
and ions of different energies. These electrons and ions are then
used to compute the production of excited species according to
their excitation energy reported in Table I. In turn, the newly pro-
duced ions influence the initial electric field distribution through
the drift diffusion equation. This process is repeated at each time
step, as summarized in Fig. 3, until the convergence criteria are
reached, that is to say, when the residue of electron density is
below 1 cm−3.

IV. SIMULATION RESULTS

Besides the simulation of the P2DN plasma, the goal of this
study is also to characterize the highest density regions of the dif-
ferent species involved in order to better understand chemical pro-
cesses occurring in this system when hydrocarbons are injected
alongside argon. To characterize the electron (e), ion (Ar+), and
excited argon (Ar*) densities and temperature distributions, the
plasma model described in Sec III B has been combined with the
DSMC simulation as presented in Sec. III A. As we probe a
quasi-steady plasma that is fully developed, the results presented in
this section correspond to the situation when the time-dependent
simulation has converged. In the following, only the simulation
results for the expansion associated with a reservoir pressure of
450 mbar is presented. The different pressures used in this study
(from 90 to 905 mbar) do not significantly modify the flow or the
plasma structure in the region close to the nozzle output that we
are studying. The main noticeable change arises from the different
argon densities (and therefore their excited and ionized states form
along with the electron densities) that can be basically scaled up or
down from the 450 mbar reservoir pressure reference study pre-
sented below.

A. Supersonic expansion simulation results

The results of the simulation are shown in Fig. 4 and follow
the use of the dsmcFoam+ solver45 implemented within the
OpenFOAM toolbox.44 The upper panel shows the cross section of
the nozzle and flow expansion, and the color coding indicates the

FIG. 3. Flow chart of the plasma fluid model used in this article.
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Mach number. The evolution of thermodynamical properties—
density, temperature, collision frequency, and pressure—along the
flow axis is shown in the lower panel. From this, it becomes clear
that once the gas leaves the nozzle orifice, there is a steep drop in
density and density-related properties, such as pressure and colli-
sion rate. The adiabatic nature of the expansion causes the kinetic
temperature to drop below 10 K. At 10 mm from the output of the
nozzle, corresponding to the center of area probed by our emission
spectrometer, the density and the kinetic temperature are around
2 × 1016 cm−3 and 15 K, respectively. The behavior of the thermo-
dynamical properties has been checked by comparison to DS2V
software developed by the pioneer of the DSMC method39 and
empirical models.55

As the excited/ionized species represent only a fraction of the
neutral gas density, the overall structure of the modelled expansion
is very similar to the real plasma expansion. Figure 5 highlights the
region and the two thermodynamical parameters, the density and
the kinetic temperature, used by the plasma model, whose outputs
are represented in the following figures.

B. Plasma numerical results

1. Voltage potential (U), electrical field intensity (E),
and reduced electrical field intensity (E/n)

In our experiments, the output voltage of the pulse power gen-
erator is set at −1400 V. The overall quasi-neutral plasma shows a
locally positively charged region close to the electrodes called the
cathode fall or plasma sheath.56 This region is clearly visible on the
2D potential distribution in Fig. 6(a) as it corresponds to the abso-
lute voltage drop in the chamber near the cathodes. The isovalues

of the potential follow the geometry of the jaws and decrease as a
function of distance to the nozzle. The extent of the plasma sheath
is around a few hundreds of micrometer from the jaws tip close to
the flow axis and longer than 10 mm at the limit of the simulation
in the y-axis (y = 15 mm). The net positive charge density within
the sheath leads to a potential profile that falls sharply from
−1210 V near the cathode surface in the plasma region. This
sheath confirms that the plasma is at steady condition.32 The elec-
tric potential upstream the anode plates is close to zero because of
the nozzle geometry. The low absolute voltage potential (nearly
zero volts) observed in the other regions is because the plasma is
quasi-neutral, and thus, there is almost no net charge.

Out of the cathode fall region, within the residual gas of the
vacuum chamber, the electric field intensity presents a relatively
small gradient as can be seen in Fig. 6(b). In Fig. 6(c), the reduced
electric field distribution indicates that the discharge is facilitated at
steady-state condition in the plasma sheath area. Indeed, an inten-
sity maximum can be found at the two angles of the jaws’ geome-
try, which is due to a local field enhanced effect. These high
electric field strength regions maintain the plasma without influ-
encing the expansion. Low reduced electric field strength, observed
inside the hollow and in a lesser extent within the isentropic core,
arises mainly from the low electric field strength in these areas.

The increase in electrical intensity along the boundary in
Figs. 6(b) and 6(c) beyond 12 mm from the nozzle output is the
result from the boundary conditions, as described in Sec. III B.

FIG. 4. Supersonic expansion modeling from a DSMC approach. The flow
structure within the vacuum chamber is represented by the distribution of the
Mach number (upper panel). The evolution of density (red), temperature (blue),
collision rate (green), and pressure (orange) as a function of distance along the
flow axis (represented as white dots in the upper panel) is plotted in the lower
panel.

FIG. 5. Zoom-in on the flow simulation presented in Fig. 4 showing the region
of interest for plasma modeling. The argon density distribution and translational
temperature, the only two thermodynamical parameters required for the plasma
fluid model, are plotted in the upper and lower panels, respectively.
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2. Particle density distributions and electron
temperature

a. Electron density. The electron density distribution, pre-
sented in Fig. 7(a), shows a maximum along the flow axis between
the cathode and anode referred to as the cathode–dielectric–anode
(CDA) region. As mentioned earlier, the argon density inside the
hollow is much higher than downstream from the nozzle orifice.
Our simulation results highlight that a higher argon density
increases the electron concentration due to the secondary emission
of electrons produced by ionizing collisions. Thus, the electron
density in that area is about one order of magnitude higher
(1013–1014 cm−3) than observed inside the isentropic core.

The presence of electrons upstream of the CDA region is due
to a diffusion effect in the hollow, as there is no voltage potential to
influence the electron displacement. The electron density in the
cathode fall region is also very low as it is repelled by the electric
field. In the isentropic core, the ionization rate drops as the electric
field intensity and argon density decrease with the distance from the
nozzle output. This also leads to a progressive reduction in the elec-
tron density (summarized in Fig. 7 showing ne along the flow axis).

Compared with the previous studies on a similar setup by Broks
et al.,17 our cathode jaws are shifted by 0.6mm outward from the slit
aperture of the dielectric plate, while in Broks et al., it is the anode that

is shifted 0.1mm inward. In both studies, the concentration of elec-
trons is higher at the center of the CDA region, but this slight geome-
try difference modifies its distribution on the y-axis. In our study, this
maximum is found on the flow axis, while in the case of Broks et al., it
lies closer to the insulator plate although our lower mesh resolution
could explain this difference. Finally, if we restrain our comparison to
the flow axis (x-axis) only shown in Fig. 7, the evolution of the electron
density turns out to be maximum at 250 μm after and 700 μm before
the nozzle output in Broks et al.17 and in our work, respectively.

b. Electron temperature. The electron temperature distribution
shown in Fig. 7 corresponds to the mean electron energy. Within
the cathode fall region, this electron temperature (around 100 eV)
is much higher than any other regions. The electron temperature
along the flow axis in the isentropic core of the plasma jet (the red
line in Fig. 7) is around 4 eV, a typical value for a low-temperature
plasma. Therefore, the ionization taking place within the isentropic
core arises mainly from the excited argon states even if the fewer
but higher energy electrons of the Boltzmann distribution are likely
to directly ionize the argon from its ground state.

c. Ion density. Overall, along the flow axis, the number density
of Ar+ and its evolution is very similar to what has been observed for

FIG. 6. Diagram showing (a) voltage potential, (b) electrical field intensity, and (c) reduced electric field at steady-state condition of −1400 V for the nozzle geometry and
conditions as described in the text.
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FIG. 7. (a) Electron, (b) argon cation, and (c) metastable argon densities’ distribution along with (d) electron temperature a t steady-state condition.
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the electrons [see Figs. 7(b) and 8]. Considering that Ar+ is assumed
to be the only cation present, this is directly linked to the conservation
of space charge. The region upstream the CDA diverges from this
trend by showing a higher cation density compared to its electron
counterpart. This region is, in fact, associated with a constant Ar+

density resulting from an electric force drift phenomenon. While the
electrons are attracted to the anode surface, the Ar+ is pushed away.

As mentioned above, the large difference between nAr
+ and ne

in the sheath region is a result of a self-consistent electric field.
Cations are concentrated to the cathode surface by the electric field
force, while the electrons are repelled by this same force generated
by the negative high-voltage cathode and move outward. Moreover,
as the mass of an argon cation is orders of magnitude larger than
that of an electron, the resulting velocity differences explain the
existence of regions that are locally not neutral.

d. Excited argon density. The spatial distribution of Ar* parti-
cles is presented in Fig. 7(c). Since Ar* is not affected by the electric
field, its distribution is influenced by the argon density and by elec-
tron temperature below the ionization threshold. Along the flow axis,
compared to the charged species, the density of Ar* decreases rela-
tively slowly and remains more than two orders of magnitude higher
(see Fig. 8). This finding is interesting as Ar* is thought to play a
major role in the first stage of chemical processes through the ioniza-
tion of complex hydrocarbon by soft Penning ionization.14 The high
number density of Ar* in the CDA region and the beginning of the
isentropic core provides sufficient number density for collisional
reactions, which could explain the PDN efficiency in producing large
number densities of various transient species.

V. EXPERIMENTAL DATA AND COMPARISON WITH
SIMULATION

A. Spectrometer

The P2DN is mounted horizontally with its slit parallel to the
optical axis to probe the plasma by means of optical emission

spectroscopy (OES). The distance between the slit and optical axis
used here is 10 mm. The plasma is monitored in emission through
a MgF2 window, and light is collimated by two lenses before it
enters a broadband spectrometer through an optical fiber. This
Czerny–Turner-type spectrograph (Andor Shamrock SR-750) dis-
perses the plasma emission by an 1800 lines/mm holographic
grating offering 20 nm bandpass (covering 300–950 nm) with a res-
olution of 0.03 nm. Light is detected by a Newton CCD detector
(2048 × 512 pixels of 13.5 μm). The spectrometer has been cali-
brated in spectral sensitivity and wavelength by Andor, and only
small variations were noted over time. An optical mechanical
shutter is positioned behind the exit window to guarantee that
measurements are only taken during plasma operation in order to
effectively increase the duty cycle (Fig. 9).9

During a measurement, the trigger of the valve is synchro-
nized with the optical mechanical shutter and the pulsed power
generator switch. The gas pulse is monitored by measuring the
voltage on the electrodes. The characteristic voltage bump
induced by the discharge over the expanding gas versus time is
adjusted to coincide with the light signal detected by a separate
photodiode for synchronization.10 The CCD camera gathers the
emission from the plasma during 10 cycles of 20 s each to gener-
ate a spectrum. To reduce the contribution of ambient light and
select only light generated by the plasma, the setup is fully
shielded by black curtains during operation. It should be noted
that the signal observed in this work originates from integration
of a larger region in the plasma expansion. Basic in situ character-
ization showed that the OES collection area is a circular region
with a radius of roughly 5 mm [see Fig. 1(c)], meaning that we
integrate over different temperature and density regions. This size
is determined by the aperture of the windows and the lens system
and optics sending the light into the fiber and the center of this
circular area coincide with one of the windows. In the case pre-
sented here, the light is collected 10 mm away from the nozzle
output. The emission is recorded during the experiments in the
stable discharge regime where the plasma dynamics process has
reached a plateau, ensuring the plasma is probed in a steady-state
condition.

B. Experimental results

Hereafter, the electron temperature and density derived from
the model presented above are compared with experimental results
obtained for different reservoir pressures. An experimental valida-
tion of the numerical approach will give confidence in the
DSMC-extFM to reproduce accurately the supersonic plasma
expansion generated in our lab and, thus, understand and optimize
the physical process of such environments.

As mentioned above (see Sec. IV B 2), most of the processes
are expected to occur inside the hollow. Although an accurate
experimental characterization of this area is highly needed, the
geometry and the size of the nozzle do not allow direct optical
access. Thus, here the downstream emission spectra of supersonic
expansion are used as a proxy to validate the numerical model and
in turn to achieve indirectly a confidence verification of the plasma
parameters in the CDA region. The electron temperature and
density are two parameters playing a major role in the plasma

FIG. 8. Diagram showing the electron density (ne), argon cation density (nAr þ ),
excited argon density (nAr� ), and electron temperature (Te) along the flow axis
extracted from the 2D distributions presented in Fig. 7.
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environment, and if these are well reproduced, we expect that the
distribution of excited and ionized argon will be valid as well.

To describe a plasma, different simplifications can be made
depending on the ionization ratio and pressure of the environment.
While at low pressure (<1 Pa) and ionization rate (<10−5), a corona
model is sufficient to describe the depopulation processes, through
spontaneous radiation,57 at higher pressure and ionization rate,
where the depopulation of the excited states is dominated by the
atom–electron collision reactions, a Boltzmann fitting is usually
performed. In the current case, our plasma could not be sorted in
either of these extreme simplifications and a complete collisional-
radiative (CR) model is required to extract information from the
emission spectra presented in Fig. 10.

The CR model developed here has been inspired by Zhu
et al.33 who introduced a well-described approach for low-
temperature argon plasma based on the evaluation of the escape
factor through a line-ratio method. This model remains relatively
simple as it relies on a set of fundamental assumptions: the electron
energy distribution function (EEDF) is described by a two-term
Boltzmann equation and the density of excited species is assumed to
be uniform across the measurement area. To further simplify the
approach, here, only the 2p population distribution is used as solution
of the rate balance equations of the CR model to retrieve the electron
density and temperature. The 1s level densities, necessary to evaluate
the 2p population processes, are determined through a line-ratio
method.58 Thus, the experimental determination of the electron tem-
perature and density is a three-step process starting with the extraction
of the 1s densities, then continues with the 2p relative populations
and ends with adjusting the plasma parameter in the CR model to
match the density of 2p levels as determined experimentally.

The direct determination of the 1s population concentration
from the experimental spectra is made possible thanks to the reab-
sorption process occurring in most of the plasma environments
(even at low pressure) via the concept of the escape factor.59 Apart
from the intrinsic characteristic of the transitions, such as the spon-
taneous emission coefficient and the degeneracy factors of the
levels involved, this notion only depends on the density of the
lower level and the gas temperature through the determination of
the line shape that is dominated by the thermal agitation (Doppler
broadening). As the gas temperature has already been estimated
through a DSMC approach, only the density of the states involved
is to be determined. A line ratio approach, based on choosing
selected transitions to account for the different (de)excitation pro-
cesses, is particularly useful to cancel out the unknown variables
coming from the excited states (which will be treated in the next
step). In this study, the set of line ratios is similar to those used in
Ref. 60: 2p8→ 1s5:2p8→ 1s4, 2p6→ 1s4:2p6→ 1s2, 2p3→ 1s5:2p3
→ 1s2, 2p3→ 1s4:2p3→ 1s2 and 2p4→ 1s3:2p4→ 1s2. In addition to
their relatively high intensity, these transitions are well isolated
from other transitions that could disrupt their intensity determina-
tion. The 1s population distribution, thus, retrieved at different res-
ervoir pressure conditions is depicted in Fig. 12(a).

The metastable and resonance states have been sorted together
as they are sensitive to different excitation processes. The popula-
tion of the metastable states increases according to the total density
of the argon ground state except at 815 mbar, which will be dis-
cussed later in this article. The metastable populations are similar
even if 1s3 is slightly more populated independent of the pressure.
While the metastable states follow an expected behavior,61 the pop-
ulation of the resonance states show two unusual trends. First,

FIG. 9. Diagram of the experiment setup used in this work; Windows are made of MgF2; OMS is the optical mechanical shutter; PPG is the pulse power generator; MOS
is the metal–oxide–semiconductor field-effect transistor switch; Rb indicates the ballast resistor; C represents the set of capacitors. The red line represents the line con-
nected to the negative high voltage output; the blue line represents the line grounding. The Andor spectrometer is used to disperse and detect the plasma emission.
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although their excitation processes are similar, the 1s2 level is
clearly more populated than 1s4. Second, as the pressure increases,
the radiative decay should be counterbalanced by the trapping
effect leading to an increase in their population with respect to the
metastable states.62 Yet, here the resonant state densities remain
stable over the pressure range studied in this paper. Although
further investigation is required to understand this observation, an
uneven population distribution within the resonance levels may
hint to a non-steady state as the 1s levels adapt slowly to change of
electron temperature.63

These 1s densities are then used to determine the relative ones
of the 2p states through a line-ratio approach where a least squares
method is used to solve a system of 109 equations, including all the
workable 2p to 1s transitions that we could retrieve from the spec-
trum shown in Fig. 11. As for the 1s populations, the 2p relative
densities, shown in Fig. 12, associated with different reservoir pres-
sures, are sorted in different groups according to their sensitivities
to the (de-)excitation processes.33 The first group includes 2p1 and
2p5 levels that are associated with large electron impact excitation

rate coefficients per degeneracy degree from the ground state. The
decrease in their population (especially for 2p1) over the pressure
(except at 815 mbar) relative to the other groups is directly related
to the diminution of the electron temperature. The second (2p3,
2p7, and 2p8) and third (2p4 and 2p9) groups present a large excita-
tion rate coefficient from the resonance and metastable energy
levels, respectively. Their evolution, as function of the pressure,
follows their corresponding 1s levels. The group linked to the reso-
nance levels remains rather unchanged, while the one related to the
metastable states sees its population increasing. The last set of 2p
levels includes 2p2, 2p6, and 2p10 and is characterized by relatively
small atomic collision population transfer rate coefficients.34

Overall, in the 2p population distributions of our plasma, the 2p1
level shows the largest population, which clearly differs from well-
characterized plasma such as EBP,33 ICP,34 CCP,35and SRR.36 As
2p1 is associated with a relatively high electron impact excitation
rate coefficient from the ground state compared to the other excita-
tion pathway, this suggests that, in P2DN system, the ground-state
excitation is the dominant process.

The distribution and evolution over the pressure range of the
population in the four 2p levels groups indicate the complexity of
the dynamic process in our supersonic plasma expansion and
mainly result from the evolution of the electron temperature and to
a lesser extent from the density.

These 2p population distributions are used as the solution of
the rate balance equation where the electron temperature and
density are determined through a least square method. The rate
balance equation includes all the main (de)excitation processes
observed in a plasma except the ionization pathways and atomic
collisions that are both negligible in our pressure (∼10 Pa) and ion-
ization ratio (∼10−7) conditions. Thus, the CR model includes the
electron impact (de)excitation involving the ground state, 1s and
2p levels, and electron impact population transfer between 2p and
2s3d levels, along with the radiation decay and trapping effect. In
fact, as the absolute density of the 2p levels is required to describe
some of the excitation process, the CR model proceeds in two

FIG. 10. Emission spectra of argon from the supersonic plasma expansion
recorded 10 mm away from the nozzle output for seven different reservoir pres-
sures (from 90 to 815 mbar).

FIG. 11. The optical transitions used in the collisional-radiative model in this
work. The arrows refer to the optical transitions.
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steps. A first estimation of the electron temperature and density is
used to obtain a good guess of the density of the 2p states, and
then, these densities are used in the model to recalculate the best fit
for the electron density and temperature. The process is repeated
until the parameters have reached the convergence criteria.

As shown in Fig. 13, the electron temperature retrieved from
the experimental spectra through the collisional-radiative model is
in good agreement with the plasma simulation based on an
extended fluid model although it is slightly underestimated by the
simulation at high reservoir pressures. Only electron temperature
associated with a 815 mbar reservoir pressure show clear divergence
from the model, which is related to the non-realistic population
distribution of 1s population (and in consequence to the 2p distri-
bution also). Brief variation in our experimental conditions may
have impaired the data collection for this specific point.

Skipping the evaluation of the 1s population inside our CR
model leads to another drawback. In the low-pressure condition,
the model becomes insensitive to the electron density as all the
main excitation processes are proportional to this density.63 Thus,
the densities provided by the CR model are unrealistic below
450 mbar reservoir pressure. The better agreement between the
numerical and experimental characterization for the electron
density at higher pressures is due to the electron impact population
transfer, which is no longer negligible for the lowest energy levels
of the 2p manifold. It should be noted that due to its lower impor-
tance in the 2p population fitting, the electron density uncertainty
given by the code is unrealistically low and the overall uncertainty
of the characterization is in fact fully held by the electron tempera-
ture as both parameters are evaluated in parallel.

From these findings, we conclude that the main process turns
out to be the electron impact excitation from the lower levels
(ground state and 1s levels), while the electron impact population
transfer only plays a role at the higher pressures studied here. The
de-excitation by radiation tends to be compensated by radiation
trapping in our pressure range. As expected, the electron tempera-
ture decreases as the pressure increases, but this temperature is still
high enough to ionize the more abundant neutral gas in a two-step
process leading to an increase in electron density.

This simple CR model is sufficient to validate our numerical
approach. Further improvements are possible, though, and would

FIG. 13. Synthetic (red) and experimental (blue) evolutions of (a) electron tem-
perature Te and (b) electron density ne for different reservoir pressures at a
position 10 mm away from the nozzle output.

FIG. 12. Population distribution of 1s and 2p levels from the OES measurement
for five different reservoir pressures. n and g are the population density and the
degeneracy degree of the designated levels. The values of n2p/g2p are normal-
ized to 100.
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need to address the 1s excitation step within the CR model to deal
with the unrealistic electron density at low pressure. A better accu-
racy could be reached by taking into account the non-uniform dis-
tribution of the excited species over the volume covered by the
spectrometer. For this purpose, another approach that eliminates
the escape factor could be implemented.64 Finally, adding currently
missing kinetic processes may enable a more accurate description
of the (de)excitation processes even under higher pressure condi-
tions. Experimentally, a time-dependent study of the evolution of
the 1s population through a line-ratio method may explain the
unusual distribution of the resonance states populations, which, in
turn, could enhance the numerical approach by following the kinet-
ics during a gas pulse.

V. CONCLUSION

In this study, we have developed a numerical approach to sim-
ulate a micro-hollow cathode discharge coupled with supersonic
Argon expansion. The association of a plasma extended fluid
model with a direct simulation Monte Carlo to describe the rarefied
gas leads to parameters of the plasma at any location of the flow. In
parallel, a homemade collisional-radiative model allowed for
extracting the electron temperature and density from experimental
spectra recorded through emission spectroscopy, sampling the
plasma region downstream of the orifice inside the vacuum
chamber. The supersonic plasma is produced in the lab with an
updated version of an established plasma expansion setup (P2DN)
using a piezostack valve allowing for an accurate control of the res-
ervoir pressure. A good agreement between the in situ observations
and its synthetic counterparts is found over a wide range of pres-
sures. Only the electron density at low reservoir pressure
(<500 mbar) diverges from the numerically expected values. This
expected discrepancy arises from an inherent weakness of our CR
model, which will be addressed in a future work. These experimen-
tal findings in line with the numerical results give an assuring
degree of confidence about the entire approach and, thus, lead, in
particular, to a better understanding of the conditions within the
hollow, a crucial region for using such apparatus for complex
hydrocarbon chemistry studies. Indeed, the simulation highlighted
that in our typical operating conditions (−1400 V and 2 kΩ ballast
resistor), the maximum densities of electrons and ions occur right
before the nozzle output while the densest region for the excited
neutral species lies right after this aperture. The numerical
approach presented in this article will be used to better understand
the complex chemistry occurring within this type of supersonic
plasma when adding reactive precursors to the expansion. The ulti-
mate goal is to subsequently optimize plasma conditions for the
formation of new transient species of astrophysical interest, such
that they can be spectroscopically characterized.
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