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Abstract

Intratumour phenotypic heterogeneity is nowadays understood to play a critical role in disease progression and treat-
ment failure. Accordingly, there has been increasing interest in the development of mathematical models capable
of capturing its role in cancer cell adaptation. This can be systematically achieved by means of models compris-
ing phenotype-structured nonlocal partial differential equations, tracking the evolution of the phenotypic density
distribution of the cell population, which may be compared to gene and protein expression distributions obtained
experimentally. Nevertheless, given the high analytical and computational cost of solving these models, much is
to be gained from reducing them to systems of ordinary differential equations for the moments of the distribution.
We propose a generalised method of model-reduction, relying on the use of a moment generating function, Taylor
series expansion and truncation closure, to reduce a nonlocal reaction-advection-diffusion equation, with general
phenotypic drift and proliferation rate functions, to a system of moment equations up to arbitrary order. Our method
extends previous results in the literature, which we address via two examples, by removing any a priori assumption
on the shape of the distribution, and provides a flexible framework for mathematical modellers to account for the
role of phenotypic heterogeneity in cancer adaptive dynamics, in a simpler mathematical framework.
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1 Introduction

Intratumour heterogeneity is increasingly understood as a primary determinant of disease progression and therapeutic
response in solid cancers [15, 57, 60]. While this heterogeneity has long-been viewed through the lens of clonal
differences, recent experimental and clinical studies have implicated non-genetic heterogeneity as a driver of drug
resistance and treatment failure [7, 43, 52]. The Epithelial-Mesenchymal Transition (EMT) is a well-studied example
of non-genetic resistance [43, 73], although a multitude of other examples exist, including adaptive rewiring of
the mitogen activated protein kinase pathway [52], and drug tolerant persisters in non-small cell lung cancer [40,
71]. Alongside its role in the development of drug-resistance, non-genetic plasticity is at the core of metabolic
and morphological changes of cancer cells, facilitating their survival in harsh environments and their metastatic
spread [61, 72, 81].

Recent studies indicate that epigenetic regulation of genetically identical cancer cells induces a reversible drug-
tolerant phenotype that expands during anticancer therapy [47, 70]. In particular, transcriptomic data has identified
reversible phenotypic changes that drive the development of resistance to targeted anti-cancer therapies and are
mediated by a number of complex physiological factors [47, 70]. Indeed, recent advances in multi-omics techniques
have illustrated the complex dynamics of gene and protein expression that drive phenotypic plasticity [25, 82].
This ability to characterise population-level phenotypic plasticity permits a deeper understanding of evolution of
non-genetic intratumour heterogeneity and the population distribution in phenotypic space. Consequently, these
experimental advances facilitate the development of mathematical models designed to capture both the shape and
evolution of the phenotypic distribution of cancer cells.

Accordingly, there has been increased interest in the development of mathematical models to characterise the
role of phenotypic heterogeneity in drug resistance and tumour progression [31, 59]. A variety of deterministic and
stochastic modelling frameworks have been proposed to study the evolutionary dynamics of phenotype-structured
populations [5, 20, 42, 77]. Many existing models of phenotypic plasticity have focused on characterising the
dynamics of a fixed and finite number of phenotypes, with transitions between these discrete states corresponding
to an evolutionary game [33, 46, 48, 88]. This discrete-phenotype framework is particularly common in the study
of cancer treatment and relies on the assumption of the existence of drug-sensitive and drug-resistant subpopula-
tions [18, 33, 74]. However, as the role of continuously increasing levels of drug resistance has become apparent
in driving treatment response, there has been increased interest in understanding the adaptive dynamics that drive
short-term phenotypic adaptation in response to, for example, the application of chemotherapeutic drugs. Moreover,
the relevance of capturing phenotypic variants on a continuum extends beyond the study of the development of drug
resistance, as phenotypic changes in cells are mediated by variations in the level of expression of relevant genes and
proteins, which are indeed measured on a continuum.

Dieckmann and Law [35] proposed an adaptive dynamics framework to explicitly capture the dynamics of the
continuous adaptation of the mean phenotypic state, with population level heterogeneity captured by means of
stochastic fluctuations in phenotypic space, specifically focusing on ‘mutation-selection’ dynamics which are eas-
ily transferable to the study of cancer [1, 58]. Moreover, their derivation of the dynamic of the mean evolutionary
path inspired many deterministic studies, generally more amenable to analytical investigations [4, 42], of adaptive
dynamics relying on the simplifying assumption of a monomorphic population [32, 58, 84]. These models often
comprise a system of ordinary differential equations (ODEs) that model the evolution of both the population size
and the mean trait m1(t). Nonetheless, as increasing importance is being attributed to population-level heterogeneity,
we focus on deterministic frameworks providing a mean-field macroscopic description of stochastic, individual-cell
dynamics, that do not rely on the limiting assumption of a monomorphic population.

Such a complementary modelling approach describes the time-evolution of the entire phenotypic density dis-
tribution, denoted p(t,x). The dynamics of the population, which is continuously structured by the variable x in
phenotypic space, are described by a nonlocal partial differential equation (PDE) which typically takes the form of a
reaction-advection-diffusion equation. This framework explicitly captures the continuous phenotypic adaptation of
the population while preserving information on population-level heterogeneity, and is becoming increasingly com-



3

mon as experimental advances allow for direct characterisation of cancer cell phenotypes. For example, Almeida
et al. [3] and Celora et al. [21] leveraged time-resolved flow cytometry experiments to inform a structured PDE
model of adaptation to nutrient or oxygen deprivation. Notably, in these works the phenotypic state x is interpreted
as the level of expression of a certain gene or protein, although this need not be case [28, 30].

Although phenotype-structured PDEs carry increased biological relevance in the context of heterogeneous tu-
mours, they carry a set of challenges that do not apply to standard ODE modelling frameworks. In order to improve
their analytical and numerical tractability, particularly in view of model calibration with transcriptomics and pro-
teomics data, it is useful to reduce phenotype-structured PDEs to a system of ODEs for the moments characterising
the phenotypic density distribution p(t,x). This reduction allows modellers to use existing technical tools for ODE
models, such as tools for identifiability analysis, sensitivity analysis, and model parameterisation, while maintaining
the biological relevance and interpretability of the phenotype-structured PDE. This approach has been applied in
mathematical oncology [3, 6, 55, 83], generally building on the model reduction procedure developed by Almeida
et al. [2] and Chisholm et al. [27]. In these works, the authors showed that if the initial phenotypic density distri-
bution, with x ∈ R, is normally distributed with mean m1(0) and variance σ2(0), then under further restrictions on
the population net-proliferation rate and phenotypic drift rates, it is possible to obtain explicit ODEs for m1(t) and
σ2(t). However, while protein expression distributions may be approximately normal in some cases [3], the assump-
tion that the phenotypic trait x is unbounded and possibly negative is not, in general, compatible with biological data.
Moreover, the additional restrictions on the functional forms of terms relating to proliferation rate and phenotypic
drift in these studies reduce the model applicability to a limited range of biological scenarios.

In this paper, we propose a generalised method to reduce phenotype-structured PDEs modelling cell adaptive
dynamics to a system of ODEs for the moments characterising the phenotypic distribution p(t,x). Our method
allows us to extend the analysis presented in [2, 27, 55] by:

(i) relaxing the assumption of an unbounded phenotypic space, thus working in a more biologically relevant
phenotypic domain;

(ii) removing all a priori assumptions on the shape of the distribution;
(iii) removing the additional restrictions on the phenotypic drift and net proliferation rate terms.

The model reduction procedure relies on the use of the moment generating function of the phenotypic distribution
and techniques such as Taylor series expansion and moment closure that have previously been used in the stochastic
modelling literature [36, 37, 51, 69, 87]. We thus obtain a system of ODEs for the moments characterising the
phenotypic density distributions up to an arbitrary order.

The remainder of the manuscript is structured as follows. After introducing the general phenotype-structured
reaction-advection-diffusion equation in Section 2, we demonstrate the model reduction procedure in Section 3,
compare results with several examples from the extant literature in Section 4, before concluding with a discussion
in Section 5.

2 A general phenotype-structured PDE model of cell adaptive dynamics

Let p(t,x) denote the phenotypic distribution of the population at time t, i.e. the density of cells in the phenotypic
state x ∈ Ω ⊂R at time t ∈R⩾0, with Ω := [l,L] (l < L) a compact and connected set. The population size at time t,
P(t) is obtained by integrating over all possible phenotypes and is given by

P(t) =
∫

Ω

p(t,x)dx. (1)

We consider p(t,x) satisfying the following PDE

∂t p(t,x)−β∂
2
xx p(t,x)+∂x

[
V (t,x)p(t,x)

]
=

(
f (t,x)− P(t)

κ

)
p(t,x), (2)
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for t > 0 and x ∈ Ω. Eq. (2) is complemented with no flux boundary conditions, i.e.

β∂x p+V (t,x)p = 0 for x ∈ ∂Ω, (3)

where we denote by ∂Ω the boundary of Ω, and the initial condition

p(0,x) = p0(x)⩾ 0, with
∫

Ω

p0(x)dx > 0, (4)

where p0(x) denotes the phenotypic distribution at time zero.

The second term on the left-hand-side of Eq. (2) models spontaneous phenotypic changes as a diffusive flux [26,
27, 29] with coefficient β ⩾ 0. The third term on the left-hand-side of Eq. (2) models environment-driven phenotypic
changes by an advection term [3, 22] with velocity V (t,x), the time-dependency of which is likely mediated by some
environmental factor denoted by c(t) ⩾ 0, i.e. V (t,x) ≡ V (c(t),x). The reaction term on the right-hand-side of
Eq. (2) models phenotype-dependent cell proliferation and death as in the non-local Lotka-Volterra equation [64].
The phenotype-dependent intrinsic growth rate f (t,x) is likely mediated by some environmental factor c(t), i.e.
f (t,x)≡ f (c(t),x), while the rate of death due to competition for space depends on the population size P(t), defined
in (1), and the coefficient κ > 0.

We assume that the functions f (t,x) and V (t,x) are continuous in x at each point in time, i.e.

f (·,x) ∈C0(Ω) and V (·,x) ∈C0(Ω). (5)

Models comprising PDEs in the form of Eq. (2) can be formally derived from stochastic individual based models
in the continuum, deterministic limit, see for instance [23, 24, 27, 77] and references therein. In particular, the
diffusion and drift terms emerge as the macroscopic deterministic description of a biased random walk [27, 56, 77].
In the stochastic and statistical literature, the left-hand-side of Eq. (2) is usually thought of as a Fokker-Planck
equation (or equivalently, a Kolmogorov forward equation) [45], which arises as the governing equation for the
probability density function of a set of non-interacting particles undergoing a biased diffusion process in x.

Remark 2.1. The phenotypic state x of a cell can be interpreted directly as the cellular level of expression of some
gene and/or protein which mediates the observable characteristics and behaviour of the cell, relevant to the specific
problem of interest. Due to natural biological constraints, gene and protein expression levels live in a bounded
domain, as already clarified in the Introduction, motivating the choice of Ω := [l,L] ⊂ R. The value of l and L,
i.e. the lowest and highest gene/protein expression levels realistically admissible, should be carefully selected by
the modeller and inferred from biological data. In practice, these bounds encompass the entirety of the observable
data. Consequently, gene/protein expression levels outside Ω are expected to be biologically infeasible and can be
neglected.

3 Reduction to a system of ODEs characterising the phenotypic distribution

The structured PDE (2) captures the dynamics of the density of cells in phenotype-space. However, the density
of cells at a given phenotype is unlikely to be the object of experimental or clinical interest. Rather, the evolution
of the population size and distribution in phenotypic space is relevant for understanding phenotypic adaptation.
Consequently, we now develop a system of ODEs to characterise the population distribution in phenotypic space.
We begin by considering the size of the total population, P(t).

3.1 The total cell population

The population size P(t) only depends on time due to the integration over phenotype space. We can therefore derive
an integro-differential equation for the population size P(t).
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Lemma 3.1. Let p(t,x) satisfy Eq. (2), along with boundary conditions (3), initial conditions (4) and definition (1).
The population size P(t) evolves according to the integro-differential equation

d
dt

P(t) =
∫

Ω

f (t,x)p(t,x)dx− P2(t)
κ

, (6)

complemented with the initial condition

P(0) =
∫

Ω

p0(x)dx > 0. (7)

Moreover, under assumption (5), we have that

0 < P(t)⩽ P < ∞ ∀t ⩾ 0. (8)

Proof. Integrating (2) with respect to x over Ω, and interchanging integration and differentiation gives

d
dt

P(t) =
∫

Ω

∂x[β∂x p(t,x)−V (t,x)p(t,x)]dx+
∫

Ω

(
f (t,x)− P(t)

κ

)
p(t,x)dx,

where we have also used definition (1). Applying the boundary condition (3), and again using (1), immediately gives
Eq. (6). The initial condition (7) can be obtained by integrating the initial condition (4) directly. The strict positivity
of P(0) follows directly from the assumption imposed on p0(x) in (4).

Assumption (5) ensures that
fm ⩽ f (·,x)⩽ fM ∀t ⩾ 0,

by the Boundedness Theorem. Then, from (6), the following inequality holds

d
dt

P(t)⩽ fM

∫
Ω

p(t,x)dx− P2(t)
κ

⩽

(
fM − P(t)

κ

)
P(t)

which, setting P := max(P(0), fMκ), gives the upper bound in (8). Similarly, we have

d
dt

P(t)⩾ fm

∫
Ω

p(t,x)dx− P2(t)
κ

⩾

(
fm − P(t)

κ

)
P(t).

We note that the lower bound for d
dt P(t) is a scalar logisitic differential equation. Thus, Gronwall’s inequality

immediately yields the strict positivity of P(t) for all t > 0.

3.2 The moment generating function

In Lemma 3.1, we derived an integro-differential equation for the population size P(t). However, this integro-
differential equation explicitly depends on the population distribution across phenotypic space. Rather than studying
this population distribution explicitly, we instead characterise p(t,x) by recasting this population density as a prob-
ability distribution in phenotypic space and studying the moments of this distribution. In what follows, we consider
the phenotypic distribution scaled by the total population size

p̂(t,x) =
p(t,x)
P(t)

. (9)

The distribution p̂(t,x) encodes a time-dependent probability measure µ(t) over phenotypic space. This measure
µ(t) has a Radon-Nikoydym derivative with respect to the Lebesgue measure λ given by the distribution p̂(t,x), i.e.

dµ

dλ
= p̂(t,x).
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Importantly, the combination of this measure µ(t) and the population size P(t) encode the biologically relevant infor-
mation of the phenotype-structured population p(t,x). Indeed, as p̂(t,x) has bounded support in phenotypic space,
the moments of µ completely determine the distribution. Furthermore, we can recover the population distribution
via

p(t,x) = P(t)p̂(t,x).

In what follows, we develop a system of ODEs to characterise the higher order moments of the distribution
p̂(t,x); Curto and di Dio [34] performed a similar analysis for the heat equation. To do so, we consider the moment
generating function of the distribution p̂(t,x), given by

M(s, t) =
∫

Ω

esx p̂(t,x)dx. (10)

We see from this definition that M(0, t) = 1 due to the scaling of p̂(t,x) by the total population size at all times t.
The higher moments of µ , where mk(t) denotes the k-th moment, are given by

mk(t) = ∂
k
s M(s, t)|s=0 k ⩾ 1, (11)

and we note that these higher moments are explicitly time dependent, as has been observed in other recent studies
[34]. As mentioned, the space of possible phenotypes is compact, so the sequence {mn(t)}∞

n=0 completely charac-
terises the probability distribution p̂(t,x).

Note that, using the definition (9), the evolution of the population size P(t) in Eq. (12) is given by

d
dt

P(t) =
(∫

Ω

f (t,x)p̂(t,x)dx− P(t)
κ

)
P(t). (12)

We note that P(t) thus satisfies a generalized logistic equation with growth rate and carrying capacity dependent on
the phenotypic distribution p̂(t,x). Thus, we now focus on the evolution of p̂(t,x).

3.3 A system of integro-differential equations for the moments of p̂(t,x)

Proposition 3.2. Let p(t,x) satisfy Eq. (2), along with boundary conditions (3), initial conditions (4) and defini-
tion (1). Then, the 0-th moment of p̂(t,x) defined in (9) is m0(t) = 1 for all t ⩾ 0 and, under assumption (5), the
moments mk(t) (k ∈ N, k ⩾ 1) satisfy the following system of integro-differential equations

d
dt

m1(t) =
[
−β [p̂(t,x)]|∂Ω +

∫
Ω

V (t,x)p̂(t,x)dx+
∫

Ω

x f (t,x)p̂(t,x)dx−m1(t)
∫

Ω

f (t,x)p̂(t,x)dx
]
,

d
dt

mk(t) = βk(k−1)mk−2(t)−βn
[
xk−1exs p̂(t,x)

]
|∂Ω + k

∫
Ω

xk−1V (x,c)p̂(t,x)dx

+
∫

Ω

xk f (x,c)p̂(t,x)dx−mk(t)
∫

Ω

f (x,c)p̂(t,x)dx k ⩾ 2,


(13)

complemented with initial conditions

mk(0) =
(

1∫
Ω

p0(s)ds

)∫
Ω

xk p0(x)dx (k ⩾ 1) (14)

and the identity m0(t) = 1 for all t ⩾ 0.

Proof. The proof of Proposition 3.2 relies on the use of the moment generating function of the distribution, intro-
duced in Eq. (10) of Section 3.2, to derive the higher order moments.
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Step 1: 0-th moment. It follows immediately from the definition of p̂(t,x) in Eq. (9) and the moment generating
function in Eq. (10) that m0(t) = 1 for all time.

Step 2: evolution of the moment generating function. We multiply (2) by esx and integrate with respect to x to find

∂t

[∫
Ω

esx p(t,x)dx
]
−

∫
Ω

(esx
∂x [β∂x p(t,x)−V (t,x)p(t,x)])dx =

∫
Ω

(
f (t,x)− P(t)

κ

)
esx p(t,x)dx.

Multiplying the first term by unity, i.e. by P(t)/P(t), and using definition (10) yields

∂t [M(s, t)P(t)]−
∫

Ω

(esx
∂x [β∂x p(t,x)−V (t,x)p(t,x)])dx =

∫
Ω

(
f (t,x)− P(t)

κ

)
esx p(t,x)dx.

The second term on the left-hand-side can be integrated by parts twice and, after imposing boundary condition (3),
this gives∫

Ω

esx
∂x [β∂x p(t,x)−V (t,x)p(t,x)]dx =−sβ [exs p(t,x)]|∂Ω +β s2M(s, t)P(t)+ s

∫
Ω

esxV (t,x)p(t,x)dx.

Altogether this gives

P(t)∂tM(s, t)+M(s, t)
d
dt

P(t) =− sβ [exs p(t,x)]|∂Ω +β s2M(s, t)P(t)+ s
∫

Ω

esxV (x,c)p(t,x)dx

+
∫

Ω

f (x,c)esx p(t,x)dx− P(t)
κ

M(s, t)m0(t).

Substituting (6) and diving by P(t)> 0, which is non-zero as proved in Lemma 3.1, we find

∂tM(s, t) =− sβ [exs p̂(t,x)]|∂Ω +β s2M(s, t)+ s
∫

Ω

esxV (t,x)p̂(t,x)dx

+
∫

Ω

f (t,x)esx p̂(t,x)dx−M(s, t)
∫

Ω

f (t,x)p̂(t,x)dx,

 (15)

where we used definition (9).

Step 4: the first moment. Differentiating (15) once with respect to s gives

∂t [∂sM(s, t)] =−β
(
[exs p̂(t,x)]|∂Ω + s[xexs p̂(t,x)]|∂Ω

)
+β

(
2sM(s, t)+ s2

∂sM(s, t)
)
+
∫

Ω

esxV (t,x)p̂(t,x)dx

+s
∫

Ω

xesxV (t,x)p̂(t,x)dx+
∫

Ω

x f (t,x)esx p̂(t,x)dx− [∂sM(s, t)]
∫

Ω

f (t,x)p̂(t,x)dx.

which, after setting s = 0, immediately gives

d
dt

m1(t) =−β [p̂(t,x)]|∂Ω+
∫

Ω

V (t,x)p̂(t,x)dx+
∫

Ω

x f (t,x)p̂(t,x)dx−m1(t)
∫

Ω

f (t,x)p̂(t,x)dx,

i.e. ODE (13)2. This is complemented with the initial condition

m1(0) =
∫

Ω

xp̂(0,x)dx =
1

P(0)

∫
Ω

xp0(x)dx,

obtained from the definition (11) and initial condition (4).

Step 5: the k-th moment. For k ⩾ 2, we calculate the k-th derivatives with respect to s of the terms on the right-
hand-side of (15) to find, by induction, the following:

∂
k
s
[
sβ [exs p̂(t,x)]|∂Ω

]
= β

(
k
[
xk−1exs p̂(t,x)

]
|∂Ω + s

[
xkexs p̂(t,x)

]
|∂Ω

)
,
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∂
k
s
[
β s2M(s, t)

]
= βk(k−1)∂ k−2

s M(s, t)+β

(
2ks∂

k−1
s M(s, t)+ s2

∂
k
s M(s, t)

)
,

∂
k
s

[
s
∫

Ω

esxV (x,c)p̂(t,x)dx
]
=

∫
Ω

(
kxk−1 + sxk

)
esxV (x,c)p̂(t,x)dx,

∂
k
s

[∫
Ω

esx f (x,c)p̂(t,x)dx
]
=

∫
Ω

xkesx f (x,c)p̂(t,x)dx.

Then, differentiating (15) k times and setting s = 0, one retrieves, for k ⩾ 2,

d
dt

mk(t) =−βk
[
xk−1exs p̂(t,x)

]
|∂Ω +βk(k−1)mk−2(t)+

∫
Ω

nxk−1V (x,c)p̂(t,x)dx

+
∫

Ω

xk f (x,c)p̂(t,x)dx−mk(t)
∫

Ω

f (x,c)p̂(t,x)dx,

 (16)

i.e. ODE (13)3. This is complemented with the initial condition

mk(0) =
∫

Ω

xk p̂(0,x)dx =
1

P(0)

∫
Ω

xk p0(x)dx,

obtained, again, from the definition (11) and initial condition (4), completing (14).

Remark 3.3. The integro-differential equations for mk(t) include the distribution p̂(t,x) evaluated on the boundary
∂Ω. Due to diffusion, the distribution is not identically zero at the boundary. However, the biological interpretation
of the phenotypic variable (see Remark 2.1) implies that the population density at the boundary, while non-zero,
is sufficiently small to be unobservable in biological data. Therefore, in what follows, we make the biologically
motivated assumption that the contribution of the boundary terms is negligible, so

[p̂(t,x)]|
∂Ω

=
[
xk p̂(t,x)

] ∣∣∣
∂Ω

= 0. (17)

3.4 Restriction to a bounded phenotypic domain

The system of equations in (13) involves integrating p̂(t,x) over the entire phenotypic domain Ω. Consequently,
the system (13) is redundant as the resulting integro-differential equations for the moments mn(t) a priori require
the density p̂(t,x). Until now, we have considered a generic compact and connected phenotypic domain Ω = [l,L],
fitness function f (t,x), and adaptation function V (t,x). Importantly, the integral terms in (13) depend on these
functions and implicitly on the domain Ω. We remark that it is possible to restrict Ω to the unit interval using the
mapping

x −→ x− l
L− l

,

as done, for instance in [3, 77].

Here, we show that, by considering a bounded phenotypic domain restricted to Ω = [0,1], and functions f (t,x)
and V (t,x) that are analytic in phenotypic space, we can eliminate the redundancy in Eq. (13). Specifically, building
on the analytical strategies adopted in [35, 36, 54], we show how utilizing the Taylor expansions of both f (t,x) and
V (t,x) transforms Eq. (13) into a system of differential equations that depend only on the moments mk(t), k ⩾ 1.

Corollary 3.4. Consider x ∈ Ω ≡ [0,1]. Let p(t,x) satisfy Eq. (2), along with boundary conditions (3), initial
conditions (4) and definition (1). Further, assume that both f and V are analytic functions of x and that equality (17)
holds.
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Then, m0(t) = 1 for all t ⩾ 0 by definition, and the higher order moments mk(t) (k ⩾ 1) of the phenotypic
distribution p̂(t,x) satisfy the following system of ODEs

d
dt

m1(t) =
∞

∑
n=0

(Vn(t)−m1(t) fn(t))

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))i

]
mn−i(t)

+
∞

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn+1−i(t)

]
d
dt

mk(t) =−mk(t)
∞

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
+βk(k−1)mk−2(t)

+
∞

∑
n=0

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))i

][
fn(t)mn+k−i(t)+ kVn(t)mn+(k−1)−i(t)

]
, k ⩾ 2.



(18)

with initial conditions given by Eq. (14), and where fn(t) and Vn(t) are defined as

fn(t) =
∂ n

x f (t,x)|x=m1(t)

n!
and Vn(t) =

∂ n
x V (t,x)|x=m1(t)

n!
. (19)

Proof. As both f and V are analytic functions of x, we Taylor expand these functions about the mean phenotype
x∗ = m1(t) to find

f (x, t) =
∞

∑
n=0

∂ n
x f (t,x)|x=m1(t)(x−m1(t))n

n!
and V (x, t) =

∞

∑
n=0

∂ n
x V (x, t)|x=m1(t)(x−m1(t))n

n!
.

Then, using definitions (19), the binomial expansion of (x−m1(t))n gives

f (x,c) =
∞

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
xn−i(m1(t))i

]
and V (x,c) =

∞

∑
n=0

Vn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
xn−i(m1(t))i

]
.

Thus, utilizing the Taylor expansion of f and the definition of mn, combining (10)-(11), gives

∫ 1

0
f (x,c)p̂(t,x)dx =

∞

∑
n=0

[
n

∑
i=0

(−1)i fn(t)
(

n
i

)
(m1(t))i

∫ 1

0
xn−i p̂(t,x)dx

]

=
∞

∑
n=0

[
n

∑
i=0

(−1)i fn(t)
(

n
i

)
(m1(t))imn−i(t)

]
.

Then, for integer k, a similar calculation yields

∫ 1

0
xk f (x,c)p̂(t,x)dx =

∞

∑
n=0

[
n

∑
i=0

(−1)i fn(t)
(

n
i

)
(m1(t))imn+k−i(t)

]
,

and ∫ 1

0
kxk−1V (x,c)p̂(t,x)dx =

∞

∑
n=0

Vn(t)

[
n

∑
i=0

k(−1)i
(

n
i

)
(m1(t))imn+(k−1)−i(t)

]
.

Inserting these expansions into the ODEs (13), and using (17), immediately yields the claim.

These Taylor expansions replace the integral terms in (13) by weighed moments of the distribution p̂(x, t). How-
ever, the resulting differential equations involve moments of all orders, each of which needs to be defined by a
corresponding ODE. Consequently, replacing the integral terms by the corresponding infinite summations in (13)
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leads to a system of infinitely many ODEs wherein the differential equation for the k-th moment depends on higher
order moments. Nevertheless, higher order moments are not generally used to describe biological data. Therefore,
we proceed under the modelling assumption that the population distribution p(t,x) is sufficiently well characterised
by its first N moments so that the higher order moments can be discarded. We illustrate how this assumption has been
applied in existing models in Section 4 and discuss the limitations of this assumption in the Discussion. Moreover,
we consider the asymptotic behaviour of the terms in the summations, to truncate the series and close the system.

Series truncation and system closure. Consider the infinite series appearing in Eq. (18)1, i.e. the term

T (t) =
∞

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
.

As a result of the assumption that the population distribution p̂(t,x) is sufficiently well characterised by its first N
moments, we only consider the first N moments of p̂ and set mk = 0 for all k > N, as similarly done in [35, 39, 69].
Then the term T (t) can be replaced by TN(t) given by

TN(t) =
N

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
+

∞

∑
n=N+1

fn(t)

[
n

∑
i=n−N

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]

=
∞

∑
n=0

fn(t)

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
.

Next, we consider the fact that 0 < m1(t)< 1 for all t ⩾ 0, where the strict inequality can be ensured by appropriate
modelling choices, as discussed in Remark 3.3. This implies that (m1)

i → 0 as i → ∞. Having chosen f (t,x) analytic
in a bounded domain, we know that fn(t) will be bounded for all n ∈N, and may thus choose M ∈N such that for all
j > M we have that (m1)

j ≈ 0. This allows us to truncate the infinite summation, and approximate TN(t) by TN,M(t)
given by

TN,M(t) =
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
.

Analogous arguments can be made for the infinite summations in equations (18)2 and (18)3. We therefore obtain
that system (18) can be approximated by the finite system of ODEs for the N moments of p̂(t,x)

d
dt

m1(t) =
M

∑
n=0

(Vn(t)−m1(t) fn(t))

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]

+
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n+1−N)

(−1)i
(

n
i

)
(m1(t))imn+1−i(t)

]
,

d
dt

mk(t) =−mk(t)
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
+βk(k−1)mk−2(t)

+ k
M

∑
n=0

Vn(t)

[
n

∑
i=max(0,n+(k−1)−N)

(−1)i
(

n
i

)
(m1(t))imn+(k−1)−i(t)

]

+
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n+k−N)

(−1)i
(

n
i

)
(m1(t))imn+k−i(t)

]
, 2 ⩽ k ⩽ N,


with m0(t)≡ 1.



11

Altogether, under these assumptions, the dynamics of the phenotypic distribution of the population are given by

d
dt

P(t) = P(t)
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
− P2(t)

κ
,

d
dt

m1(t) =
M

∑
n=0

(Vn(t)−m1(t) fn(t))

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]

+
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n+1−N)

(−1)i
(

n
i

)
(m1(t))imn+1−i(t)

]
,

d
dt

mk(t) =−mk(t)
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n−N)

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
+βk(k−1)mk−2(t)

+ k
M

∑
n=0

Vn(t)

[
n

∑
i=max(0,n+(k−1)−N)

(−1)i
(

n
i

)
(m1(t))imn+(k−1)−i(t)

]

+
M

∑
n=0

fn(t)

[
n

∑
i=max(0,n+k−N)

(−1)i
(

n
i

)
(m1(t))imn+k−i(t)

]
, 2 ⩽ k ⩽ N.



(20)

4 Special cases and examples in the literature

We here expand on some examples of how our generalised approach can be applied to more specific cases. We
recover ODE systems for the moments of the phenotypic distribution previously considered in the literature from
the generalised system (18), carefully derived in Section 3. This procedure also brings to light the details of how
the obtained systems depend on the underlying assumptions on the nature of the phenotypic distribution or specific
modelling choices.

4.1 The polynomials f and V

We now focus on the case in which f (t,x) and V (t,x) are defined as polynomial functions of x, as done in various
mathematical models employing PDEs in the form of Eq. (2) for the adaptive dynamics of a phenotype-structured
population of cells, e.g. see [3, 27] and references therein.

If the functions f and V are polynomials then, as in [34], one need not restrict the domain to a bounded set for
the results of Section 3 to hold. In fact, a polynomial of order D ∈ N can easily be expressed in the form of a Taylor
series truncated at D, as all derivatives of order higher than D will be zero. It is then natural to replace M in the upper
bounds of the summations in system (20) by D := max(D f ,DV ), where f (t,x) and V (t,x) are polynomials of order
D f and DV , respectively. Then one need not rely on the restriction of Ω to the interval [0,1] to ensure that the infinite
summations, a product of the Taylor expansion of f and V , can be truncated at some M ∈N which, we re-iterate, rely
on the fact that 0 < m1 < 1 under this domain restriction. This allows the extension of the results to the case in which
Ω = R, as considered in previous works deriving a system of ODEs for the moments of the phenotypic distribution
starting from a phenotype-structured system of PDEs [2, 3, 6, 27, 55, 83], already mentioned in the Introduction.

We remark that, while choosing f and V to be polynomials allows one to bypass choosing M for truncation of
the infinite series, it does not automatically close the system of ODEs for the moments, and one is still required to
identify the highest moment required to characterise the distribution to achieve this. In the aforementioned papers,
this was done implicitly by introducing stronger assumptions on the shape of the phenotypic distribution, which
could be introduced only thanks to the use of an infinite domain. Let us expand on this with an example.
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Example from the literature: a Gaussian distribution. Consider Ω ≡R, as well as f (t,x) and V (t,x) defined by

f (t,x) = a(t)−b(t)(x−X(t))2 and V (t,x)≡V0(t), (21)

i.e. polynomials of order 2 and 0, respectively. Under the assumption of an initial phenotypic distribution p0(x) in
a Gaussian form, [27] first showed that p(t,x) maintains a Gaussian form at all times, with the population size P(t),
the mean m1(t) and variance σ2(t) of the distribution satisfying the system of ODEs

d
dt

P(t) =
[
a(t)−b(t)(m1(t)−X(t))2 −b(t)σ2(t)

]
P(t)− P2(t)

κ
,

d
dt

m1(t) =−2b(t)(m1(t)−X(t))σ
2(t)+V0(t),

d
dt

σ
2(t) =2β −2bσ

4(t),


(22)

complemented with initial conditions P(0), m1(0) and σ2(0), i.e. the corresponding moments characterising the
initial Gaussian distribution p0(x). Analogous assumptions and results have since appeared in several following
works by Lorenzi and coworkers [2, 3, 6, 55, 83] modelling cancer adaptive dynamics in different settings. Sys-
tem (22) can be obtained via formal calculations following the substitution of a Gaussian ansatz in Eq. (2) under
definitions (21), although standard calculations focus on the evolution of the inverse variance v = (σ2)−1 for conve-
nience. We note that the variance σ2 is the central second moment of the distribution and the relation σ2 = m2 −m2

1
holds by definition.

Retrieving system (22) from our generalised approach. Now consider the case in which f and V are defined as
in (21). We show how the example above is a sub-case of of our generalised approach, assuming that the phenotypic
distribution can be fully characterised by its first 4 moments, i.e. we set mk ≡ 0 for all k > 4. We thus consider
system (20) with N = 4, the infinite summation including fn(t) truncated at D = 2 and those only including Vn(t)
truncated at 0, instead of some M, i.e.

d
dt

P(t) = P(t)
2

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
− P2(t)

κ
,

d
dt

m1(t) =−m1(t)
2

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
+V0(t)

+
2

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn+1−i(t)

]
,

d
dt

mk(t) =−mk(t)
2

∑
n=0

fn(t)

[
n

∑
i=0

(−1)i
(

n
i

)
(m1(t))imn−i(t)

]
+ kV0(t)mk−1 +βk(k−1)mk−2(t)

+
2

∑
n=0

fn(t)

[
n

∑
i=max(0,n+k−4)

(−1)i
(

n
i

)
(m1(t))imn+k−i(t)

]
, 2 ⩽ k ⩽ 4.



(23)

This gives us a closed system of 5 ODEs for the moments of the distribution characterising the evolution of p(t,x),
for Ω ⊆ R and any initial distribution p0(x) that can be fully characterised by its first 4 moments. If Ω = R and we
introduce the stronger assumption of p(t,x) having a Gaussian form, then the following relations hold:

m3 = m1
(
3m2 −2m2

1
)

and m4 = 3m2
2 −2m4

1, (24)

which are the raw moment equivalent of the fact that the third central moment of a Gaussian distribution is zero (i.e.
the distribution is symmetric), and its fourth central moment equals 3σ4, i.e. the kurtosis is 3. These properties are
so that the ODEs for m3 and m4 in the system are redundant. Moreover, these properties together with the fact that
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D = 2 ensure that the ODEs for m1 and m2 can be closed. Expanding the summations in (23) and substituting the
relations (24) yields, after some algebra,

d
dt

P(t) = P(t)
[

f0(t)+ f2(t)(m2 −m2
1)
]
− P2(t)

κ
,

d
dt

m1(t) = f1(t)(m2 −m2
1)+V0(t),

d
dt

m2(t) = 2V0m1 +2β +2 f1(t)m1(m2 −m2
1)+2 f2(t)(m2 −m2

1)
2.


(25)

Substituting m2 = σ2 +m2
1 in all ODEs, and canceling Eq. (25)2 from the left-hand-side of Eq. (25)3, yields the

system
d
dt

P(t) = P(t)
[

f0(t)+ f2(t)σ2(t)
]
− P2(t)

κ
,

d
dt

m1(t) = f1(t)σ2(t)+V0(t),

d
dt

σ
2(t) = 2β +2 f2(t)σ4(t).


Applying the definitions of fi (i = 0,1,2) and V0 in (19) on f and V chosen in (21), this is analogous to system (22).

We stress again that such a simplification and natural truncation are possible only thanks to the fact that f and V
are polynomials of order at most 2, and the properties (24) of a Normal distribution, which may be exploited only
when adopting a Gaussian closure. On the contrary, system (23) holds for the more realistic case of Ω = [l,L] and
under more general assumptions on the nature of the phenotypic distribution.

4.2 Link with canonical model of adaptive dynamics

While polynomial definitions for f and V are widely used in continuously structured models in mathematical on-
cology, other modelling choices may lead to alternative definitions of these functions. In general, these functions
are usually sufficiently smooth to admit a Taylor series approximation [22, 30]. These alternative definitions are
common in models of adaptive dynamics [35, 85], which consider a system of two ODEs for the size and mean
trait of the population. These models [32, 35] link the population fitness, defined through the “G function”, to the
phenotypic evolution by assuming that the population evolves to maximize the population fitness. In general, these
adaptive dynamics models do not restrict the phenotypic space Ω, as we did to derive Eq. (20). Rather, as discussed
by Dieckmann and Law [35], they often implicitly assume that the functions f and V are only weakly non-linear
and that the population is monomorphic so that higher order moments are negligible. In practice, this corresponds to
setting M = N = 1 in Section 3.4, and neglecting terms involving mk,mk

1, fk or Vk for k ⩾ 2. These assumptions are
possibly quite strong when considering cancer evolution [1], particularly due to the key role played by phenotypic
diversity at the population-level.

Here, we consider the model proposed by Pressley et al. [66] to illustrate the possible consequences of these
modelling assumptions. Specifically, we include terms with mk,mk

1, fk or Vk for k = 0,1,2, which corresponds to
taking N = M = 2 in Section 3.4. As in most adaptive dynamics models, we do not restrict the phenotypic domain,
and therefore do not restrict the mean trait m1 to the interval [0,1], to permit a simpler comparison with the model
presented in Pressley et al. [66]. This example illustrates how our model-reduction procedure readily extends the
Pressley et al. [66] model to include population heterogeneity. However, we note that the model proposed in [66]
also considered multiple clonal populations, which is an alternative perspective of intratumour heterogeneity [46]
that only permits a finite number of phenotypes.
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4.2.1 Application to adaptive dynamics in cancer

In recent work, Pressley et al. [66] developed a mathematical framework to capture continuous adaptation to treat-
ment, in which the cellular phenotype is considered as a direct measure of cell resistance to anti-cancer therapy. The
authors assume a monomorphic population, which is analogous to assuming that the p(t,x) is given by a weigthed
Dirac distribution in the phenotypic space centered on the mean phenotype m1(t). Their model then comprises the
following system of equations for the population size P(t) and mean phenotype m1(t)

d
dt

P(t) = P(t)G(m1(t),P(t)),

d
dt

m1(t) = α
∂G(x,y)

∂x

∣∣∣∣
(x,y)=(m1(t),P(t))

.

 (26)

The function G captures the net proliferation rate of the population P in the presence of anti-cancer treatment and in
the case all individuals in the population present levels of resistance to treatment given by the mean phenotype m1.
Specifically, Pressley et al. [66] set

G(m1(t),P(t)) = r(m1(t))
(

1− P(t)
κ

)
−d − c(t)

k+bm1(t)

where is the carrying capacity of the population, α is the speed of phenotypic adaptation, and d is an intrinsic death
rate in the absence of treatment. The authors incorporate a potential cost of resistance via the intrinsic growth rate
r(m1(t)) of a population with phenotype m1(t), given by

r(m1(t)) = rmax exp(−gm1(t)),

where rmax is the maximal growth rate and g is the cost of resistance.

Anti-cancer treatment is included by means of the function c(t), modelling the drug concentration at time t.
The corresponding treatment effect is modulated by intrinsic drug resistance, given by k, and the mean resistance
level of the population bm1(t). Pressley et al. [66] used this model to quantify the benefits of adaptive therapy in a
monoclonal tumour, where treatment was applied until the tumour reaches half the initial size, then withdrawn until
the tumour rebounds to the initial size.

We now show how the modelling framework derived with our model reduction procedure facilitates the extension
of the model by Pressley et al. [66] to include population heterogeneity by considering higher order moments and
setting N = M = 2 in Eq. (20). Then, in our notation, the G function is equivalent to

G(m1(t),P(t)) = f (t,m1(t))−
P(t)

κ

which is precisely the right-hand side of (2) with f (t,x) restricted to f (t,m1(t)). The evolution of the mean pheno-
type is determined by the gradient of the fitness function G, which corresponds to setting

V (t,m1) = α ∂x f (t,x)|(t,x)=(t,m1(t)) = α
∂G(x,y)

∂x

∣∣∣∣
(x,y)=(m1(t),P(t))

. (27)

After omitting time dependence of the moments, we immediately obtain

d
dt

P(t) = P
[
G(m1,P)+ f2(t)

(
m2 −m2

1
)]
,

d
dt

m1(t) =V0(t)+(V2(t)+ f1(t)−m1 f2(t))(m2 −m2
1)−2 f2(t)m1m2,

d
dt

m2(t) = 2β + f1m1m2 + f2(t)m2
2 +2V0(t)m1 +2V1(t)(m2 −m2

1)−4V2m1m2.


(28)
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Now, recognizing the second central moment, σ2 = m2 −m2
1, and the relationship m1m2 = m1(σ

2 +m2
1), we imme-

diately identify how the inclusion of population heterogeneity influences the model in [66] via

d
dt

P(t) = P
[
G(m1,P)+ f2(t)σ2] ,

d
dt

m1(t) =V0(t)+(V2(t)+ f1(t)−3m1 f2(t))σ2,

d
dt

σ
2(t) = 2β +2V0(t)m1 +2σ

2
[
V1(t)− (2V2(t)+ f1(t))m1 + f2(t)(m2

1 −
σ2

2
)

]
,


(29)

We note that the population growth rate now depends not only on the fitness of the mean phenotype, f0(t), but
also on the curvature of the fitness function f2(t) and the dispersal of the population about the mean, σ2. Further,
the differential equation for m1(t) illustrates how including a drift velocity V influences the evolution of the mean
phenotype m1. Specifically, utilizing the definition of V (t) in Eq. (27), we can re-write the ODE for m1(t) as

d
dt

m1(t) = (α +σ
2(t))

∂G
∂x

∣∣∣∣
(x,y)=(m1(t),P(t))

+(V2(t)−3m1(t) f2(t))σ2(t),

which clearly links the dynamics of m1 with the variance σ2. This relationship between the population variance and
the speed of evolution was also obtained by Dieckmann and Law [35] in the context of a mutational distribution.

Furthermore, we once again note the influence of the curvature of the drift function, V2, evaluated at the mean
phenotype, scaled by the variance of the population. Thus, the generalized framework developed in Proposition 3.2
allows modellers to include population heterogeneity. We note that, even in the absence of diffusion, a population
evolving from a delta-distributed initial population will exhibit phenotypic heterogeneity, as measured by σ2(t)> 0.

To illustrate the impact of including population level heterogeneity, we simulated the adaptive therapy regiment
for a monoclonal population as in Pressley et al. [66]. We used the same model parameters as in their paper,
which where explicitly chosen there for illustrative purposes, except for α , which we varied to illustrate how the
speed of adaptive evolution can influence population dynamics with and without population heterogeneity. In these
simulations, we set P(0) = 6000,m1(0) = 0, which are the same initial conditions as in [66]. However, to simulate
Eq. (29), we also need to prescribe the initial heterogeneity, σ2(0) and the diffusion rate β . Recalling that Pressley
et al. [66] considered a population with no variance, we set σ2(0) = 0. In Fig 1, we considered four different values
of β = 2α,α,α/2 and β = α/10. We emphasize that parameters were not obtained by fitting the model to data, but
rather chosen to qualitatively illustrate the influence of including population heterogeneity in a model of adaptive
evolution of treatment resistance.

In panel A of Fig 1, we note that population heterogeneity, even for small diffusion rates β , drives the develop-
ment of resistance and tumour progression faster than in the model without population heterogeneity. Furthermore,
the mean phenotype, m1, is larger in the simulations including population heterogeneity, obtained from Eq. (29),
than in those for the model of Pressley et al. [66], obtained from Eq. (26), at any given time. This highlights that
population diversity may accelerate the development of treatment resistance as has been observed in many experi-
mental [9, 10, 33, 57, 60, 76] and theoretical studies [2, 3, 6, 19, 41, 44, 49, 50, 53, 55, 62, 79, 83, 89]. To test the
role of population heterogeneity in treatment outcome, we performed a longer-term simulations with α = 0.0001,
as illustrated in panels C and D of Fig 1. In all cases that account for population heterogeneity, Eq. (29) predicts
the evolution of resistance and failure of adaptive therapy. Conversely, the model neglecting phenotypic diversity
instead predicts long-term control of tumour growth.

5 Discussion

Mathematical models have become increasingly important in our understanding of the mechanisms driving cancer
evolutionary dynamics and the role of intratumour phenotypic heterogeneity. Phenotype-structured PDE models
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Figure 1: A comparison between the adaptive dynamics model including and excluding population heterogeneity
during simulated adaptive therapy as implemented by Pressley et al. [66]. Panel A shows the simulated tumour
dynamics, P(t), for Eq. (26) in blue, denoted by σ2 = 0. The remaining curves in panel A represent the population
dynamics obtained by including population heterogeneity as in Eq. (29) for four distinct diffusion rates β . Panel B
shows the corresponding predicted mean phenotype, m1(t). In all cases, the mean phenotype is plotted in a solid line,
while the variance is shown in dashed lines for the four simulations that include population heterogeneity. Panel C
shows a long-term simulation of adaptive therapy for α = 0.0001. For clarity, we only show t ∈ (175,425) in panel C;
the tumours with the 3 largest diffusion coefficients, β , have already developed resistance. The complete phenotypic
dynamics for this long-term simulation are shown in panel D. Other than the given value of α, all simulations used
the parameter values given in Pressley et al. [66].

describe the temporal dynamics of both the tumour size and phenotypic composition. In the context of adaptive
dynamics in continuously structured phenotypic space, these PDE models carry a distinct advantage in that individual
model terms are directly biologically interpretable.
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Benefits of reducing a phenotype-structured PDE to a system of ODEs. While phenotype-structured PDE
models are well-poised to interpret biological data, they carry, by their very nature, challenges that do not apply to the
ODE models that are routine in the interpretation of data. For example, for a mathematical model to be parameterised
it must be identifiable [8, 17, 67]. Outside of recent work [11, 13, 78], most computational tools for parameter
identifiability analysis are developed for ODE models [8, 67]. Therefore, assessing parameter identifiability in PDE
models often requires an ODE surrogate such as an equivalent or approximate system of moment equations [14].
Parameter identifiability is particularly pertinent in the case of phenotype-structured PDE models, as determining the
phenotypic distribution of a tumour sample is experimentally demanding [12, 65]. Furthermore, numerical methods
for phenotype-structured PDEs are not widely implemented in existing scientific software [16, 68]. Consequently,
fitting these PDE models to experimental data often requires the development of problem specific software. The
resulting numerical methods are typically more computationally expensive than for ODE models, with an increase
in cost that becomes prohibitive as the dimensionality of the problem increases. Therefore, the ability to reduce a
phenotype-structured PDE to a system of ODEs while maintaining the ability to characterise the tumour composition
allows for significant computational efficiency.

Summary and novelty of our model-reduction procedure. Accordingly, we proposed a generalised method
to reduce a phenotype-structured PDE model of cancer adaptive dynamics to a system of ODEs for the moments
of the phenotypic distribution, up to an arbitrary number of moments. This reduction allows modellers to use
existing technical tools for ODE models while maintaining the biological relevance and the interpretability of the
phenotype-structured PDE. The model-reduction procedure we propose relies on the use of the moment generating
function of the phenotypic distribution, a Taylor series expansion of the phenotypic drift and proliferation rate
functions, and truncation closure. Our work extends the analysis of Almeida et al. [2] and Chisholm et al. [27], to
a more biologically relevant phenotypic domain and a model without any a priori assumptions on the shape of the
distribution or the dependency of the phenotypic drift and proliferation rate on the phenotypic trait. Our work also
extends the analysis of Dieckmann and Law [35] that ties a stochastic model of mutation-selection dynamics to the
adaptive dynamics models in Section 4.2.

Strengths and limitations. Our model reduction procedure is independent of both the shape of the phenotypic
distribution and the functional form of the terms that characterise adaptation. This generality and flexibility lends
our analysis suitable for adaptation in a wide range of contexts, both within mathematical oncology and more
broadly. We expect many of the advantages conferred by the reduced model to become even more pertinent in
high-dimensional phenotypic spaces, particularly in the context of mechanistic interpretation of correspondingly
high-dimensional multi-omics data. The necessity to impose a system closure yields an approximation of the un-
derlying dynamics. However, we highlight that the presented approach can be applied up to an arbitrary order. The
question of how many moments a problem necessitates, the closure to apply, or the effect of closure on parameter
identifiability, remains open even in fields where moment closures have a long history [14, 38, 51, 69, 75, 87]. We
expect unimodal phenotypic distributions to be well characterised by lower-order moments and our truncation clo-
sure. For high-dimensional problems, the question of closure type and order is likely determined by computational
cost. Ultimately, we provide a general and flexible framework for describing adaptation in a continuously-distributed
phenotypic space whilst retaining the computational and analytical advantages of ODE-based approaches.

Consequences and perspectives in cancer adaptive therapy. Our work relaxes the assumptions of near-linear
growth rates or vanishing variance underlying the canonical equation of adaptive dynamics [35] by explicitly linking
the higher-order moments of the population distribution in phenotypic space with the resulting impacts on population
growth and adaptation. To illustrate the possible effects of including population heterogeneity, we considered the
model of adaptive dynamics in response to adaptive therapy by Pressley et al. [66]. We show that the inclusion of
population heterogeneity can lead to treatment failure, under the same representative model parameters used in [66],
whereas the opposite outcome was observed by the authors. While this result is unsurprising [10], it illustrates how
phenotypic instability, manifested as population phenotypic heterogeneity, can drive tumour evolution [1, 43]. In
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this context, our work is directly relevant to recent multi-omics-level experiments characterising cellular phenotypes.
However, these high dimensional data sets are challenging to interpret and thus numerous dimensionality reduction
methods have been proposed [15, 63]. Amongst these are phenotype classification methods that summarise these data
sets with a selected number of moments [80, 86]. As such, moment-based descriptions are increasingly considered
to describe phenotypic states and our modelling therefore offers a direct link with these emerging clinically relevant
data sets. For example, bulk and single-cell sequencing has identified continuous phenotypic adaptation in response
to treatments in patient-derived xenografts carrying the BRAFV600E mutation [90]. Consequently, the framework
derived in this work could facilitate both the development of mathematical models and the calibration of these
models by multi-omics data to understand how phenotypic heterogeneity drives the evolution of treatment resistance
to targeted therapies.

Code availability

The Matlab code underlying the simulations in Section 4.2 is available at https://github.com/ttcassid/
/Phenotype_Continuous_Adaptation
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