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Abstract

In this paper, we rigorously derive Central Limit Theorems (CLT) for Bayesian two-layer
neural networks in the infinite-width limit and trained by variational inference on a regression
task. The different networks are trained via different maximization schemes of the regularized
evidence lower bound: (i) the idealized case with exact estimation of a multiple Gaussian
integral from the reparametrization trick, (ii) a minibatch scheme using Monte Carlo sampling,
commonly known as Bayes-by-Backprop, and (iii) a computationally cheaper algorithm named
Minimal VI. The latter was recently introduced by leveraging the information obtained at the
level of the mean-field limit. Laws of large numbers are already rigorously proven for the three
schemes that admits the same asymptotic limit. By deriving CLT, this work shows that the
idealized and Bayes-by-Backprop schemes have similar fluctuation behavior, that is different
from the Minimal VI one. Numerical experiments then illustrate that the Minimal VI scheme
is still more efficient, in spite of bigger variances, thanks to its important gain in computational
complexity.
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1 Introduction

Neural networks (NN), especially with a deep learning architecture, are one of the most powerful
function approximators, in particular in a regime of abundant data. Their flexibility may however
lead to some overfitting issues, which justify the introduction of a regularization term in the
loss. Therefore, Bayesian Neural Networks (BNN) are an interesting alternative. Thanks to a
full probabilistic approach, they directly model the uncertainty on the learnt weights through the
introduction of a prior distribution, which acts as some natural regularization. Thus, BNN combine
the expressivity power of NN, while showing more robustness, in particular when dealing with small
datasets, and providing predictive uncertainty [BCKW15, MWL+20, MGK+17, FFG+19]. During
training, the probabilistic modelling however requires to compute integrals over the posterior
distribution. This can be computationally demanding, as these integrals are most of the time not
tractable. Alternative techniques as Markov-chain Monte Carlo methods and variational inference
are most commonly used instead. The convergence time of the former may prove too prohibitively
long in large-dimensional cases [CJ21]. Therefore variational inference [HC93, Mac95, M+95] comes
often as the most efficient alternative, especially while using the reparametrization trick and the
Bayes-by-backprop (BbB) approach. The variational approach relies on an approximation of the
posterior distribution by the closest realization of a parametric one, according to a Kullback-Leibler
(KL) divergence. Using a generalisation of the reparametrization trick [KW14], the Bayes-by-
Backprop approach [BCKW15] leads to an unbiased estimator of the gradient of the ELBO, which
enables training by stochastic gradient descent (SGD).

There are now many successful applications of this approach, e.g. [GG16, LW17, KNT+18].
This comes in contrast with the lack of analytical understanding of the behavior of BNN trained
with variational inference, especially regarding their overparametrized limit. For instance, it was
but only recently shown in [DHG+23] what is the appropriate balance in the ELBO of the inte-
grated log-likelihood term and of the KL regularizer, in order to avoid a trivial Bayesian posterior
[IVHW21]. To achieve such results, a proper limiting theory was rigorously derived [DHG+23].
Such mean-field analysis, as done in [RVE18, CB18, MMN18, SS20b, DGMN22], enables the deter-
mination of the limiting nonlinear evolution of the weights of the NN, trained by a gradient descent
or some variants. It then allows the derivation of a Law of Large Numbers (LLN) and a Central
Limit Theorem (CLT). The main practical goal of such asymptotic analysis is to show convergence
towards some global minimizer, it however remains an open and highly-challenging question. Nev-
ertheless, such asymptotic analysis can still be of direct and practical relevance. On top of the
proper balance in ELBO, it was recently shown in [DHG+23] for BNN on a regression task that
the mean-field limit can be leveraged to develop a new SGD training scheme, named Minimal VI
(MiVI). Indeed, in this limit, the microcospic correlations between each pair of neurons can be
shown to be equivalent to some averaged effect of the whole system. Therefore, the Minimal VI
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scheme, which backpropagates only these average fields, is proven to follow the same LLN as stan-
dard SGD schemes, but only requires a fraction of the previously needed computations to recover
the same limit behavior. Furthermore, numerical experiments showed that the convergence to the
mean-field limit arises quite fast with the number of neurons (N = 300 [DHG+23]). The Minimal
VI scheme would emerge as a genuinely competitive alternative under these conditions. However,
unsurprisingly, numerical experiments also showed a larger variance for the Minimal VI scheme,
compared to others. Therefore the work presented here directly deals with a precise study of the
fluctuation behaviors present at finite width N , as done in [DGMN22] for a two-layer NN, but here
for the different variational training schemes of a BNN. Independently from the question of scheme
comparison, the issue of quantifying the deviations of finite-width BNN from their infinite-width
limit is of direct and fundamental relevance.

In more details, we push on the analytical effort to further characterize the limiting behaviors
of the three schemes and derive CLT. By framing the fluctuation behaviors of the different schemes,
this work is thus of practical and direct relevance for a robust and efficient variational inference
framework. More specifically, we consider a two-layer BNN trained by variational inference on a
regression task and our contributions are as follows:

� We derive a CLT for the idealized SGD algorithm, where the variational expectations of the
derivative of the loss from the reparametrization trick of [BCKW15] are computed exactly.
More precisely, we prove that with the number of neurons N → +∞, the sequence of trajec-
tories of the scaled centered empirical distributions of the parameters satisfies a CLT, namely
the limit satisfies a stochastic partial differential equation (SPDE) whose leading process is
a G-process with known covariance structure (see Definition 1). This is the first purpose of
Theorem 2.

� We derive the exact same CLT for the Bayes-by-Backprop (BbB) SGD, i.e. when the integrals
of the idealized case are obtained by a Monte Carlo approximation, see [BCKW15]. This
justifies even further than at the LLN level the use of such an approximation procedure.

� We derive a CLT with a G-process of a different covariance structure, for the Minimal VI
(MiVI) scheme. This is the second purpose of Theorem 2. In comparison to the BbB scheme,
which requires O(N) Gaussian random variables and can become prohibitively expensive, the
MiVI scheme only requires two Gaussian random variables and achieves the same first order
limit. Considering scalar test function, one can show that the variance of the G-process for
the MiVI is greater than the one of the BbB.

� We numerically investigate the fluctuations of the three methods on a toy example. We
observe that the scheme MiVI is still more efficient, as the gain in computational complexity
outweights the increase in the observed variances.

The paper is organized as follows: Section 2 presents the BNN setting as well as the different
training algorithms, i.e. idealized, BbB and MiVI, as well as recalls the LLN derived in [DHG+23],
that shows their asymptotic equivalence at first order. Then, in Section 3, we prove for each
algorithm a CLT for the rescaled and centered empirical measure with identified covariance based
on non trivial extensions of [DGMN22]. Whereas, covariances of the G-process driving the limit
SPDE may be compared, the asymptotic variances of the rescaled centered empirical process are
not easily comparable. Therefore we produce numerical experiments in Section 4 showing the
good performance of MiVI needing few additional neurons to get comparable variances with less
complexity. The proofs for CLT can be found in the supplementary material.

3



Related works. The derivation of LLN and CLT for mean-field interacting particle systems
have garnered significant attention; refer to, for instance, [HM86, Szn91, FM97, JM98, DLR19,
DMG99, KX04] and references therein. The use of such approaches to study the asymptotic limit
of two-layer NN were introduced in [MMN18] (see also [MMM19]), which establishes a LLN on the
empirical measure of the weights at fixed times. Formal arguments in [RVE18] led to conditions
to achieve a global convergence of Gradient Descent for exact mean-square loss and online SGD
with mini-batches. Regarding fluctuation behaviors, they observe with increasing mini-batch size
in the SGD the reduction of the variance of the process leading the fluctuations of the empirical
measure of the weights (see [RVE18] (Arxiv-V2. Sec 3.3)). See also [CRBVE20] for a dynamical
CLT and [DBDFS20] on propagation of chaos for SGD on a two-layer NN with different step-size
schemes, however limited to finite time horizon. In [DGMN22], a LLN and CLT for the entire
trajectory, and not only at fixed times, of the empirical measure of a two-layer NN are rigorously
derived, especially when proving the uniqueness of the limit PDE. These results are obtained for
a large class of variants of SGD (minibatches, noise), that extend in addition to rigorize the work
done in [SS20b] and [SS20a]. Regarding the fluctuation behavior, the results in [DGMN22] agree
with the observations of [RVE18] on the minibatch impact and further exhibit a possible particular
fluctuation behavior in a large noise regime. Finally, regarding BNN, [DHG+23] rigorously prove a
LLN for the entire trajectory for a two-layer BNN trained on a regression task with three different
schemes (idealized, BbB, MiVI).

We rigorously prove a CLT for the entire trajectory of the empirical measure of the weights
of a two-layer BNN trained by three different maximization schemes (idealized, BbB, MiVI) of
a regularized version of ELBO. Remark that a trajectorial CLT is necessary to understand the
evolution of the variance of the scaled centered covariance.

2 Setting and proven mean-field limit

2.1 Variational Inference and Evidence Lower Bound

In this section, we first recall the setting of Bayesian neural networks as well as the minimization
problem in Variational Inference. We then introduce the three maximization algorithms of the
ELBO and recall the respective Law of Large Numbers which were derived in [DHG+23], which
are the starting points of this work.

The Evidence Lower Bound Let X and Y be subsets of Rn (n ≥ 1) and R respectively.
For N ≥ 1 and w = (w1, . . . , wN ) ∈ (Rd)N , we consider the following two-layer neural network
fNw : X→ R defined by:

fNw (x) :=
1

N

N∑
i=1

s(wi, x) ∈ R,

where x ∈ X and s : Rd × X → R is the so-called activation function. In a Bayesian setting,
one needs to be able to efficiently sample according to the posterior distribution PN of the latent
variable w (w are the weights of the neural network). The classical issue in Bayesian inference over
complex models is that the posterior distribution PN is quite hard to sample. For that reason,
in variational inference, one looks for the closest distribution to PN in a family of distributions
QN = {qNθ ,θ ∈ ΞN} which are much easier to sample than PN . Here, Ξ is the parameter space.
To measure the distance between q ∈ QN and PN , one typically considers the KL divergence
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distance, denoted by DKL in the following. In other words, this minimization problem writes:

argminq∈QNDKL(q|PN ).

This minimization problem is hard to solve since the KL is not easily computable in prac-
tice. A routine computation shows that the above minimization problem, which also writes
argminθ∈ΞNDKL(qNθ |PN ), is equivalent to the maximization of the Evidence Lower Bound over
θ ∈ ΞN . In practice N � 1, and in this regime, it has been shown in [CBB+22] and [HMD+22]
that optimizing the ELBO leads to the collapse of the variational posterior to the prior. It has
been suggested in [HMD+22] to rather consider a regularized version of the ELBO, which consists
in multiplying the KL term by a parameter which is scaled by the inverse of the number of neurons:

ENlbo(θ, x, y) = −
∫

(Rd)N
L
(
y, fNw (x)

)
qNθ (dw)− 1

N
DKL(qNθ |PN0 ).

In conclusion, the maximization problem we will consider in this work is

argmaxθ∈ΞNENlbo(θ, x, y).

Loss function and prior distribution The variational family QN we consider is a Gaus-
sian family of distributions. More precisely, it is assumed throughout this work that for any
θ = (θ1, . . . , θN ) ∈ ΞN , the variational distribution qNθ factorizes over the neurons: for all

w = (w1, . . . , wN ) ∈ (Rd)N , qNθ (w) =
∏N
i=1 q

1
θi

(wi), where θi = (mi, ρi) ∈ Ξ := Rd × R and
q1
θi

is the probability density function (pdf) of N(mi, g(ρi)2Id), with g(ρ) = log(1+eρ), ρ ∈ R. Let
us simply write Rd+1 for Rd ×R. Following the reparameterisation trick of [BCKW15], q1

θ(w)dw
is the pushforward of a reference probability measure with density γ by Ψθ (see Assumption A1).
In practice, γ is the pdf of N(0, Id) and Ψθ(z) = m + g(ρ)z. In addition, in all this work, we
consider the regression problem, i.e. L is the Mean Square Loss: for a, b ∈ R, L(a, b) = 1

2 |a− b|2.
Set φ : (θ, z, x) ∈ Rd+1 ×Rd × X 7→ s(Ψθ(z), x). Throughout this work, we assume that the

prior distribution PN0 is the function defined by:

∀w ∈ (Rd)N , PN0 (w) =
N∏
i=1

P 1
0 (wj), (1)

where P 1
0 : Rd → R+ is the pdf of N(m0, σ

2
0Id), and σ0 > 0. With all these assumptions and

notations, we have:

ENlbo(θ, x, y) =

− 1

2

∫ ∣∣∣y − 1

N

N∑
i=1

s(Ψθi(z
i), x)

∣∣∣2γ(z1) . . . γ(zN )dz1 . . . dzN −
1

N

N∑
i=1

DKL(q1
θi |P

1
0 ). (2)

Remark 1. We recall that (1) implies that DKL(qNθ |PN0 ) has a rather nice expression, given by:

DKL(qNθ |PN0 ) =
∑N

i=1 DKL(q1
θi
|P 1

0 ) and, for θ = (m, ρ) ∈ Rd+1,

DKL(q1
θ |P 1

0 ) =

∫
Rd

q1
θ(x) log(q1

θ(x)/P 1
0 (x))dx =

‖m−m0‖22
2σ2

0

+
d

2

(g(ρ)2

σ2
0

− 1
)

+
d

2
log
( σ2

0

g(ρ)2

)
.
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We also note that DKL has at most a quadratic growth in m and ρ. In addition, for θ ∈ Rd+1, we
have

∇θDKL(q1
θ |P 1

0 ) =

(
∇mDKL(q1

θ |P 1
0 )

∂ρDKL(q1
θ |P 1

0 )

)
=

( 1
σ2
0
(m−m0)

d
σ2
0
g′(ρ)g(ρ)− dg

′(ρ)
g(ρ)

)
. (3)

We assume here a Gaussian prior to get an explicit expression of the Kullback-Leibler diver-
gence. Most arguments extend to sufficiently regular densities and are essentially the same for
exponential families, using conjugate families for the variational approximation.

2.2 Stochastic Gradient Descent and maximization algorithms

In this section, we present the three different maximization algorithms of the ELBO we are going
to consider. In what follows, (Ω,F ,P) is a probability space and we write 〈U, ν〉 =

∫
Rq U(z)ν(dz)

for any integrable function U : Rq → R w.r.t. a measure ν (with a slight abuse of notation, we
denote by γ the measure γ(z)dz). Also we define the σ-algebra FN0 = σ(θi0, 1 ≤ i ≤ N).

Idealized SGD Consider a data set {(xk, yk)}k≥0 i.i.d. w.r.t. π ∈ P(X × Y), the space of
probability measures over X×Y. For N ≥ 1 and given a learning rate κ > 0, the maximization of
θ ∈ Rd+1 7→ ENlbo(θ, x, y) with a SGD algorithm writes as follows: for k ≥ 0,{

θk+1 = θk + κ∇θENlbo(θk, xk, yk)

θ0 ∼ µ⊗N0 ,
(4)

where µ0 ∈ P(Rd+1) (the space of probability measures over Rd+1) and θk = (θ1
k, . . . , θ

N
k ). Using

the computation of ∇θENlbo(θk, xk, yk) performed in [DHG+23], (4) writes: for k ≥ 0 and i ∈
{1, . . . , N}, 

θik+1 = θik −
κ
N2

∑N
j=1,j 6=i

(
〈φ(θjk, ·, xk), γ〉 − yk

)
〈∇θφ(θik, ·, xk), γ〉

− κ
N2

〈
(φ(θik, ·, xk)− yk)∇θφ(θik, ·, xk), γ

〉
− κ

N∇θDKL(q1
θik
|P 1

0 ),

θi0 ∼ µ0.

(5)

We shall call this algorithm idealised SGD because it contains an intractable term given by the
integral w.r.t. the probability distribution γ. This has motivated the development of methods
where this integral is replaced by an unbiased Monte Carlo estimator (see [BCKW15]) as detailed
below with the BbB SGD scheme. For the Idealized SGD, and for later purposes, we set for N ≥ 1
and k ≥ 1:

FNk = σ(θi0, (xq, yq), 1 ≤ i ≤ N, 0 ≤ q ≤ k − 1) (6)

Bayes-by-Backprop (BbB) SGD For N ≥ 1, given a dataset (xk, yk)k≥0, the maximization of
θ ∈ Rd+1 7→ ENlbo(θ, x, y) with a BbB SGD algorithm is the following: for k ≥ 0 and i ∈ {1, . . . , N},{

θik+1 = θik −
κ
N2

∑N
j=1

(
φ(θjk,Z

j
k, xk)− yk

)
∇θφ(θik,Z

i
k, xk)−

κ
N∇θDKL(q1

θik
|P 1

0 ),

θi0 = (mi
0, ρ

i
0) ∼ µ0,

(7)
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where (Zjk, 1 ≤ j ≤ N, k ≥ 0) is a i.i.d sequence of random variables distributed according to γ.
We recall that this algorithm is based on the Monte Carlo approximation, for i ∈ {1, . . . , N}, of
the term ∫

(Rd)N
(y − φ(θj , zj , x))∇θφ(θi, zi, x)γ(z1) . . . γ(zN )dz1 . . . dzN

which is the gradient w.r.t. to θi of the integral term in the left-hand-side of (2). We mention
that we consider here in (7) the BbB SGD with a batch size of 1, corresponding to |B| = 1 in
[DHG+23].

For the BbB SGD, we set for N ≥ 1 and k ≥ 1:

FNk = σ
(
θi0,Z

j
q, (xq, yq), 1 ≤ i, j ≤ N, 0 ≤ q ≤ k − 1

})
. (8)

Minimal VI (MiVI) SGD The last algorithm studied, denoted MiVI SGD, was proposed in
[DHG+23] as an efficient alternative to the first two algorithm above. It is the following: for k ≥ 0
and i ∈ {1, . . . , N},{

θik+1 = θik −
κ
N2

∑N
j=1

(
φ(θjk,Z

1
k, xk)− yk

)
∇θφ(θik,Z

2
k, xk)−

κ
N∇θDKL(q1

θik
|P 1

0 )

θi0 = (mi
0, ρ

i
0) ∼ µ0,

(9)

where (Zpk, p ∈ {1, 2}, k ≥ 0) is a i.i.d sequence of random variables distributed according to γ⊗2.
Thus, the MiVI descent backpropagates through two common Gaussian variables (Z1

k,Z
2
k) to all

neurons, instead of a different Gaussian random variable Z·k for each neuron.
We finally set for N, k ≥ 1:

FNk = σ
(
θi0,Z

p
q , (xq, yq), i ∈ [1, N ], p ∈ {1, 2}, q ∈ [0, k − 1]

)
. (10)

2.3 Mean-field limit and Law of Large Numbers

Empirical distributions and assumptions We introduce the empirical distribution νNk of the
parameters {θik, i ∈ {1, . . . , N}} at iteration k ≥ 0 (where the θik’s are generated either by the
algorithm (5), (7), or by (9)) as well as its scaled version µNt , which are defined by:

νNk :=
1

N

N∑
i=1

δθik
and µNt := νNbNtc. (11)

Note that for all N ≥ 1, µN := {µNt , t ≥ 0} is a random element of the Skorokhod space
D(R+,P(Rd+1)), when P(Rd+1) is endowed with the weak convergence topology. Let us recall that
for q ≥ 0, the Wasserstein spaces Pq(Rd+1) are defined by Pq(Rd+1) = {µ ∈ P(Rd+1),

∫
Rd+1 |θ|qµ(dθ) <

+∞}. The space Pq(Rd+1) is endowed with the standard Wasserstein metric Wq. Note that for
all q ≥ 0, (µN )N≥1 is also a random sequence of elements in D(R+,Pq(Rd+1)). We denote by
C∞b (Rd×X) the space of smooth functions over Rd×X whose derivatives of all order are bounded.

We now introduce the assumptions [DHG+23] we will work with in this work:

A1. There exists a pdf γ : Rd → R+ such that for all θ ∈ Rd+1, q1
θdx = Ψθ#γdx, where {Ψθ, θ ∈

Rd+1} is a family of C1-diffeomorphisms over Rd such that for all z ∈ Rd, θ ∈ Rd+1 7→ Ψθ(z)
is of class C∞. Finally, there exists p0 ∈ N∗ such that for all multi-index α ∈ Nd+1 with
|α| ≥ 1, there exists Cα > 0, for all z ∈ Rd and θ = (θ1, . . . , θd+1) ∈ Rd+1,∣∣∂αΨθ(z)

∣∣ ≤ Cαb(z) with ∀q ≥ 1, 〈bq, γ〉 < +∞, (12)

7



where ∂α = ∂α1
θ1
. . . ∂

αd+1

θd+1
and ∂

αj
θj

is the partial derivatives of order αj w.r.t. to θj , and

b(z) = 1 + |z|p0 .

A2. The sequence {(xk, yk)}k≥0 is i.i.d. w.r.t. π ∈ P(X×Y). The set X×Y ⊂ Rd×R is compact.
For all k ≥ 0, (xk, yk) ⊥⊥ FNk (where, depending on the considered algorithms, FNk is defined
by (6), (8), or (10)).

A3. The (activation) function s : Rd × X→ R belongs to C∞b (Rd × X).

A4. The initial parameters (θi0)Ni=1 are i.i.d. w.r.t. µ0 ∈ P(Rd+1). Furthermore, µ0 has compact
support.

We moreover assume when considering the BbB algorithm (7) (resp. the MiVI algorithm (9)):

A5. The sequences (Zjk, 1 ≤ j ≤ N, k ≥ 0) (resp. (Zpk, p ∈ {1, 2}, k ≥ 0)) and ((xk, yk), k ≥ 0) are

independent. For k ≥ 0,
(
(xk, yk),Z

j
k, 1 ≤ j ≤ N

)
⊥⊥ FNk , see (8) (resp.

(
(xk, yk),Z

p
k, p ∈

{1, 2}
)
⊥⊥ FNk , see (10)).

In the following we simply denote all the above assumptions by A. Let us remark that A3 may
seem restrictive, see however Remark 4 in [DGMN22] to consider a more general setting.

Law of Large Numbers for the sequence of rescaled empirical distribution As already
explained, the starting points to derive Central Limit Theorems for the sequence (µN )N≥1 defined
in (11) for the three algorithms introduced above are the Law of Large Numbers obtained in
[DHG+23] (see more precisely Theorems 1, 2, and 3 there), that we now recall.

Theorem 1 ([DHG+23]). Let γ0 > 1 + d+1
2 . Assume A. Let the {θik, k ≥ 0, i ∈ {1, . . . , N}}’s

be generated either by the algorithm (5), (7), or (9). Then, (µN )N≥1 (see (11)) converges in P-
probability in D(R+,Pγ0(Rd+1)) to a deterministic element µ̄ ∈ D(R+,Pγ0(Rd+1)). In addition,
µ̄ ∈ C(R+,P1(Rd+1)) and it is the unique solution in C(R+,P1(Rd+1)) to the following measure-
valued evolution equation: ∀f ∈ C∞b (Rd+1) and ∀t ∈ R+:

〈f, µ̄t〉 − 〈f, µ0〉 =− κ
∫ t

0

∫
X×Y

〈
φ(·, ·, x)− y, µ̄s ⊗ γ

〉〈
∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ

〉
π(dx,dy)ds

− κ
∫ t

0

〈
∇θf · ∇θDKL(q1

· |P
1
0 ), µ̄s

〉
ds. (13)

Let us mention that the statement of Theorem 1 differs slightly from the one of Th. 2 in
[DHG+23] when the Idealized SGD (5) is concerned. Since this was possible, we have decided here
to work in P(Θ) (with Θ ⊂ Rd+1 compact) instead of Pγ0(Rd+1). Nevertheless, Theorem 3 in
[DHG+23], by following its proof, also holds for the scaled empirical measure µN of the parameters
θik’s generated by the Idealized SGD (5).

3 Main results: Central Limit Theorems

For J ∈ N and j ≥ 0, let HJ,j(Rd+1) be the closure of the set C∞c (Rd+1) for the norm ‖f‖HJ,j

defined by

‖f‖2HJ,j =
∑
|k|≤J

∫
Rd+1

|∂kf(θ)|2

1 + |θ|2j
dθ.
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The space HJ,j(Rd+1) was introduced e.g. in [FM97, JM98]. It is a separable Hilbert space.
Its dual space is denoted by H−J,j(Rd+1). The associated scalar product on HJ,j(Rd+1) will be
denoted by 〈·, ·〉HJ,j . For Φ ∈ H−J,j(Rd+1), we use the notation 〈f,Φ〉J,j = Φ[f ], f ∈ HJ,j(Rd+1).
We will simply denote 〈f,Φ〉J,β by 〈f,Φ〉 when no confusion is possible. The set CJ,j(Rd+1) is
defined as the space of functions f : Rd+1 → R which have continuous partial derivatives up to
the order J ∈ N and satisfy, for all |k| ≤ J, |∂kf(θ)|

1+|θ|j → 0 as |θ| → +∞. It is endowed with the

norm ‖f‖CJ,j :=
∑
|k|≤J supθ∈Rd+1

|∂kf(θ)|
1+|θ|j < +∞. We denote by x 7→ dxe the ceiling function and

we finally set:

j3 = dd+ 1

2
e+ 1 and J3 = 4dd+ 1

2
e+ 8.

The fluctuation process is defined by

ηN : t ∈ R+ 7→
√
N(µNt − µ̄t) , (14)

where µN is defined in (11) and µ̄t is its limiting process, see Theorem 1. We will show below that
the three fluctuation processes converge in law to a limiting process which is the unique (weak)
solution an equation (namely Equation (EqL) below). The equation (EqL) is fully characterizes
by the covariance structure of a so-called G-process, a process we introduce now.

Definition 1. We say that a C(R+,H−J3,j3(Rd+1))-valued process G is a G-process if for all k ≥ 1
and all f1, . . . , fk ∈ HJ3,j3(Rd+1), {t ∈ R+ 7→ (Gt[f1], . . . ,Gt[fk])

T } is a C(R+,R
k)-valued process

with zero-mean, independent Gaussian increments (and thus a martingale) and with covariance
structure prescribed by Cov(Gt[fi],Gs[fj ]), for 0 ≤ s ≤ t.

We mention that two G-processes are equal in law if and only if they have the same co-
variance structure (see [DGMN22]). For a G-process G ∈ C(R+,H−J3,j3(Rd+1)), we say that a
C(R+,H−J3+1,j3(Rd+1))-valued process η is a solution of (EqL) if it satisfies a.s. the equation:

∀f ∈ H−J3,j3−1(Rd+1), ∀t ∈ R+,

〈f, ηt〉 − 〈f, η0〉 = −κ
∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηs ⊗ γ〉π(dx, dy)ds

− κ
∫ t

0

∫
X×Y
〈φ(·, ·, x), ηs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉π(dx, dy)ds (EqL)

− κ
∫ t

0
〈∇θf · ∇θDKL(q1

· |P 1
0 ), ηs〉ds+ Gt[f ].

We now define, as in the classical theory of stochastic differential equations (see [Kal02]), the
notion of weak solution of (EqL).

Definition 2. Let ν be a H−J3+1,j3(Rd+1)-valued random variable. We say that weak existence
holds for (EqL) with initial distribution ν if: there exist a probability space P, a process η ∈
C(R+,H−J3+1,j3(Rd+1)) and a G-process G on P satisfying (EqL) with in addition η0 = ν in
law. In this case, we will simply say that η is a weak solution of (EqL). In addition, we say that
weak uniqueness holds if for any two weak solutions η◦ and η? of (EqL) with the same initial
distributions, it holds η◦ = η? in law.

We are now in position to state the main theoretical result of this work: Central Limit Theorems
for the trajectory of the scaled empirical measures µN of the {θik, i ∈ {1, . . . , N}}’s generated either
by the algorithm (5), (7), or by (9).
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Theorem 2. Assume A. Then,

1. The sequence (ηN )N≥1 converges in distribution in D(R+,H−J3+1,j3(Rd+1)) to a C(R+,H−J3+1,j3(Rd+1))-
valued process η?.

2. The process η? is the unique weak solution of (EqL) with initial distribution ν0, where
ν0 is the unique (in distribution) H−J3+1,j3(Rd+1)-valued random variable such that for all
k ≥ 1 and f1, . . . , fk ∈ HJ3−1,j3(Rd+1), (〈f1, ν0〉, . . . , 〈fk, ν0〉)T ∼ N(0,C(f1, . . . , fk)), where
C(f1, . . . , fk) is the covariance matrix of (f1(θ1

0), . . . , fk(θ
1
0))T . Moreover, the G-process G

has covariance structure given by, for all f, g ∈ HJ3,j3(Rd+1) and all 0 ≤ s ≤ t:

� When the {θik, i ∈ {1, . . . , N}}’s are generated by the idealized algorithm (5) or by the
BbB algorithm (7),

Cov(Gt[f ],Gs[g]) = η2

∫ s

0
Cov(Q[f ](x, y, µ̄v),Q[g](x, y, µ̄v))dv,

where Q[f ](x, y, µ̄v) = 〈φ(·, ·, x)− y, µ̄v ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄v ⊗ γ〉.
� When the {θik, i ∈ {1, . . . , N}}’s are generated by the MiVI algorithm (9),

Cov(Gt[f ],Gs[g]) = η2

∫ s

0
Cov(Q[f ](x, y, z1, z2, µ̄v),Q[g](x, y, z1, z2, µ̄v))dv,

where Q[f ](x, y, z1, z2, µ̄v) = 〈φ(·, z1, x)− y, µ̄v〉〈∇θf · ∇θφ(·, z2, x), µ̄v〉.

Let us begin by the following remark: when f = g it follows directly from Jensen’s inequality
that the variance of the G-process leading the limiting SPDE of the CLT of the Minimal VI
algorithm is greater than the corresponding variance of the BbB algorithm. It is however not
clear if this hierarchy is conserved through the SPDE. However numerical experiments presented
in Section 4 tend to this conclusion.

The strategy of the proof of Theorem 2 is the same whenever one considers that the {θik, i ∈
{1, . . . , N}}’s are generated by (5), (7) or (9), except for the convergence of the martingale sequence
(
√
NMN )N≥1 towards a G-process which requires more inlvolved analysis (see more precisely

Section A.3). Appendix A below is dedicated to the detailed proof of the Central Limit Theorem
when the {θik, i ∈ {1, . . . , N}}’s are generated by (7). The other two cases are treated very similarly
except, as already mentioned, the convergence of the martingale term towards a G-process, which
is therefore proved for each of the three algorithms in Section A.3. The proof of Theorem 2
is inspired by the one made for Th. 2 in [DGMN22]. Nonetheless, two difficulties arise in the
proof of Theorem 2 compared to [DGMN22]. The first one comes from the fact that the term
∇θDKL(q1

θ |P 1
0 ), appearing in all of the three algorithms, is not bounded in θ (see indeed (3)). The

second difficulty deals with the convergence of the martingale sequence (
√
NMN )N≥1, defined in

(24), when the {θik, i ∈ {1, . . . , N}}’s are generated by (7). In this case, we have to introduce and
study the convergence of the empirical distribution of both the {θik, i ∈ {1, . . . , N}}’s and the Zi’s
(see (74) and Lemma 12).

4 Numerical simulations

In this section, we begin by illustrating Theorem 2 of this paper, followed by a comparative analysis
between MiVI SGD algorithm and its two counterparts, idealized (I-SGD) and BbB SGD.
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For our experimental setup, we draw uniformly the input data x ∼ U([−1, 1]din). Then, the
output data is given by y = tanh(〈x,w?in〉) · w?out + γ · ε. Here, γ ∈ R represents the noise level
and ε ∼ N (0, Idin) is the Gaussian noise. Therefore, we are trying to learn the noisy prediction of
a two-layer Neural Network with an hyperbolic tangent activation function. The true parameters
of this network are defined by w?in ∈ Rdin and w?out ∈ Rdout . These true parameters are initialized
randomly, sampled from a standard Gaussian distribution.

We consider two distinct settings in our evaluation. The first is a noiseless and low-dimensional
scenario with parameters set to γ = 0, din = 10, and dout = 1. In contrast, the second setting is
more complex, involving noise with γ = 1, and higher dimensions with din = 50 and dout = 10.

For all algorithms (MiVI-SGD, BbB-SGD, and I-SGD), the prior distribution is PN0 = N (0, IN×(din+dout)).
The variational parameters θ are randomly initialized, centered around the prior distribution. Since
the I-SGD cannot be implemented due to intractable integral calculation, we approximate it using
Monte Carlo with a mini-batch of 100. For the algorithm BbB-SGD, we set the number of Monte
Carlo samples to 1. The number of gradient descent steps used by all algorithms is set to bt ·Nc,
where t = 10 for the simple setting. However, due to computational limitations, we set t = 3 for
the complex setting. For all experiments, we consider three different test functions. If θ = (m, ρ),

we define fmean(θ) = ‖m‖2, fstd(θ) = |g(ρ)|, and fpred(θ) = Êx
[
V̂w∼q1θ [s(w, x)]

1
2

]
. Here, Ê and

V̂ represent the empirical mean and variance over 100 samples, respectively. These functions are
used to compute 〈f, µNt 〉 and 〈f, ηNt 〉.

Illustration of Theorem 2 : Using the definition of ηNt in equation 14, and that µ̄t is deter-
ministic, then we deduce that V[〈f, ηNt 〉] = N · V[〈f, µNt 〉]. Figure 1 displays the convergence of
N · V[〈f, µNt 〉] in the simple and complex setting. The variance is estimated using its empirical
version with 300 samples, and the 95% confidence interval is calculated based on 10 samples. These
plots clearly show that the G-process associated with the limiting fluctuation process ηt derived
from BbB-SGD shares the same covariance as the one derived from I-SGD, but differs from the
covariance derived from MiVI-SGD, which exhibit larger values. These plots clearly illustrates the
main result of Theorem 2 and the following remark.

Comparison MiVI-SGD, BbB-SGD and I-SGD: The objective of this paragraph is to
compare, at a fixed number of neurons N , the performances of algorithms MiVI-SGD, BbB-SGD
and I-SGD. Recall that algorithm BbB-SGD randomly samples N Gaussian vectors of dimension
din + dout at each training step. Consequently, during the full training, this algorithm samples
bt ·NcN Gaussian vectors. In contrast, MiVI-SGD samples only 2 Gaussian vectors per training
step, resulting in a total of 2bt · Nc sampled Gaussian vectors. Therefore, algorithm MiVI-SGD
becomes more suitable (in terms of the number of Gaussian vectors sampled) for N ≥ 2. Figure
2 show the variance of 〈f, µNt 〉 with respect to N , in the simple and complex setting. Similarly
to the previous paragraph, the variance is estimated using 300 samples, and the 95% confidence
interval is computed based on 10 samples.

This figure shows that, in the simple setting MiVI-SGD with N = 700 obtains the same
performance (in term of V[〈f, µNt 〉]), than BbB-SGD and I-SGD with N = 620 for fmean, N = 210
for fstd and N = 380. Similarly, in the complex setting MiVI-SGD with N = 700 obtains the same
performance (in term of V[〈f, µNt 〉]), than BbB-SGD and I-SGD with N = 550 for fmean, N = 75
for fstd and N = 95.

Consequently, in both settings, algorithm MiVI-SGD appears to be more efficient (in terms of
the number of sampled vectors) than other algorithms for achieving the same value of V[〈f, ;µNt 〉].
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Figure 1: Convergence of V[〈f, ηNt 〉] in the simple (left column) and complex (right column) setting,
for fmean (1st line), fstd (2nd line) and fpred (3rd line).
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Figure 2: V[〈f, µNt 〉] with respect to N , in the simple (left column) and complex (right column)
setting, for fmean (1st line), fstd (2nd line) and fpred (3rd line).
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5 Conclusion

In this work, we have rigorously shown CLT for a two-layer BNN trained by variational inference
with different SGD schemes. It appears that the idealized SGD and the most-commonly used
Bayes-by-Backprop SGD schemes have the same fluctuation behaviors. i.e. driven by a SPDE
with a G-process having the same covariance structure, in addition to admitting the same mean-
field limit. Introduced in [DHG+23], the less costly Minimal VI SGD scheme exhibits a different
fluctuation behavior, with a G-process of different covariance structure, which can be argued to lead
to larger variances. Though, numerical experiments show that the trade-off between computational
complexity and variance is still vastly in favour of the Minimal VI scheme. This opens the
interesting perspective of exploring whether additional practical improvements can be derived
from the asymptotic results at the mean-field level. This becomes even more intriguing and a
justified approach given that neural networks appear to reach such limits rapidly.
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A Central Limit Theorem: proof of Theorem 2

In all this section, the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (7), except in Sec-
tion A.3 which, we recall, is dedicated to the study of the convergence of the sequences of martingale
(
√
NMN )N (see (24)). Recall the definition of the σ-algebra FNk in (8). We also recall the follow-

ing paramount result which aims at giving uniform bounds, see Lemma 17 in [DHG+23] on the
moments of the parameters {θik, i ∈ {1, . . . , N}} up to iteration bNT c, for a fixed T > 0.

Lemma 1. Assume A. Then, for all T > 0 and all p ≥ 1, there exists C > 0 such that for all
N ≥ 1, i ∈ {1, . . . , N} and 0 ≤ k ≤ bNT c, E[|θik|p] ≤ C.

Let us now recall some Sobolev embeddings which will be also used in the proof of Theo-
rem 2. For M, j > (d + 1)/2 and k, J ≥ 0, HM+J,k(Rd+1) ↪→ CJ,k(Rd+1) and HM+J,k(Rd+1) ↪→H.S.

HJ,k+j(Rd+1) (see Section 2 in [FM97]). Recall J3 = 4dd+1
2 e + 8 and j3 = dd+1

2 e + 1. Set J0 =

dd+1
2 e+3, J1 = 2dd+1

2 e+4, J2 = 3dd+1
2 e+6, and j2 = 2dd+1

2 e+2, j1 = 3dd+1
2 e+4, j0 = 4dd+1

2 e+5.
Hence, the following Hilbert-Schmidt embeddings hold: HJ3−1,j3(Rd+1) ↪→H.S. HJ2,j2(Rd+1),
HJ2,j2(Rd+1) ↪→H.S. HJ1+1,j1−1(Rd+1), HJ1,j1(Rd+1) ↪→H.S. HJ0,j0(Rd+1). One also has the fol-
lowing continuous embeddings: HJ0,j0(Rd+1) ↪→ C2,j0(Rd+1) and HM,j(Rd+1) ↪→ HM,j+k(Rd+1),
where M, j, k ≥ 0.

We finally recall some useful inequality which will be used throughout this work (see the proof
of Lemma 1 in [DHG+23]) and which are direct consequences of A: for all θ ∈ Rd+1, z ∈ Rd, and
(x, y) ∈ X× Y, it holds:

I. |φ(θ, z, x)− y| ≤ C and |∇θφ(θ, z, x)| ≤ C|JθΨθ(z)| ≤ Cb(z) (where Jθ denotes the Jacobian
operator w.r.t. θ).

In addition,

II. For all x ∈ X,

H(·, x) : θ 7→
∫

Rd

φ(θ, z, x)γ(z)dz = 〈φ(θ, ·, x), γ〉 (15)

is smooth and all its derivatives of non negative order are uniformly bounded over Rd+1 w.r.t
x ∈ X.

Moreover, for any multi-index α ∈ Nd+1, (see Remark 1), it holds for some C > 0 and all θ ∈ Rd+1:

|∂αDKL(q1
θ |P 1

0 )| ≤ C(1 + |θ|) if |α| = 1 and |∂αDKL(q1
θ |P 1

0 )| ≤ C for |α| ≥ 2. (16)

A.1 Relative compactness of the fluctuation sequence (ηN)N≥1

Recall that the fluctuation process is defined by ηN : t ∈ R+ 7→
√
N(µNt − µ̄t), N ≥ 1. The aim of

this section is to prove the following relative compactness result on the sequence (ηN )N≥1.

Proposition 1. Assume A. Then, (ηN )N≥1 is relatively compact in D(R+,H−J3+1,j3(Rd+1)).

We mention that Proposition 1 also holds when the {θik, i ∈ {1, . . . , N}}’s are generated by the
two other algorithms (5) and (9). Before starting the proof of Proposition 1, we need to introduce
an auxiliary system of particles, this is the purpose of the next lemma.
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For any µ ∈ P(C(R+,R
d+1)), we consider Pµ ∈ P(C(R+,R

d+1)) defined as the law of the
process (Xt)t≥0 solution to

(Eµ)

{
dXt = −κ

∫
X×Y〈φ(·, ·, x)− y, µt ⊗ γ〉〈∇θφ(Xt, ·, x), γ〉π(dx,dy)dt− κ∇θDKL(q1

Xt
|P 1

0 )dt,

X0 ∼ µ0.

We then denote by F (µ) the function t ∈ R+ 7→ (Pµ)t = Pµ ◦ π−1
t the law (Xs)s≥0 at time t,

where πt is the natural projection from C(R+,R
d+1) to R define by πt(f) = f(t).

Lemma 2. Assume A. Then, µ̄ = F (µ̄) (where µ̄ is given by Theorem 1), i.e. for the solution
(X̄t)t≥0 of (Eµ̄), it holds X̄t ∼ µ̄t for all t ≥ 0.

Proof. We claim that F (µ) ∈ C(R+,P1(Rd+1)), for all µ ∈ P(C(R+,R
d+1)). Let us prove this

claim. Let (Xt)t≥0 be the solution of (Eµ). Then, by I, II, and A, together with (16), there exists
c0 > 0 such that a.s. for all t ≥ 0,

|Xt| ≤ c0(1 + t) + c0

∫ t

0
|Xs|ds.

Therefore, a.s., for all T > 0 and 0 ≤ t ≤ T , by Gronwall lemma, one has |Xt| ≤ c0(1 + T )ec0T .
With this bound, one deduces that there exists c1 > 0 such that a.s. for all 0 ≤ s ≤ t ≤ T ,
|Xt −Xs| ≤ c1(1 + T )ec1T (t− s), which proves the claim.

Let µ ∈ P(Rd+1). Define V [µ] : Rd+1 → Rd+1 by:

V [µ](θ) = −κ
∫
X×Y
〈φ(·, ·, x)− y, µ⊗ γ〉〈∇θφ(θ, ·, x), γ〉π(dx,dy)− κ∇θDKL(q1

θ |P 1
0 ). (17)

By the analysis carried out in Section B.3.2 in [DHG+23] (based on Th. 5.34 in [Vil03]), µ̄ is the
unique weak solution1 in C(R+,P1(Rd+1)) of the measure-valued equation{

∂tµ
∗
t = div(V [µ̄t]µ

∗
t )

µ∗0 = µ0.
(18)

On the other hand, using the equality g(Xt)−g(X0) =
∫ t

0 ∇g(Xu)· d
dtXudu valid for any C1 function

g with compact support, together with (Eµ), we deduce that F (µ̄) is a weak solution of (18). By
uniqueness, µ̄ = F (µ̄). The proof is complete.

Let us now introduce N independent processes X̄i, i ∈ {1, . . . , N}, solution to (Eµ̄). It then
holds thanks to Lemma 2, for all i ∈ {1, . . . , N} and t ≥ 0:

(S)

{
dX̄i

t = −κ
∫
X×Y〈φ(·, ·, x)− y, µ̄t ⊗ γ〉〈∇θφ(X̄i

t , ·, x), γ〉π(dx,dy)dt− κ∇θDKL(q1
X̄i
t
|P 1

0 )dt,

X̄i
0 ∼ µ0, X̄

i
t ∼ µ̄t.

Their empirical distribution is denoted by µ̄Nt = 1
N

∑N
i=1 δX̄i

t
, for N ≥ 1 and t ∈ R+. Recall that

from the proof of Lemma 2, there exists c1 > 0 such that a.s. for all 0 ≤ s ≤ t ≤ T and all
i ∈ {1, . . . , N}:

|X̄i
t | ≤ c1(1 + T )ec1T and |X̄i

t − X̄i
s| ≤ c1(1 + T )ec1T (t− s). (19)

1See Section 4.1.2 in [San15] for the definition.
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We now decompose ηN using the following two processes:

ΥN :=
√
N(µN − µ̄N ) and ΘN :=

√
N(µ̄N − µ̄). (20)

We denote by CJ,j(Rd+1)∗ the dual space of CJ,j(Rd+1) (J, j ≥ 0). One the one hand, µ̄N ∈
C(R+, C1,j(Rd+1)∗), j ≥ 0. This is indeed a direct consequence of (19). On the other hand, for any
j ≥ 0, µN ∈ D(R+, C0,j(Rd+1)∗). Hence, it holds for all j ≥ 0 a.s.

ΥN ∈ D(R+, C1,j(Rd+1)∗). (21)

Concerning ΘN , we have the following result.

Lemma 3. Assume A. Then, for any J > 1 + (d+ 1)/2 and k ≥ 0, µ̄N , µ̄ ∈ C(R+,H−J,k(Rd+1)).
Therefore, a.s. ΘN ∈ C(R+,H−J,k(Rd+1)). Finally, (13) also holds for any test function f ∈
HJ,k(Rd+1) (J > 1 + (d+ 1)/2 and k ≥ 0).

Proof. Let J > 1 + (d+ 1)/2 and k ≥ 0. It then holds HJ,k(Rd+1) ↪→ C1,k(Rd+1). This implies that
C1,k(Rd+1)∗ ↪→ H−J,k(Rd+1), and consequently, µ̄N ∈ C(R+,H−J,k(Rd+1)).

Let us now prove that µ̄ ∈ C(R+,H−J,k(Rd+1)) for k ≥ 0. Set j = k + 1. Recall that one can
choose any γ0 > 1 + d+1

2 in Theorem 1. Pick thus such a γ0 such that j ≤ γ0. We then have
HJ,j−1(Rd+1) ↪→ C1,j−1(Rd+1) ↪→ C1,γ0−1(Rd+1) ↪→ C0,γ0−1(Rd+1). Since µ0 has compact support,
µ0 ∈ C0,γ0−1(Rd)∗ ↪→ H−J,j−1(Rd). Let f ∈ C∞c (Rd+1) and 0 ≤ s ≤ t ≤ T . Thanks to (16) and
Assumption A, we deduce that:

|〈f, µ̄t〉 − 〈f, µ̄s〉| ≤C|t− s|(‖f‖C1,γ0 + ‖f‖C1,γ0−1) sup
u∈[0,T ]

|〈1 + | · |γ0 , µ̄u〉|

≤ C|t− s|‖f‖C1,γ0−1 sup
u∈[0,T ]

|〈1 + | · |γ0 , µ̄u〉|

≤ C|t− s|‖f‖HJ,j−1 sup
u∈[0,T ]

|〈1 + | · |γ0 , µ̄u〉|.

We have that supu∈[0,T ] |〈1 + | · |γ0 , µ̄u〉| < +∞ since u ≥ 0 7→ 〈1 + | · |γ0 , µ̄u〉 ∈ D(R+,R) (this

follows from the fact that µ̄ ∈ D(R+,Pγ0(Rd)) together with Th. 6.9 in [Vil09]). We have
thus proved that µ̄t ∈ H−J,j−1(Rd) and |〈f, µ̄t〉 − 〈f, µ̄s〉| ≤ C|t − s|‖f‖HJ,j−1 . This proves that
µ̄ ∈ C(R+,H−J,j−1(Rd+1)). The last claim is obtained by a density argument and the fact that
HJ,j−1(Rd+1) ↪→ C1,γ0−1(Rd+1).

Lemma 4. Assume A. For all T > 0, we have

sup
N≥1

sup
t∈[0,T ]

E[‖ΘN
t ‖2H−J1,j1

+ ‖ΥN
t ‖2H−J1,j1

] < +∞.

In particular, supN≥1 supt∈[0,T ] E[‖ηNt ‖2H−J1,j1
] < +∞.

Proof. Let T > 0. Pick t ∈ [0, T ], N ≥ 1, and f ∈ HJ1,j1(Rd). On the one hand,
since (f(X̄j

t ) − 〈f, µ̄t〉)j=1,...,N are independent centered random variables, one deduces that

E[〈f,ΘN
t 〉2] ≤ 2

N

∑N
i=1(E

[
|f(X̄i

t)|2
]

+ |〈f, µ̄t〉|2) ≤ CT ‖f‖2HJ0,j0
, where the last inequality is a

consequence of (19) together with HJ0,j0(Rd+1) ↪→ C0,j0(Rd+1) and µ̄ ∈ C(R+,H−J0,j0(Rd+1))
(see Lemma 3). Using also the embedding HJ1,j1(Rd+1) ↪→H.S. HJ0,j0(Rd+1) and considering an
orthonormal basis of HJ1,j1(Rd+1), one deduces the desired upper bound on ΘN .
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Let us now derive the bound on the second order moment of ΥN . To this end, introduce an
orthonormal basis (fa)a≥1 of HJ1,j1(Rd+1). One then has:

‖ΥN
t ‖2H−J1,j1

=
∑
a≥1

〈fa,ΥN
t 〉2. (22)

Recall HJ0,j0(Rd+1) ↪→ C2,j0(Rd+1). We have, by (S) and the fact that f ∈ C2,j0(Rd+1),

〈f, µ̄Nt 〉 = 〈f, µ̄N0 〉 − κ
∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇f · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds

− κ
∫ t

0
〈∇f · ∇θDKL(q1

· |P 1
0 ), µ̄Ns 〉ds. (23)

We now set for k ≥ 0 and g ∈ C2,j(Rd+1) (j ≥ 0):

1. DN
k [g] := − κ

N3

∑N
i=1

∑N
j=1,j 6=i

∫
X×Y

(〈
φ(θjk, ·, x), γ

〉
−y
)〈
∇θg(θik) ·∇θφ(θik, ·, x), γ

〉
π(dx,dy)−

κ
N2

∫
X×Y

〈
(φ(·, ·, x)− y)∇θg · ∇θφ(·, ·, x), νNk ⊗ γ

〉
π(dx, dy).

2. MN
k [g] = − κ

N3

∑N
i,j=1(φ(θjk,Z

j
k, xk)− yk)∇θg(θik) · ∇θφ(θik,Z

i
k, xk)−DN

k [g].

3. RN
k [g] := 1

2N

∑N
i=1(θik+1 − θik)

T∇2g(θ̂ik)(θ
i
k+1 − θik) is the rest of the second order Taylor

expansion of 1
N

∑N
k=1 f(θik+1)− f(θik) (the point θ̂ik lies in [θik+1, θ

i
k]).

Note that DN
k [g] and MN

k [g] are well defined for g ∈ C1,j(Rd+1) (j ≥ 0). For t ≥ 0, we also define:

RN
t [g] :=

bNtc−1∑
k=0

RN
k [g] and MN

t [g] :=

bNtc−1∑
k=0

MN
k [g]. (24)

Let t ≥ 0. With these definitions, we recall that from Eq. (53) in [DHG+23], there exist θ̂ik
(i = 1, . . . , N and k = 0, . . . , bNtc − 1) such that for g ∈ C2,j0(Rd+1):

〈g, µNt 〉 − 〈g, µN0 〉 = −κ
∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θg · ∇θφ(·, ·, x), µNs ⊗ γ〉π(dx,dy)ds

− κ
∫ t

0

〈
∇θg · ∇θDKL(q1

· |P
1
0 ), µNs

〉
ds

+
κ

N

∫ t

0

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θg · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− κ

N

∫ t

0

∫
X×Y

〈
(φ(·, ·, x)− y)∇θg · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

+ MN
t [g] + WN

t [g] + RN
t [g], (25)

where WN
t [f ] := −VN

t [f ] + κ
∫ t
bNtc
N

〈
∇θf · ∇θDKL(q1

· |P
1
0 ), µNs

〉
ds and

VN
t [f ] := −κ

∫ t

bNtc
N

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µNs ⊗ γ〉π(dx, dy)ds

+
κ

N

∫ t

bNtc
N

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− κ

N

∫ t

bNtc
N

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx, dy)ds.
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Hence, since by definition ΥN =
√
N(µN − µ̄N ), one has for all t ∈ R+, using (23) and (25)

together with the fact that 〈f, µN0 〉 = 〈f, µ̄N0 〉:

〈f,ΥN
t 〉 = −κ

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),ΥN

s ⊗ γ〉π(dx,dy)ds

− κ
∫ t

0

∫
X×Y
〈φ(·, ·, x),ΥN

s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds

− κ
∫ t

0

∫
X×Y
〈φ(·, ·, x),

√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx, dy)ds

− κ
∫ t

0
〈∇θf · ∇θDKL(q1

· |P 1
0 ),ΥN

s 〉ds

+
κ√
N

∫ t

0

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx, dy)ds

− κ√
N

∫ t

0

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

+
√
NMN

t [f ] +
√
NWN

t [f ] +
√
NRN

t [f ]. (26)

Using II, when j > d+1
2 , one has H(·, x) ∈ HJ,j(Rd+1) for all J ≥ 0, and it holds:

sup
x∈X

∥∥H(., x)
∥∥
HJ,j < +∞. (27)

By Lemma B.3 in [DGMN22], one has, for all t ∈ R+,

〈f,ΥN
t 〉2 ≤ AN

t [f ] + BN
t [f ], (28)

where

AN
t [f ] = −2κ

∫ t

0

∫
X×Y
〈f,ΥN

s 〉〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),ΥN
s ⊗ γ〉π(dx,dy)ds

− 2κ

∫ t

0

∫
X×Y
〈f,ΥN

s 〉〈φ(·, ·, x),ΥN
s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds

− 2κ

∫ t

0

∫
X×Y
〈f,ΥN

s 〉〈φ(·, ·, x),
√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds

− 2κ

∫ t

0
〈f,ΥN

s 〉〈∇θf · ∇θDKL(q1
· |P 1

0 ),ΥN
s 〉ds

+
2κ√
N

∫ t

0

∫
X×Y
〈f,ΥN

s 〉
〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− 2κ√
N

∫ t

0

∫
X×Y
〈f,ΥN

s 〉
〈

(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ
〉
π(dx,dy)ds (29)

and

BN
t [f ] =

bNtc−1∑
k=0

[
2〈f,ΥN

k+1
N

−〉
√
NRN

k [f ] + 3NRN
k [f ]2

]
+

bNtc−1∑
k=0

[
2〈f,ΥN

k+1
N

−〉
√
NMN

k [f ] + 3NMN
k [f ]2

]

+

bNtc−1∑
k=0

[
2〈f,ΥN

k+1
N

−〉aNk [f ] + 3aNk [f ]2
]
− 2
√
N

∫ t

0
〈f,ΥN

s 〉LNs [f ]ds,
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with, for s ∈ [0, t],

LNs [f ] = −κ
∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µNs ⊗ γ〉π(dx,dy)

+
κ

N

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)

− κ

N

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)

− κ〈∇θf · ∇θDKL(q1
· |P 1

0 ), µNs 〉

and, for 0 ≤ k < bNtc, aNk [f ] =
√
N
∫ k+1

N
k
N

LNs [f ]ds. By (22) and (28),

‖ΥN
t ‖2H−J1,j1

≤
∑
a≥1

AN
t [fa] + BN

t [fa]. (30)

Using Lemma 7, one deduces that:∑
a≥1

E[AN
t [fa] + BN

t [fa]] ≤ CT + CT

∫ t

0
E[‖ΥN

s ‖2H−J1,j1
]ds (31)

Hence, by (30) and (31),

E[‖ΥN
t ‖2H−J1,j1

] ≤ CT + CT

∫ t

0
E[‖ΥN

s ‖2H−J1,j1
]ds. (32)

Using Gronwall’s lemma yields the desired moment estimate on ΥN .

The following lemma provides the compact containment condition we need to prove that
(ηN )N≥1 is relatively compact in D(R+,H−J3+1,j3(Rd+1)).

Lemma 5. Assume A. Then, for all T > 0, supN≥1 E[supt∈[0,T ] ‖ηNt ‖2H−J2,j2
] < +∞.

Proof. Let T > 0 and N ≥ 1. Consider an orthonormal basis (fa)a≥1 of HJ2,j2(Rd+1) and f ∈
HJ2,j2(Rd+1). From (26) and using Jensen’s inequality,

sup
t∈[0,T ]

〈f,ΥN
t 〉2 ≤ C

∫ T

0

∫
X×Y
|〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),ΥN

s ⊗ γ〉|2π(dx,dy)ds

+ C

∫ T

0

∫
X×Y
|〈φ(·, ·, x),ΥN

s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉|2π(dx,dy)ds

+ C

∫ T

0

∫
X×Y
|〈φ(·, ·, x),

√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉|2π(dx,dy)ds

+ C

∫ T

0
|〈∇θf · ∇θDKL(q1

· |P 1
0 ),ΥN

s 〉|2ds

+
C

N

∫ T

0

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉2
π(dx,dy)ds

+
C

N

∫ T

0

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉2
π(dx, dy)ds

+N sup
t∈[0,T ]

MN
t [f ]2 +N sup

t∈[0,T ]
WN

t [f ]2 +N sup
t∈[0,T ]

RN
t [f ]2. (33)
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Let us now provide upper bounds on each term appearing in the right-hand side of (33). Let us
consider the first term in the right-hand side of (33). By II, for all J ≥ 1 and j ≥ 0,

sup
g∈HJ,j(Rd+1),‖g‖HJ,j=1

sup
x∈X

∥∥∇θg · H(·, x)
∥∥
HJ−1,j < +∞. (34)

By (48), (34), the embedding HJ2,j2(Rd+1) ↪→ HJ1+1,j1(Rd+1) together with Lemma 4, we have,
for all s ∈ [0, T ],

E
[ ∫

X×Y
|〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),ΥN

s ⊗ γ〉|2π(dx,dy)
]

≤ CE
[ ∫

X×Y

∥∥∇θf · H(·, x)
∥∥2

HJ1,j1
‖ΥN

s ‖2H−J1,j1
π(dx,dy)

]
≤ C‖f‖2HJ1+1,j1

E[‖ΥN
s ‖2H−J1,j1

] ≤ C‖f‖2HJ1+1,j1
. (35)

Let us now deal with the second term in the right hand side of (33). Using (27), Lemma 4
and (50), and Sobolev embeddings, we have, for all s ∈ [0, T ],

E[|〈φ(·, ·, x),ΥN
s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉|2] ≤ C‖f‖2HJ1,j1

E[‖ΥN
s ‖2H−J1,j1

] ≤ C‖f‖2HJ1,j1
,

which provides the required upper bound.
We now consider the t third term in the r.h.s. of (33). We have, using (50) and (51), together

with the embedding HJ0,j0(Rd+1) ↪→ C1,j0(Rd+1), for all s ∈ [0, T ],

E[|〈φ(·, ·, x),
√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉|2] ≤ C‖f‖2HJ0,j0

.

We now turn to the fourth term in (33). Note first that by (16), we have that ∇θg ·∇θDKL(q1
· |P 1

0 ) ∈
HJ−1,j+1(Rd+1) for all g ∈ HJ,j(Rd+1), J ≥ 1, j ≥ 0. Moreover, we have

sup
g∈HJ,j(Rd+1),‖g‖HJ,j=1

‖∇θg · ∇θDKL(q1
· |P 1

0 )‖HJ−1,j+1 < +∞. (36)

Hence, using the embedding HJ2,j2(Rd+1) ↪→ HJ1+1,j1−1(Rd+1) (see the beginning of Section A)
and Lemma 4, we obtain, for all s ∈ [0, T ],

E[|〈∇θf · ∇θDKL(q1
· |P 1

0 ),ΥN
s 〉|2] ≤ E[‖〈∇θf · ∇θDKL(q1

· |P 1
0 )‖2HJ1,j1

‖ΥN
s ‖2H−J1,j1

] ≤ C‖f‖2HJ1+1,j1−1 .

By A and Lemma 1, the fifth and sixth terms in the r.h.s. of (33) are bounded by C‖f‖2C1,j0 and

thus by C‖f‖2HJ0,j0
.

We now turn to the three last terms of (33). Note first that t ∈ R+ 7→ MN
t [f ] is a FNt -

martingale, where FNt = FNbNtc (to see this, use the same computations as those used in the proof

of Lemma 3.2 in [DGMN22]). Now, using Equations (65), (61) and (62) in [DHG+23], we obtain,
using Doob’s inequality and Sobolev embeddings,

E[ sup
t∈[0,T ]

MN
t [f ]2] = E[MN

T [f ]2] ≤ C‖f‖2HJ0,j0
/N, (37)

E[ sup
t∈[0,T ]

WN
t [f ]2] ≤ C‖f‖2HJ0,j0

/N,

E[ sup
t∈[0,T ]

RN
t [f ]2] ≤ C‖f‖2HJ0,j0

/N2. (38)
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Collecting these bounds, we obtain

E
[

sup
t∈[0,T ]

〈f,ΥN
t 〉2
]
≤ C(‖f‖2HJ1+1,j1

+ ‖f‖2HJ1+1,j1−1 + ‖f‖2HJ1,j1
+ ‖f‖2HJ0,j0

). (39)

Hence, by Sobolev embeddings together with the embeddingHJ2,j2(Rd+1) ↪→H.S. HJ1+1,j1−1(Rd+1),
one deduces that:

E
[

sup
t∈[0,T ]

‖ΥN
t ‖2H−J2,j2

]
≤ C. (40)

We now turn to the study of E[supt∈[0,T ]〈f,ΘN
t 〉2]. Recall that ΘN

t =
√
N(µ̄Nt − µ̄t). Using (23)

and (13) (recall that by Lemma 3, one can use test functions f ∈ HJ0,j0(Rd+1) in (13)), one has:

〈f,ΘN
t 〉 = 〈f,ΘN

0 〉 − κ
∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇f · ∇θφ(·, ·, x),ΘN

s ⊗ γ〉π(dx,dy)ds

− κ
∫ t

0
〈∇f · ∇θDKL(q1

· |P 1
0 ),ΘN

s 〉ds. (41)

By Jensen’s inequality, together with (48) and Lemma 4, we obtain

E
[

sup
t∈[0,T ]

〈f,ΘN
t 〉2
]

≤ CE[〈f,ΘN
0 〉2] + CE

[ ∫ T

0

∫
X×Y
〈∇f · ∇θφ(·, ·, x),ΘN

s ⊗ γ〉2π(dx,dy)ds
]

+ CE
[ ∫ T

0
〈∇f · ∇θDKL(q1

· |P 1
0 ),ΘN

s 〉2ds
]

≤ C‖f‖2HJ1,j1
+ C‖f‖2HJ1+1,j1

∫ T

0
E[‖ΘN

s ‖2H−J1,j1
]ds+ C‖f‖2HJ1+1,j1−1

∫ T

0
E[‖ΘN

s ‖2H−J1,j1
]ds

≤ C(‖f‖2HJ1,j1
+ ‖f‖2HJ1+1,j1

+ ‖f‖2HJ1+1,j1−1).

Hence, by Sobolev embeddings (see the very beginning of Section A), we deduce that:

E
[

sup
t∈[0,T ]

‖ΘN
t ‖2H−J2,j2

]
≤ C. (42)

Together with (40), this completes the proof of the lemma.

The following lemma provides the regularity condition needed to prove that the sequence of
fluctuation processes (ηN )N≥1 is relatively compact in the space D(R+,H−J3+1,j3(Rd+1)).

Lemma 6. Assume A. For all T > 0, there exist C > 0 such that for all N ≥ 1, δ > 0, 0 ≤ r < t ≤
T with t−r ≤ δ and f ∈ C∞c (Rd+1), E[|〈f, ηNt 〉−〈f, ηNr 〉|] ≤ C(

√
δ+δ+(1+δ)/

√
N)‖f‖HJ1+1,j1−1.
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Proof. From (26), 〈f,ΥN
t 〉 − 〈f,ΥN

r 〉 is equal to:

− κ
∫ t

r

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),ΥN

s ⊗ γ〉π(dx,dy)ds

− κ
∫ t

r

∫
X×Y
〈φ(·, ·, x),ΥN

s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds

− κ
∫ t

r

∫
X×Y
〈φ(·, ·, x),

√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx, dy)ds

− κ
∫ t

r
〈∇θf · ∇θDKL(q1

· |P 1
0 ),ΥN

s 〉ds

+
κ√
N

∫ t

r

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− κ√
N

∫ t

r

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

+
√
N(MN

t [f ]−MN
r [f ]) +

√
N(WN

t [f ]−WN
r [f ]) +

√
N(RN

t [f ]−RN
r [f ]). (43)

Using similar techniques as those used in the proof of Lemma 5, we obtain the following bounds:

E
[∣∣∣ ∫ t

r

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),ΥN

s ⊗ γ〉π(dx,dy)ds
∣∣∣] ≤ C‖f‖HJ1+1,j1 (t− r),

E
[∣∣∣ ∫ t

r

∫
X×Y
〈φ(·, ·, x),ΥN

s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds
∣∣∣] ≤ C‖f‖HJ1,j1 (t− r),

E
[∣∣∣ ∫ t

r

∫
X×Y
〈φ(·, ·, x),

√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx, dy)ds

∣∣∣] ≤ C‖f‖HJ0,j0 (t− r),

E
[∣∣∣ ∫ t

r
〈∇θf · ∇θDKL(q1

· |P 1
0 ),ΥN

s 〉ds
∣∣∣] ≤ C‖f‖HJ1+1,j1−1(t− r),

E
[∣∣∣ 1√

N

∫ t

r

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

∣∣∣] ≤ C ‖f‖HJ0,j0√
N

(t− r),

E
[∣∣∣ 1√

N

∫ t

r

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

∣∣∣] ≤ C ‖f‖HJ0,j0√
N

(t− r).

Let us now treat the three last terms appearing at the last line of Equation (43). From the proof
of Lemma 21 in [DHG+23], we have:

E[|MN
t [f ]−MN

r [f ]|] ≤ C
√
Nδ + 1

N
‖f‖C1,j0 and E[|RN

t [f ]−RN
r [f ]|] ≤ C ‖f‖C2,j0

N
.

Let us mention that the upper bound on E[|WN
t [f ] −WN

r [f ]|] provided in the proof of Lemma
21 in[DHG+23] (which we recall implies that this term is control by 1/

√
N) is not sharp enough.

With straightforward computations, from the definition of WN
t [f ], we actually have:

E[|WN
t [f ]−WN

r [f ]|] ≤ E[|WN
t [f ]|] + E[|WN

t [f ]|] ≤ C ‖f‖C1,j0
N

.

In conclusion, using Sobolev embeddings (see the very beginning of Section A), we obtain

E[|〈f,ΥN
t 〉 − 〈f,ΥN

r 〉|] ≤ C(
√
δ + δ + (1 + δ)/

√
N)‖f‖HJ1+1,j1−1 . (44)
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Let us now consider ΘN
t −ΘN

r . By (41), one has:

〈f,ΘN
t 〉 − 〈f,ΘN

r 〉 =− κ
∫ t

r

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇f · ∇θφ(·, ·, x),ΘN

s ⊗ γ〉π(dx,dy)ds

− κ
∫ t

r
〈∇f · ∇θDKL(q1

· |P 1
0 ),ΘN

s 〉ds. (45)

By (48), (34) and (36), together with Lemma 4, it then holds:

E
[
|〈f,ΘN

t 〉 − 〈f,ΘN
r 〉|
]
≤ C‖f‖HJ1+1,j1

∫ t

r
E[‖ΘN

s ‖H−J1,j1 ]ds+ C‖f‖HJ1+1,j1−1

∫ t

r
E[‖ΘN

s ‖H−J1,j1 ]ds

≤ Cδ(‖f‖HJ1+1,j1 + ‖f‖HJ1+1,j1−1). (46)

Hence, by (44) and (46), and recalling that ηN = ΥN + ΘN , we get that E[|〈f, ηNt 〉 − 〈f, ηNr 〉|] ≤
C(
√
δ + δ + (1 + δ)/

√
N)‖f‖HJ1+1,j1−1 .

Lemma 7. Assume A. Let (fa)a≥1 be an orthonormal basis of HJ1,j1(Rd+1). Then, for all T > 0,
there exists C > 0 such that for all 0 ≤ t ≤ T ,

(i) ∑
a≥1

E
[
− 2κ

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θfa · ∇θφ(·, ·, x),ΥN
s ⊗ γ〉π(dx, dy)ds

]
≤ C

∫ t

0
E
[
‖ΥN

s ‖2H−J1,j1

]
ds.

(ii) ∑
a≥1

E
[
− 2κ

∫ t

0
〈fa,ΥN

s 〉〈∇θfa · ∇θDKL(q1
· |P 1

0 ),ΥN
s 〉ds

]
≤ C

∫ t

0
E
[
‖ΥN

s ‖2H−J1,j1

]
ds.

(iii) ∑
a≥1

E
[
− 2κ

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉〈φ(·, ·, x),ΥN
s ⊗ γ〉〈∇θfa · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx,dy)ds

− 2κ

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉〈φ(·, ·, x),
√
N(µ̄Ns − µ̄s)⊗ γ〉〈∇θfa · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉π(dx, dy)ds

]
≤ C + C

∫ t

0
E[‖ΥN

s ‖2H−J1,j1
]ds.

(iv) ∑
a≥1

E
[ 2κ√

N

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉
〈
〈φ(·, ·, x)− y, γ〉〈∇θfa · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− 2κ√
N

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉
〈

(φ(·, ·, x)− y)∇θfa · ∇θφ(·, ·, x), µNs ⊗ γ
〉
π(dx, dy)ds

]
≤ C + C

∫ t

0
E
[
|‖ΥN

s ‖2H−J1,j1

]
ds.
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(v) ∑
a≥1

E
[ bNtc−1∑

k=0

[
2〈fa,ΥN

k+1
N

−〉
√
NMN

k [fa] + 3NMN
k [fa]

2
]]
≤ C.

(vi)

∑
a≥1

E
[ bNtc−1∑

k=0

[
2〈fa,ΥN

k+1
N

−〉
√
NRN

k [fa] + 3NRN
k [fa]

2
]]
≤ C +

∫ t

0
E
[
‖ΥN

s ‖2H−J1,j1

]
ds.

(vii)

∑
a≥1

E
[ bNtc−1∑

k=0

[
2〈fa,ΥN

k+1
N

−〉aNk [fa] + 3aNk [fa]
2
]
− 2
√
N

∫ t

0
〈fa,ΥN

s 〉LNs [f ]ds
]
≤ C.

Proof. Let 0 ≤ t ≤ T and N ≥ 1. Consider an orthonormal basis (fa)a≥1 of HJ1,j1(Rd+1) and a
function f ∈ HJ1,j1(Rd+1). In what follows, C > 0 will denote a constant independent of t, N ,
s ∈ [0, t], f and (fa)a≥1, which can change from one occurrence to another. Let us prove item (i).
Introduce for x ∈ X, the operator Tx : HJ1,j1(Rd+1)→ HJ1−1,j1(Rd+1) defined by

θ ∈ Rd+1 7→ Tx(f)(θ) = ∇θf(θ) · ∇θ
∫

Rd

φ(θ, z, x)γ(z)dz = ∇θf · H(·, x), (47)

where we recall that φ(θ, z, x) = s(Ψθ(z), x). Note that Tx is well defined since the function
H(·, x) : θ 7→

∫
Rd φ(θ, z, x)γ(z)dz = 〈φ(θ, ·, x), γ〉 is smooth and all its derivatives of non negative

order are uniformly bounded w.r.t x ∈ X over Rd+1 (this follows from A1 and A3). Then, one
has ∑

a≥1

−2κ

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θfa · ∇θφ(·, ·, x),ΥN
s ⊗ γ〉π(dx, dy)ds

= −2κ

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉

∑
a≥1

〈fa,ΥN
s 〉〈Txfa,Υ

N
s 〉π(dx,dy)ds

= −2κ

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈ΥN

s ,T
∗
xΥN

s 〉H−J1,j1π(dx,dy)ds.

Since the function φ is bounded and Y is compact, one has:

∃C > 0,∀ν ∈ P(Rd+1), ∀(x, y) ∈ X× Y, |〈φ(·, ·, x)− y, ν ⊗ γ〉| ≤ C. (48)

By (48) and using Lemma B.2 in [DGMN22] (note that ΥN ∈ D(R+,H−J1+1,j(Rd+1)) by (21)
together with the Sobolev embedding HJ1−1,j(Rd+1) ↪→ C1,j1(Rd+1), j ≥ 0), we have

E
[∑
a≥1

−2κ

∫ t

0

∫
X×Y
〈fa,ΥN

s 〉〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θfa · ∇θφ(·, ·, x),ΥN
s ⊗ γ〉π(dx, dy)ds

]
≤ C

∫ t

0
E
[
‖ΥN

s ‖2H−J1,j1

]
ds,
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which is the desired estimate.
Introduce the operator T : HJ1,j1(Rd+1)→ HJ1−1,j1+1(Rd+1) defined by (see also (16))

T(f) : θ 7→ ∇θf · ∇θDKL(q1
· |P 1

0 ), (49)

Item (ii) is proved as the previous item, using now Lemma 8 below.
Item (iii) is obtained with exactly the same arguments as those used to derive the upper bounds

on
∑

a≥1 JNt [fa] and
∑

a≥1 KN
t [fa] in the proof of Lemma 3.1 in [DGMN22] (it suffices indeed to

change σ(·, x) there into H(·, x)). In particular, by II and (19), it holds:

sup
x∈X
|〈∇θf · ∇θφ(·, ·, x), µ̄Ns ⊗ γ〉| ≤ C‖f‖C1,j0 , (50)

and (see Equation (3.20) in [DGMN22]),

E[〈φ(·, ·, x), (µ̄Ns − µ̄s)⊗ γ〉2] ≤ C/N. (51)

Note also that by Lemma 1 and I, it holds:

E
[
〈|∇θf · ∇θφ(·, ·, x)|, µNs ⊗ γ〉2

]
≤ C‖f‖2C1,j0 (52)

Item (iv) follows from HJ0,j0(Rd+1) ↪→ C1,j0(Rd+1) and HJ1,j1(Rd+1) ↪→H.S. HJ0,j0(Rd+1).
Let us prove item (v). Since E[MN

k [f ]|FNk ] = 0, we have with the same arguments as those
used to derive Equation (B.1) in [DGMN22],

bNtc−1∑
k=0

E[〈f,ΥN
k+1
N

−〉
√
NMN

k [f ]] = 0.

Moreover, we recall that by Lemma 1 (see Eqaution (60) in [DHG+23]), one has E[MN
k [f ]2] ≤

C‖f‖2C1,j0/N
2. Hence, we conclude, using againHJ0,j0(Rd+1) ↪→ C1,j0(Rd+1) andHJ1,j1(Rd+1) ↪→H.S.

HJ0,j0(Rd+1), that

∑
a≥1

E
[ bNtc−1∑

k=0

[
2〈fa,ΥN

k+1
N

−〉
√
NMN

k [fa] + 3NMN
k [fa]

2
]]
≤ C

∑
a≥1

‖fa‖2C1,j0 ≤ C. (53)

Let us prove item (vi). We have

bNtc−1∑
k=0

〈f,ΥN
k+1
N

−〉
√
NRN

k [f ] ≤
bNtc−1∑
k=0

1

N
〈f,ΥN

k+1
N

−〉2 +

bNtc−1∑
k=0

N2RN
k [f ]2.

Recall that from the analysis performed at the end of the proof of Lemma B.1 in [DHG+23],
E[RN

k [f ]2] ≤ C/N4 so that

E
[ bNtc−1∑

k=0

N2RN
k [f ]2

]
≤ C‖f‖2C2,j0/N.

Using (19) and Lemma 1, the same computations as those of the proof of item (iv) in Lemma B.1
in [DGMN22] yield:

E
[ bNtc−1∑

k=0

1

N
〈f,ΥN

k+1
N

−〉2
]
≤ C‖f‖2C2,j0 + E

[ ∫ t

0
〈f,ΥN

s 〉2ds
]
.
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Hence,

bNtc−1∑
k=0

〈f,ΥN
k+1
N

−〉
√
NRN

k [f ] ≤ C‖f‖2C2,j0 + E
[ ∫ t

0
〈f,ΥN

s 〉2ds
]

+ C‖f‖2C2,j0/N. (54)

Item (vi) then follows from HJ0,j0(Rd+1) ↪→ C2,j0(Rd+1) and HJ1,j1(Rd+1) ↪→H.S. HJ0,j0(Rd+1).
Let us prove item (vii). Using Jensen’s inequality together with Lemma 1 and (16), we have,

for all 0 ≤ s ≤ t,

E[|LNs [f ]|2] ≤ C‖f‖2C1,j0 (1 + 1/N). (55)

On the other hand, for all s ∈ ( kN ,
k+1
N ), by (19) and the same computations as those used to derive

Equation (B.5) in [DGMN22], we have:

|〈f,ΥN
k+1
N

−〉 − 〈f,ΥN
s 〉| =

√
N
∣∣〈f, µ̄Ns 〉 − 〈f, µ̄Nk+1

N

〉
∣∣ ≤ C‖f‖C2,j0 . (56)

Hence,

E
[ bNtc−1∑

k=0

〈f,ΥN
k+1
N

−〉aNk [f ]−
√
N

∫ bNtc
N

0
〈f,ΥN

s 〉LNs [f ]ds
]

=
√
N

bNtc−1∑
k=0

∫ k+1
N

k
N

E
[(
〈f,ΥN

k+1
N

−〉 − 〈f,ΥN
s 〉
)
LNs [f ]

]
ds

≤ C‖f‖C2,j0
∫ bNtc

N

0
E[|LNs [f ]|]ds ≤ C‖f‖2C2,j0 . (57)

We also have, using Lemma 1 and (19), it is straightforward to deduce that E[〈f,ΥN
s 〉2] ≤

CN‖f‖2C1,j0 . Consequently, one has:

E
[√

N
∣∣∣ ∫ t

bNtc
N

〈f,ΥN
s 〉LNs [f ]ds

∣∣∣] ≤ √N ∫ t

bNtc
N

√
E[〈f,ΥN

s 〉2]
√

E[LNs [f ]2] ≤ C‖f‖2C1,j0 . (58)

Finally,

E
[ bNtc−1∑

k=0

aNk [f ]2
]

= NE
[ bNtc−1∑

k=0

∣∣∣ ∫ k+1
N

k
N

LNs [f ]ds
∣∣∣2] ≤ bNtc−1∑

k=0

∫ k+1
N

k
N

E[LNs [f ]2]ds

≤ C‖f‖2C1,j0 (1 + 1/N). (59)

Item (vii) follows from (57), (58) and (59). The proof of the lemma is complete.

Lemma 8. Let J ≥ 1 and j ≥ 0. Recall the definition of T ∈ L(HJ,j(Rd+1),HJ−1,j+1(Rd+1)) in
(49). Then, there exists C > 0 such that for any Υ ∈ H−J+1,j+1(Rd+1),

|〈Υ,T∗Υ〉H−J,j | ≤ C‖Υ‖2H−J,j . (60)

Note that T∗ ∈ L(H−J+1,j+1(Rd+1),H−J,j(Rd+1)). Let us mention that the upper bound (60)
is much better than the one which would be obtained applying the Cauchy-Schwarz inequality.
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Proof. The proof is inspired from the one of Lemma B.2 in [DGMN22] (see also Lemma B1 in
[SS20a]). We will give the proof in dimension 1, i.e. when d = 0, the other cases are treated the
same way. Let Υ ∈ H−J+1,j+1(R) ↪→ H−J,j(R). By the Riesz representation theorem, there exists
a unique Ψ ∈ HJ,j(R) such that

〈f,Υ〉 = 〈f,Ψ〉HJ,j , ∀f ∈ HJ,j(R).

Define F by F (Υ) = Ψ. The density of C∞c (R) in HJ,j(R) implies that {Υ ∈ H−J,j(R) : F (Υ) ∈
C∞c (R)} is dense in H−J,j(R). It is thus sufficient to show (60) when Ψ = F (Υ) ∈ C∞c (R). We
have

〈Υ,TΥ〉H−J,j = 〈Ψ,T∗Υ〉 = 〈TΨ,Υ〉 = 〈TΨ,Ψ〉HJ,j . (61)

Hence, to prove (60), it is enough to show |〈TΨ,Ψ〉HJ,j | ≤ C‖Ψ‖2HJ,j for Ψ ∈ C∞c (R). We will only
consider the case when J = j = 1, the other cases being treated very similarly. Recall the upper
bounds (16). Let Ψ ∈ C∞c (R). We have, by integration by parts and using the fact that Ψ is
compactly supported,

〈TΨ,Ψ〉H1,1 =

∫
R

Ψ′(θ)D ′KL(q1
θ |P 1

0 )
Ψ(θ)

1 + θ2
dθ +

∫
R

(Ψ′(θ)D ′KL(q1
θ |P 1

0 ))′
Ψ′(θ)

1 + θ2
dθ

=

∫
R

Ψ′(θ)D ′KL(q1
θ |P 1

0 )
Ψ(θ)

1 + θ2
dθ +

∫
R

Ψ′′(θ)D ′KL(q1
θ |P 1

0 )
Ψ′(θ)

1 + θ2
dθ

+

∫
R

D ′′KL(q1
θ |P 1

0 )
Ψ′(θ)2

1 + θ2
dθ

= −1

2

∫
R

Ψ(θ)2 d

dθ

(D ′KL(q1
θ |P 1

0 )

1 + θ2

)
dθ − 1

2

∫
R

Ψ′(θ)2 d

dθ

(D ′KL(q1
θ |P 1

0 )

1 + θ2

)
dθ

+

∫
R

D ′′KL(q1
θ |P 1

0 )
Ψ′(θ)2

1 + θ2
dθ. (62)

To bound the first two terms of (62), we use the bounds (16). More precisely, for all θ ∈ R,∣∣∣ d

dθ

(D ′KL(q1
θ |P 1

0 )

1 + θ2

)∣∣∣ ≤ |D ′′KL(q1
θ |P 1

0 )(1 + θ2)|+ 2|θD ′KL(q1
θ |P 1

0 )|
(1 + θ2)2

≤ C

1 + θ2
+
C|θ|(1 + θ|)

(1 + θ2)2
≤ C

1 + θ2
.

Hence, we obtain, plugging this bound in (62),

|〈TΨ,Ψ〉H1,1 | ≤ C
(∫

R

Ψ(θ)2

1 + θ2
dθ +

∫
R

Ψ′(θ)2

1 + θ2
dθ
)
≤ C‖Ψ‖2H1,1 .

This completes the proof of the lemma.

We now collect the previous results to prove Proposition 1.

Proof of Proposition 1. The proof consists in applying Th. 4.6 in [Jak86] with E = H−J3+1,j3(Rd+1)
and F = {Hf , f ∈ C∞c (Rd+1)} where

Hf : ν ∈ H−J3+1,j3(Rd+1) 7→ 〈f, ν〉.

Note that HJ3−1,j3(Rd+1) is compactly embedded in HJ2,j2(Rd+1). Hence, by Schauder’s theorem,
H−J2,j2(Rd+1) is compactly embedded in H−J3+1,j3(Rd+1). Thus, for all C > 0, the set {h ∈
H−J3+1,j3(Rd+1), ‖h‖H−J2,j2 ≤ C} is compact. Hence, Condition (4.8) in Th. 4.6 in [Jak86] follows
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from Lemma 5 and Markov’s inequality. Let us now show that Condition (4.9) in [Jak86] is verified,
i.e., that for all f ∈ C∞c (Rd+1), the sequence (〈f, ηN 〉)N≥1 is relatively compact in D(R+,R). To
do this, it suffices to use Lemma 6 and Prop. A.1 in [DGMN22] (with H1 = H2 = R there).
In conclusion, according to Th. 4.6 in [Jak86], the sequence (ηN )N≥1 is relatively compact in
D(R+,H−J3+1,j3(Rd+1)).

A.2 Relative compactness of (
√
NMN)N≥1 and regularity of the limit points

Throughout this section, we that the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (7)
(with straightforward modifications, one can check that all the results of this section are valid
when the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithms (5) and (9)).

Lemma 9. Assume A. Then, for all T > 0, supN≥1 E
[

supt∈[0,T ] ‖
√
NMN

t ‖2H−J1,j1

]
< +∞.

Proof. Recall that by (37), there exists C > 0 such that for all f ∈ HJ1,j1(Rd+1) and N ≥ 1,

E[ sup
t∈[0,T ]

|
√
NMN

t [f ]|2] ≤ C‖f‖2HJ0,j0
.

Considering an orthonormal basis of HJ1,j1(Rd+1) ↪→H.S. HJ0,j0(Rd+1), one gets that
E[supt∈[0,T ] ‖

√
NMN

t ‖2H−J1,j1
] ≤ C uniformly in N ≥ 1.

We now turn to the regularity condition on the sequence {t ∈ R+ 7→
√
NMN

t [f ]}N≥1, for
f ∈ C∞c (Rd+1).

Lemma 10. Assume A. Then, for all T > 0, there exists C > 0 such that for all N ≥ 1, δ > 0,
0 ≤ r < t ≤ T such that t− r ≤ δ and f ∈ C∞c (Rd+1), it holds

E
[
|
√
NMN

t [f ]−
√
NMN

r [f ]|
]
≤ C
√
Nδ + 1

‖f‖C1,j0√
N

.

Proof. From the proof of Lemma 21 in [DHG+23], it holds

E
[
|MN

t [f ]−MN
r [f ]|2

]
≤ C(Nδ + 1)

‖f‖2C1,j0
N2

.

This leads the desired result.

Proposition 2. Assume A. Then, the sequence {t ∈ R+ 7→
√
NMN

t }N≥1 is relatively compact in
D(R+,H−J3,j3(Rd+1).

Proof. Recall that HJ3,j3(Rd+1) ↪→H.S. HJ1,j1(Rd+1). The same arguments as those used to prove
Proposition 1 together with Lemmata 9 and 10 imply the result.

We now turn to the regularity of the limit points of the sequence (ηN )N≥1.

Lemma 11. Assume A. Then, for all T > 0,

lim
N→∞

E
[

sup
t∈[0,T ]

‖ηNt − ηNt−‖
2
H−J3+1,j3

]
+ E

[
sup
t∈[0,T ]

‖
√
NMN

t −
√
NMN

t−‖
2
H−J3,j3

]
= 0. (63)

Any limit point of (ηN )N≥1 (resp. of (
√
NMN )N≥1) in D(R+,H−J3+1,j3(Rd+1)) (resp. in

D(R+,H−J3,j3(Rd+1))) belongs a.s. to C(R+,H−J3+1,j3(Rd+1)) (resp. to C(R+,H−J3,j3(Rd+1))).
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Proof. Let T > 0. Let us first consider the sequence (ηN )N≥1. In what follows, C > 0 is a constant
independent of N ≥ 1, k ∈ {1, . . . , bNT c}, and f ∈ HJ3−1,j3(Rd+1). We have

sup
t∈[0,T ]

‖ηNt − ηNt−‖
2
H−J3+1,j3

≤ 2 sup
t∈[0,T ]

‖ΥN
t −ΥN

t−‖
2
H−J3+1,j3

+ 2 sup
t∈[0,T ]

‖ΘN
t −ΘN

t−‖
2
H−J3+1,j3

. (64)

According to Lemma 3, one has, for all t ∈ R+ and N ≥ 1, ‖ΘN
t −ΘN

t−‖H−J3+1,j3 = 0. In addition,
since a.s. µ̄N ∈ C(R+,H−J0,j0(Rd+1)), it follows, by definition of ΥN , that a.s. for all N ≥ 1,

sup
t∈[0,T ]

〈f,ΥN
t −ΥN

t−〉
2 = N sup

t∈[0,T ]
〈f, µNt − µNt−〉

2. (65)

The function t ∈ [0, T ] 7→ 〈f, µNt 〉 has exactly bNT c discontinuities located at times tk = k/N
(k ∈ {1, . . . , bNT c}). In addition, from (26), for k ∈ {1, . . . , bNT c}, its k-th discontinuity is
bounded by

δNk [f ] := |MN
k−1[f ]|+ |RN

k−1[f ]|

+ κ
∣∣∣ ∫ k

N

k−1
N

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µNs ⊗ γ〉π(dx,dy)ds

∣∣∣
+
κ

N

∣∣∣ ∫ k
N

k−1
N

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

∣∣∣
+
κ

N

∣∣∣ ∫ k
N

k−1
N

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

∣∣∣
+ κ
∣∣∣ ∫ k

N

k−1
N

〈∇θf · ∇θDKL(q1
· |P 1

0 ), µNs 〉ds
∣∣∣.

Thus,
sup
t∈[0,T ]

〈f, µNt − µNt−〉
2 ≤ max{|δNk+1[f ]|2, 0 ≤ k < bNT c}. (66)

Using the bounds provided by the proof of Lemma 19 in [DHG+23], we obtain, for 0 ≤ k < bNT c,

E[|MN
k [f ]|4] ≤ C

‖f‖4C1,j0
N4

≤ C
‖f‖4HJ0,j0

N4
, E[|RN

k [f ]|4] ≤ C
‖f‖4HJ0,j0

N8
, (67)

and

E
[∣∣∣ ∫ k+1

N

k
N

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µNs ⊗ γ〉π(dx,dy)ds

∣∣∣4
+

1

N

∣∣∣ ∫ k+1
N

k
N

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

∣∣∣4
+

1

N

∣∣∣ ∫ k+1
N

k
N

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx, dy)ds

∣∣∣4] ≤ C ‖f‖4HJ0,j0

N4
.

In addition, one also has (see Equation (57) in [DHG+23]):

E
[∣∣∣ ∫ k

N

k−1
N

〈∇θf · ∇θDKL(q1
· |P 1

0 ), µNs 〉ds
∣∣∣4] ≤ C ‖f‖4HJ0,j0

N4
.
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Consequently, it holds:

E[max{|δNk+1[f ]2, 0 ≤ k < bNT c}] ≤
∣∣∣ bNT c−1∑

k=0

E[δNk [f ]4]
∣∣∣1/2 ≤ C ‖f‖2HJ0,j0

N3/2
.

Hence

E
[
N sup

t∈[0,T ]
〈f, µNt − µNt−〉

2
]
≤ C
‖f‖2HJ0,j0√

N
. (68)

Since HJ3−1,j3(Rd+1) ↪→H.S. HJ0,j0(Rd+1), one deduces that E[supt∈[0,T ] ‖ηNt − ηNt−‖
2
H−J3+1,j3

] → 0

as N → +∞. The fact that any limit points of (ηN )N≥1 is a.s. continuous follows from Condition
3.28 in Proposition 3.26 of [JS87].

The case of the sequence (
√
NMN )N≥1 is treated very similarly. The proof of the lemma is

complete.

A.3 Convergence of (
√
NMN)N≥1 to a G-process

In this section, we prove that the sequence (
√
NMN )N≥1 converges towards a G-process (see

Definition 1), see Proposition 5. The case when the {θik, i ∈ {1, . . . , N}}’s are generated by the
algorithm (7) requires extra analysis compared to the cases when the {θik, i ∈ {1, . . . , N}}’s are
generated by the algorithms (5) or (9) (see indeed the second part of the proof of Proposition 5
and Lemma 12 below).

Proposition 3. Assume that the {θik, i ∈ {1, . . . , N}}’s are generated either by the algorithm (5) or
by the algorithm (7). Then, for every f ∈ C1,j0(Rd+1), the sequence {t ∈ R+ 7→

√
NMN

t [f ]}N≥1

converges in distribution in D(R+,R) towards a process X f ∈ C(R+,R) that has independent
Gaussian increments. Moreover, for all t ∈ R+,

E[X ft ] = 0 and Var(X ft ) = κ2

∫ t

0
Varπ(Q[f ](x, y, µ̄s))ds,

where we recall Q[f ](x, y, µ̄v) = 〈φ(·, ·, x)− y, µ̄v ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄v ⊗ γ〉 (see Theorem 2).

Proof. We treat separately the two cases when the {θik, i ∈ {1, . . . , N}}’s are generated by the
algorithm (5) or by the algorithm (7). Let f ∈ C1,j0(Rd+1).

The case of the Idealized algorithm (5). Let us assume that the {θik, i ∈ {1, . . . , N}}’s are
generated by the algorithm (5). To prove the desired result, we apply the martingale central limit
theorem 5.1.4 in [EK09] to the sequence {t ∈ R+ 7→

√
NMN

t [f ]}N≥1. Let us first show that
Condition (a) in Th. 7.1.4 in [EK09] holds. First of all, by Remark 7.1.5 in [EK09], the covariation
matrix of

√
NMN

t [f ] is

aNt [f ] = N

bNtc−1∑
k=0

MN
k [f ]2 (69)

In particular, aNt [f ] − as[f ] ≥ 0 when t ≥ s. On the other hand, by (67) (which, we recall, also
holds when the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (5)), we have for all T ≥ 0:

lim
N→+∞

E
[

sup
t∈[0,T ]

|
√
NMN

t [f ]−
√
NMN

t− [f ]|
]

= 0. (70)
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Thus Condition (a) in Th. 7.1.4 in [EK09] is satisfied. Let us prove the last required condition
in Theorem 7.1.4 of [EK09], namely that for all t ∈ R+, limN aNt [f ] = ct[f ] in P-probability,
where c satisfies the assumptions of Th. 7.1.1 in [EK09] (i.e., t ∈ R+ 7→ ct[f ] is continuous,
c0[f ] = 0, and ct[f ] − cs[f ] ≥ 0 if t ≥ s). Let us consider and fix t ≥ 0. We recall that when the
{θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (5), one has that for k ≥ 0 (see Equation
(21) in [DHG+23]),

DN
k [f ] = − κ

N3

N∑
i=1

N∑
j=1,j 6=i

∫
X×Y

〈
φ(θjk, ·, x)− y, γ

〉〈
∇θf(θik) · ∇θφ(θik, ·, x), γ

〉
π(dx,dy)

− κ

N2

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), νNk ⊗ γ

〉
π(dx,dy)

= − κ

N3

N∑
i=1

N∑
j=1

∫
X×Y

〈
φ(θjk, ·, x)− y, γ

〉〈
∇θf(θik) · ∇θφ(θik, ·, x), γ

〉
π(dx,dy)

+
κ

N3

N∑
i=1

∫
X×Y

〈
φ(θik, ·, x)− y, γ

〉〈
∇θf(θik) · ∇θφ(θik, ·, x), γ

〉
π(dx, dy)

− κ

N2

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), νNk ⊗ γ

〉
π(dx,dy),

and

MN
k [f ] := − κ

N3

N∑
i=1

N∑
j=1,j 6=i

(〈φ(θjk, ·, xk), γ〉 − yk)〈∇θf(θik) · ∇θφ(θik, ·, xk), γ〉

− κ

N2
〈(φ(·, ·, xk)− yk)∇θf · ∇θφ(·, ·, xk), νNk ⊗ γ〉 −DN

k [f ].

Let us introduce, for any ν ∈ HJ0,j0(Rd+1),

Q[f ](ν) =

∫
X×Y

(〈
φ(·, ·, x), ν ⊗ γ

〉
− y
)〈
∇θf · ∇θφ(·, ·, x), ν ⊗ γ

〉
π(dx, dy).

Let us also define for k ≥ 0 and N ≥ 1,

RN
k [f ] :=

κ

N3

N∑
i=1

(〈φ(θik, ·, xk), γ〉 − yk)〈∇θf(θik) · ∇θφ(θik, ·, xk), γ〉

− κ

N2
〈(φ(·, ·, xk)− yk)∇θf · ∇θφ(·, ·, xk), νNk ⊗ γ〉

− κ

N3

N∑
i=1

∫
X×Y

(〈
φ(θik, ·, x), γ

〉
− y
)〈
∇θf(θik) · ∇θφ(θik, ·, x), γ

〉
π(dx,dy)

+
κ

N2

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), νNk ⊗ γ

〉
π(dx, dy).

It then holds for all k ≥ 0 and N ≥ 1:

MN
k [f ] = − κ

N
Q[f ](xk, yk, ν

N
k ) +

κ

N
Q[f ](νNk ) + RN

k [f ]. (71)

35



Hence, by (69) and (71), for all t ∈ R+,

aNt [f ] =
κ2

N

bNtc−1∑
k=0

[
Q[f ](xk, yk, ν

N
k )−Q[f ](νNk )

]2
+ 2κ

bNtc−1∑
k=0

RN
k [f ]

[
Q[f ](νNk )−Q[f ](xk, yk, ν

N
k )
]

+N

bNtc−1∑
k=0

RN
k [f ]2. (72)

Fix t ≥ 0. Recall that we want to identify the limit of (aNt [f ])N≥1 ∈ RN∗ in P-probability. Using
the following two upper bounds (which can be easily derived using A and Lemma 1)

E
[
|RN

k [f ]|2
]
≤ C‖f‖2C1,j0/N

4 and E
[
|Q[f ](νNk )|2

]
+ E

[
|Q[f ](xk, yk, ν

N
k )|2

]
≤ C‖f‖2C1,j0 ,

one deduces that the two last terms of (72) converge to zero in L1. Therefore, one just needs to
determine the limit in P-probability of

κ2

N

bNtc−1∑
k=0

[Q[f ](xk, yk, ν
N
k )−Q[f ](νNk )]2 =

κ2

N

bNtc−1∑
k=0

Varπ(Q[f ](x, y, νNk ))

+
κ2

N

bNtc−1∑
k=0

(Q[f ](xk, yk, ν
N
k )−Q[f ](νNk ))2

− κ2

N

bNtc−1∑
k=0

Varπ(Q[f ](x, y, νNk )). (73)

On the one hand, using Theorem 1 together with the continuous mapping theorem and the domi-
nated convergence theorem, one deduces that for all t ≥ 02:

κ2

N

bNtc−1∑
k=0

Varπ(Q[f ](x, y, νNk )) = κ2

bNtc−1∑
k=0

∫ k+1
N

k
N

Varπ(Q[f ](x, y, µNs ))ds

= κ2

∫ t

0
Varπ(Q[f ](x, y, µNs ))ds− κ2

∫ t

bNtc
N

Varπ(Q[f ](x, y, µNs ))ds

P−−−−−→
N→+∞

κ2

∫ t

0
Varπ(Q[f ](x, y, µ̄s))ds.

Let us now deal with the two remainders terms in (73). Denoting by L N
k = [Q[f ](xk, yk, ν

N
k ) −

Q[f ](νNk )]2, we notice that Varπ(Q[f ](x, y, νNk )) = E(x,y)∼π[L N
k ]. Moreover if j < k, since L N

j is

FNk -measurable (see (6)) as well as νNk , and (xk, yk) ⊥⊥ FNk , one has:

E
[(

L N
k −Eπ[L N

k ]
)(

L N
j −Eπ[L N

j ]
)]

= E
[(

L N
j −Eπ[L N

j ]
)
E
[(

L N
k −Eπ[L N

k ]
)
|FNk

]]
= E

[(
L N
j −Eπ[L N

j ]
)
Eπ

[(
L N
k −Eπ[L N

k ]
)]

= E
[(

L N
j −Eπ[L N

j ]
)
× 0
]

= 0.

2This is indeed the same proof as the one made just after Eq. (3.63) in [DGMN22], changing σ there by
H = 〈∇θφ, γ〉.
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Thus, it holds:

E
[∣∣∣κ2

N

bNtc−1∑
k=0

[Q[f ](xk, yk, ν
N
k )−Q[f ](νNk )]2 − κ2

N

bNtc−1∑
k=0

Varπ(Q[f ](x, y, νNk ))
∣∣∣2]

=
κ4

N2

bNtc−1∑
k=0

E
[∣∣∣[Q[f ](xk, yk, ν

N
k )−Q[f ](νNk )]2 −Varπ(Q[f ](x, y, νNk ))

∣∣∣2]

≤ C

N2

bNtc−1∑
k=0

E[|Q[f ](xk, yk, ν
N
k )|4] ≤ C

N
‖f‖4C1,j0 → 0.

We have thus shown that for all t ≥ 0, aNt [f ]→ κ2
∫ t

0 Varπ(Q[f ](x, y, µ̄s))ds in P-probability and

as N → +∞. Therefore, for t ≥ 0, ct[f ] = κ2
∫ t

0 Varπ(Q[f ](x, y, µ̄s))ds. This ends the proof of the
proposition when the the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (5).

The case of the BbB algorithm (7). Let us assume that the {θik, i ∈ {1, . . . , N}}’s are
generated by the algorithm (7). We will also apply the central limit theorem 7.1.4 in [EK09] to
the sequence {t ∈ R+ 7→

√
NMN

t [f ]}N≥1. Again, we define, as in (69),

aNt [f ] = N

bNtc−1∑
k=0

MN
k [f ]2.

Condition (a) in Th. 7.1.4 in [EK09] is satisfied and we will now prove the last required condition in
Th. 7.1.4 in [EK09]. Let us introduce the following random probability measures over Rd+1×Rd:

rNk =
1

N

N∑
i=1

δ(θik,Z
i
k) and ρNt = rNbNtc, k ≥ 0, t ≥ 0. (74)

We also set, for (x, y) ∈ X× Y and ρ ∈ P(Rd+1 ×Rd),

Q[f ](x, y, ρ) = 〈φ(·, ·, x)− y, ρ〉〈∇θf(πRd+1(·)) · ∇θφ(·, ·, x), ρ〉,

where, for (θ,Z) ∈ Rd+1 ×Rd, πRd+1 is the projection onto Rd+1: πRd+1(θ,Z) = θ ∈ Rd+1. By
Item 2 in the proof of Lemma 4, one has for k ≥ 0,

MN
k [f ] = − κ

N
〈φ(·, ·, xk)− yk, rNk 〉〈∇θf(πRd+1(·)) · ∇θφ(·, ·, xk), rNk 〉 −DN

k [f ]

= − κ
N

Q[f ](xk, yk, r
N
k )−DN

k [f ] = FN (xk, yk, r
N
k )−DN

k [f ]

where
FN (xk, yk, r

N
k ) = − κ

N
Q[f ](xk, yk, r

N
k ).

Fix t ≥ 0. Let us identify the limit in probability as N → +∞ of the sequence (aNt [f ])N≥1 ⊂ R.
We define at iteration k ≥ 1 a larger σ-algebra than FNk (see (8)), in which, contrary to FNk , the

sequence {Zjk, j = 1, . . . , N} is considered:

ΣN
k = σ

(
θi0,Z

j
q′ , (xq, yq), 1 ≤ i, j ≤ N, 0 ≤ q ≤ k − 1, 0 ≤ q′ ≤ k

})
.
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We rewrite aNt [f ] as follows:

aNt [f ] = N

bNtc−1∑
k=0

(
E
[
MN

k [f ]2
∣∣ΣN

k

]
+ MN

k [f ]2 −E
[
MN

k [f ]2
∣∣ΣN

k

])
. (75)

By (67), it holds:

E
[(
N

bNtc−1∑
k=0

MN
k [f ]2 −E[MN

k [f ]2|ΣN
k ]
)2]

= N2

bNtc−1∑
k=0

E
[(

MN
k [f ]2 −E[MN

k [f ]2|ΣN
k ]
)2]

≤ CN2

bNtc−1∑
k=0

E[MN
k [f ]4] ≤ CN2‖f‖4C1,j0/N

3 → 0.

Hence, the two last terms of (75) converge to zero in L2, i.e.:

N

bNtc−1∑
k=0

MN
k [f ]2 −E

[
MN

k [f ]2
∣∣ΣN

k

] L2

−−−−→
N→∞

0. (76)

Therefore, the limit in P-probability ct[f ] of aNt [f ] is given by the limit in P-probability of

N

bNtc−1∑
k=0

E
[
MN

k [f ]2
∣∣ΣN

k

]
= N

bNtc−1∑
k=0

Varπ(FN (x, y, rNk )),

where the equality holds since (xk, yk) ⊥⊥ ΣN
k and the (θjk,Z

k
j )’s are ΣN

k -measurable. We then
write:

N

bNtc−1∑
k=0

Varπ(FN (x, y, rNk ))

=
κ2

N

bNtc−1∑
k=0

Varπ(Q[f ](x, y, rNk ))

= κ2

bNtc−1∑
k=0

∫ k+1
N

k
N

Varπ(Q[f ](x, y, ρNs ))ds

= κ2

∫ t

0
Varπ(Q[f ](x, y, ρNs ))ds− κ2

∫ t

bNtc
N

Varπ(Q[f ](x, y, ρNs ))ds. (77)

For this fix time t ≥ 0, we would like now to pass to the limit N → +∞ (in P-probability) in (77).
We recall the standard result: (XN )N≥1 converges to X in P-probability if for any subsequence
N ′ there exists a subsequence N? of N ′ such that a.s. XN? → X. We will use such a result. Let
us thus consider a subsequence N ′. Let us show that there exists a subsequence N? of N ′ such
that a.s.

N?

bN?tc−1∑
k=0

Varπ(FN
?
(x, y, rN

?

k ))→ κ2

∫ t

0
Varπ(Q[f ](x, y, µ̄s))ds.

38



Since q0 := 2 max(j0, p0) > 1 + (d + 1)/2, by Theorem 1, in P-probability, limN ′ µ
N ′ = µ̄ in the

space D(R+,Pq0(Rd+1)). Hence, there exists a subsequence N ′′ of N ′ such that µN
′′

converges
a.s. to µ̄ in D(R+,Pq0(Rd+1)). By Lemma 12 below, it holds a.s. for all s ≥ 0,

ρN
′′

s → µ̄s ⊗ γ as N ′′ → +∞ in Pq0(Rd+1 ×Rd). (78)

We now claim that a.s. for all s ≥ 0

Varπ(Q[f ](x, y, ρN
′′

s ))→ Varπ(Q[f ](x, y, µ̄s ⊗ γ)) as N ′′ → +∞. (79)

Let us prove this claim. We recall that by definition:

Varπ(Q[f ](x, y, ρN
′′

s )) = E(x,y)∼π[|Q[f ](x, y, ρN
′′

s )|2]−E(x,y)∼π[Q[f ](x, y, ρN
′′

s )]2, (80)

where

Q[f ](x, y, ρN
′′

s ) = 〈φ(·, ·, x)− y, ρN ′′s 〉〈∇θf(πRd+1(·)) · ∇θφ(·, ·, x), ρN
′′

s 〉. (81)

Since (θ, z) 7→ φ(θ, z, x) − y is continuous and bounded (uniformly over θ, z, x, y), it holds a.s.
for all s ≥ 0, x, y ∈ X × Y, 〈φ(·, ·, x) − y, ρN

′′
s 〉 → 〈φ(·, ·, x) − y, µ̄s ⊗ γ〉 as N ′′ → +∞. On

the other hand, since the function (θ, z) 7→ 〈∇θf(θ) · ∇θφ(θ, z, x) is continuous and bounded by
C‖f‖C1,j0 (1+ |θ|j0)b(z). Since (1+ |θ|j0)b(z) is bounded by the function Dq0(θ, z) = 1+ |θ|q0 + |z|q0
(recall that by A1, b(z) = 1 + |z|p0), one has from (78), as N ′′ → +∞, a.s. for all s ≥ 0, x ∈ X,

〈∇θf(πRd+1(·)) · ∇θφ(·, ·, x), ρN
′′

s 〉 → 〈∇θf(πRd+1(·)) · ∇θφ(·, ·, x), µ̄s ⊗ γ〉.

Note also that by the previous analysis, we have a.s. for all s ≥ 0, x, y ∈ X× Y,

|Q[f ](x, y, ρN
′′

s )| ≤ sup
x,y
|Q[f ](x, y, ρN

′′
s )| ≤ C‖f‖C1,j0 〈Dq0 , ρ

N ′′
s 〉 (82)

≤ C‖f‖C1,j0 sup
N ′′≥1

〈Dq0 , ρ
N ′′
s 〉 < +∞

where the last inequality follows e.g. from the fact that (〈Dq0 , ρ
N ′′
s 〉)N ′′ is a converging sequence.

Together with the dominated convergence theorem, one deduces (79).
Let us now consider the random variable

∫ t
0 Varπ(Q[f ](x, y, ρN

′′
s ))ds appearing in the r.h.s.

of (77). By (80), (81), (82), and (89), it holds a.s. for all s ≥ 0 and x, y ∈ X× Y,

Varπ(Q[f ](x, y, ρN
′′

s )) ≤ C‖f‖2C1,j0 |〈Dq0 , ρ
N ′′
s 〉|2

≤ C‖f‖2C1,j0 sup
N ′′≥1

sup
s∈[0,t]

|〈Dq0 , ρ
N ′′
s 〉|2 < +∞.

Therefore, using also (79) and the dominated convergence theorem, for this fix t ≥ 0, one has:

κ2

∫ t

0
Varπ(Q[f ](x, y, ρN

′′
s ))ds

a.s.−−−−−→
N ′′→∞

κ2

∫ t

0
Varπ(Q[f ](x, y, µ̄s ⊗ γ))ds.
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Let us now consider the last term in (77). We have using (90),

E
[∣∣∣ ∫ t

bN′′tc
N′′

Varπ(Q[f ](x, y, ρN
′′

s ))ds
∣∣∣] = E

[∣∣∣ ∫ t

0
Varπ(Q[f ](x, y, ρN

′′
s ))1

s∈
[
bN′′tc
N′′ ,t

]ds∣∣∣]
≤ 1

N ′′
E
[

sup
s∈
[
bN′′tc
N′′ ,t

]Varπ(Q[f ](x, y, ρN
′′

s ))
]

≤
C‖f‖2C1,j0

N ′′
E
[

sup
s∈
[
bN′′tc
N′′ ,t

] |〈Dq0 , ρ
N ′′
s 〉|2

]

≤
C‖f‖2C1,j0

N ′′
−−−−−→
N ′′→∞

0.

Therefore, there exists N? ⊂ N ′′ such that∫ t

bN?tc
N?

Varπ(Q[f ](x, y, ρN
?

s ))ds
a.s.−−−−−→

N?→∞
0.

Thus, we have found a subsequence N? ⊂ N ′ such that a.s.

N?

bN?tc−1∑
k=0

Varπ(FN?
(x, y, rN

?

k ))
a.s.−−−−−→

N?→∞
ct[f ] := κ2

∫ t

0
Varπ(Q[f ](x, y, µ̄s ⊗ γ))ds.

Consequently

N

bNtc−1∑
k=0

Varπ(FN (x, y, rNk ))
P−−−−→

N→∞
ct[f ].

This is the desired result since Q[f ](x, y, µ̄s ⊗ γ) = Q[f ](x, y, µ̄s). The proof of the proposition is
complete.

Lemma 12. Assume that the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (7). Assume
also A and let q0 ∈ 2N such that q0 > 1 + (d + 1)/2. Assume that along some subsequence N,
(µN)N converges a.s. to µ̄ in D(R+,Pq0(Rd+1)). Then, it holds a.s. for all s ≥ 0:

lim
N→+∞

ρNs = µ̄s ⊗ γ in Pq0(Rd+1 ×Rd).

Proof. In the following, we simply denote N by N . Assume that µN
a.s.−−→ µ̄ in D(R+,Pq0(Rd+1)).

Recall that Dq0(θ, z) = 1 + |θ|q0 + |z|q0 . According to Th. 6.0 in [Vil09], to prove the lemma it is
enough to show that a.s. for all s ≥ 0,

lim
N→+∞

ρNs = µ̄s ⊗ γ in P(Rd+1 ×Rd) and lim
N→+∞

〈Dq0 , ρ
N
s 〉 = 〈Dq0 , µ̄s ⊗ γ〉. (83)

We have for any continuous fonction h : Rd+1 ×Rd → R and s ≥ 0,

〈h, ρNs 〉 − 〈h, µ̄s ⊗ γ〉 =
1

N

N∑
i=1

(
h(θibNsc,Z

i
bNsc)−

∫
Rd

h(θibNsc, z)γ(z)dz
)

+
1

N

N∑
i=1

∫
Rd

h(θibNsc, z)γ(z)dz − 〈h, µ̄s ⊗ γ〉, (84)
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as soon as the
∫
Rd h(θ, z)γ(z)dz’s (θ ∈ Rd+1) and 〈h, µ̄s ⊗ γ〉 are well defined.

Step 1. We start by proving the first statement in (83). Let t ≥ 0. We pick g ∈ Cb(Rd+1 ×Rd).
Note that in this case (84) holds with h = g. For ease of notation, we set S i

k(g) = g(θik,Z
i
k) −∫

Rd g(θik, z)γ(z)dz, and we will also simply denote S i
k(g) by S i

k . Note that since g is bounded,
for all m ∈ N∗, E[|S i

k |m] ≤ C for some C > 0 independent of i ∈ {1, . . . , N}, N ≥ 1, and k ≥ 0.
Let us consider ij ∈ {0, . . . , 6}, j = 1, . . . , 6 such that

∑6
j=1 ij = 6. Assume that there exists

j0 ∈ {1, . . . , 6} such that ij0 = 1 and ij0 6= il for all l 6= j0. Then, it holds:

E
[ 6∏
j=1

S
ij
k

]
= 0.

Therefore, it holds:

E
[

sup
s∈[0,t]

∣∣∣ 1

N

N∑
i=1

g(θibNsc,Z
i
bNsc)−

∫
Rd

g(θibNsc, z)γ(z)dz
∣∣∣6]

≤
bNtc∑
k=0

E
[∣∣∣ 1

N

N∑
i=1

S i
k

∣∣∣6]

=
1

N6

bNtc∑
k=0

N∑
i=1

E[|S i
k |6] +

1

N6

bNtc∑
k=0

∑
i 6=j

E[(S i
k)3(S j

k )3] +
1

N6

bNtc∑
k=0

∑
i 6=j

E[|S i
k |4|S

j
k |

2]

+
1

N6

bNtc∑
k=0

∑
i 6=j 6=`

E[|S i
k |2|S

j
k |

2|S `
k |2] ≤ C

N2
,

where
∑

i 6=j 6=` is a short notation for the sum over the triples (i, j, `) such that i 6= j, j 6= `, and
` 6= i. By Borel-Cantelli lemma, one deduces that, for all t ≥ 0 it holds a.s.

sup
s∈[0,t]

∣∣∣ 1

N

N∑
i=1

g(θibNsc,Z
i
bNsc)−

∫
Rd

g(θibNsc, z)γ(z)dz
∣∣∣→ 0 as N → +∞. (85)

Considering t ∈ N, on deduces that a.s. for all t ≥ 0, (85) holds. Let us now show that a.s. for all
s ∈ R+,

1

N

N∑
i=1

∫
Rd

g(θibNsc, z)γ(z)dz − 〈g, µ̄s ⊗ γ〉 → 0 as N → +∞. (86)

Since W1 ≤ Wq0 , we have that µN
a.s.−−→ µ̄ in D(R+,P1(Rd+1)). As µ̄ ∈ C(R+,P1(Rd+1)), it

holds a.s. for all t ∈ R+, µNt → µ̄t in P1(Rd+1). Let us define the function G : θ ∈ Rd+1 7→∫
Rd g(θ, z)γ(z)dz, which is bounded continuous. We have a.s. for all s ∈ R+, 〈G,µNs 〉 → 〈G, µ̄s〉.

This is exactly (86).
Considering (84) together with (85) and (86), we have shown that for all g ∈ Cb(Rd+1 ×Rd),

it holds a.s. for all s ≥ 0:
〈g, ρNs 〉 → 〈g, µ̄s ⊗ γ〉. (87)

We now would like to prove that it holds a.s. for all g ∈ Cb(Rd+1 ×Rd) and all s ≥ 0: 〈g, ρNs 〉 →
〈g, µ̄s⊗ γ〉 (which would exactly implies the first statement in (83)). To this end, by Remark 5.1.6
in [AGS08], it is sufficient to show that a.s. for all s ≥ 0 and g ∈ Cc(Rd+1 × Rd) (the space of
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continuous functions with compact support), 〈g, ρNs 〉 →N→∞ 〈g, µ̄s⊗γ〉. Since the space Cc(Rd+1×
Rd) is separable, this last statement follows from (87) and a standard continuity argument. Hence,
we have proved that a.s. for all s ≥ 0, ρNs → µ̄s ⊗ γ. The proof of the first statement in (83) is
complete.

Step 2. Let us now prove the second statement in (83). Fix t ≥ 0. Note first that by A1, γ has
moments of every order. Thus,

∫
Rd Dq0(θ, z)γ(z)dz = 1 + |θ|q0 + 〈| · |q0 , γ〉 and 〈Dq0 , µ̄t ⊗ γ〉 =

1+ 〈| · |q0 , µ̄t〉+ 〈| · |q0 , γ〉 are well defined. Thus (84) holds with h = Dq0 . From the analysis carried
out in the first step, (85) holds with g is replaced by Dq0 if for all m ≥ 1, i ∈ {1, . . . , N} and
k ∈ {1, . . . , bNtc}, E[|S i

k(Dq0)|m] ≤ C (C > 0 independent of i, k, and N), which is the case if

E[|Dq0(θik,Z
i
k)|m] + E

[∣∣∣ ∫
Rd

Dq0(θik, z)γ(z)dz
∣∣∣m] ≤ C.

On the one hand, we have E[|Dq0(θik,Z
i
k)|m] = E[|1 + |θik|q0 + |Zik|q0 |m] ≤ Cm(1 + E[|θik|q0m] +

E[|Zik|q0m] ≤ C (see Lemma 1). With similar computations, E[|
∫
Rd Dq0(θik, z)γ(z)dz|m] < +∞.

Thus, (85) holds with g is replaced by Dq0 , i.e. it holds a.s. for all t ≥ 0:

sup
s∈[0,t]

∣∣∣ 1

N

N∑
i=1

Dq0(θibNsc,Z
i
bNsc)−

∫
Rd

Dq0(θibNsc, z)γ(z)dz
∣∣∣→ 0 as N → +∞. (88)

Let us now prove that (86) holds with g replaced there by Dq0 . Consider the function D0 : θ ∈
Rd+1 7→

∫
Rd Dq0(θ, z)γ(z)dz = 1 + |θ|q0 + 〈| · |q0 , γ〉. The function D0 is continuous over Rd+1 and

clearly θ 7→ D0(θ)/(1 + |θ|q0) is bounded. Consequently, since µN
a.s.−−→ µ̄ in D(R+,Pq0(Rd+1)) and

µ̄ ∈ C(R+,Pq0(Rd+1)), it holds a.s. for all s ∈ R+, 〈D0, µ
N
s 〉 → 〈D0, µ̄s〉, which is exactly (86)

when g is replaced by Dq0 . This achieves the proof of the second statement in (83). The proof of
the lemma is therefore complete.

We end the proof of the lemma by deriving two extra estimates (namely (89) and (90) below)
which will be useful in the proof of Proposition 3 when the algorithm (7) is considered. Since
µN

a.s.−−→ µ̄ in D(R+,Pq0(Rd+1)), using e.g. Proposition 5.3 in Chapter 3 of [EK09], one has a.s.
for all t ≥ 0,

sup
N≥1

sup
s∈[0,t]

|〈D0, µ
N
s 〉| < +∞.

Say that the previous inequality holds for all ω ∈ Ω∗ where P(Ω∗) = 1. By (88), there exists Ω′

with P(Ω′) = 1 and such that for all ω ∈ Ω′ and t ≥ 0, it holds as N → +∞

sup
s∈[0,t]

∣∣〈Dq0 , ρ
N
s (ω)〉 − 〈D0, µ

N
s (ω)〉

∣∣→ 0.

Therefore, for all ω ∈ Ω′ ∩Ω∗, there exists N1(ω) ≥ 1 such that that for all N ≥ N1(ω) and t ≥ 0,

sup
s∈[0,t]

∣∣〈Dq0 , ρ
N
s (ω)〉

∣∣ ≤ 1 + sup
s∈[0,t]

|〈D0, µ
N
s (ω)〉

≤ 1 + sup
N≥1

sup
s∈[0,t]

|〈D0, µ
N
s (ω)〉 < +∞.

Therefore, for all ω ∈ Ω′ ∩ Ω∗ and t ≥ 0

sup
N≥1

sup
s∈[0,t]

|〈Dq0 , ρ
N
s (ω)〉

∣∣ < +∞, (89)
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i.e. (89) holds a.s. for all t ≥ 0 (since P(Ω′ ∩ Ω∗) = 1). Finally, it holds that for all m ≥ 1 and
0 ≤ t1 ≤ t2,

sup
s∈[t1,t2]

1

N

N∑
i=1

|ZibNsc|
m ≤

bNt2c∑
k=bNt1c

1

N

N∑
i=1

|Zik|m.

Since the Zik’s are i.i.d. with moments of all order (see A1), one deduces that:

E
[

sup
s∈[t1,t2]

1

N

N∑
i=1

|ZibNsc|
m
]
≤ (bNt2c − bNt1c+ 1)Eγ [|Z|m].

Consequently, using also Lemma 19 in [DHG+23], one has:

E
[

sup
s∈[t1,t2]

∣∣∣ 1

N

N∑
i=1

Dq0(θibNsc,Z
i
bNsc)

∣∣∣m]
≤ E

[
sup

s∈[t1,t2]

1

N

N∑
i=1

Cm[1 + |θibNsc|
q0m + |ZibNsc|

q0m]
]

≤ CmE
[

sup
s∈[0,t2]

〈1 + |.|q0m, µNt 〉
]

+ Cm(bNt2c − bNt1c+ 1)Eγ [|Z|q0m]

≤ C + C(bNt2c − bNt1c+ 1)Eγ [|Z|q0m],

where C > 0 is independent of N ≥ 1. In particular, when t2 − t1 ≤ 1/N , it holds

E
[

sup
s∈[t1,t2]

∣∣〈Dq0 , ρ
N
s 〉
∣∣m] ≤ C, (90)

where C > 0 is independent of N ≥ 1.

With the same arguments as those used to prove Proposition 3 when the {θik, i ∈ {1, . . . , N}}’s
are generated by the algorithm (5), we obtain

Proposition 4. Assume that the {θik, i ∈ {1, . . . , N}}’s are generated by the algorithm (9). Assume
also A. Then, for every f ∈ C2,j0(Rd+1), the sequence {t ∈ R+ 7→

√
NMN

t [f ]}N≥1 converges
in distribution in D(R+,R) towards a process X f ∈ C(R+,R) that has independent Gaussian
increments. Moreover, for all t ∈ R+,

E[X ft ] = 0 and Var(X ft ) = κ2

∫ t

0
Varπ⊗γ⊗2(Q[f ](x, y, z1, z2, µ̄s))ds,

where we recall Q[f ](x, y, z1, z2, µ̄v) = 〈φ(·, z1, x)− y, µ̄v〉〈∇θf · ∇θφ(·, z2, x), µ̄v〉 (see Theorem 2).

Proposition 5. Assume that the {θik, i ∈ {1, . . . , N}}’s are generated either by the algorithm (5), (7),
or (9). Assume also A. Then, (

√
NMN )N≥1 converges in distribution in D(R+,H−J3,j3(Rd+1))

to a G-process G ∈ C(R+,H−J3,j3(Rd+1)) (see Definition 1) with covariance structure given by:
for all 1 ≤ i, j ≤ k, f1, . . . , fk ∈ HJ3,j3(Rd+1) and 0 ≤ s ≤ t,

� When the {θik, i ∈ {1, . . . , N}}’s are generated either by the algorithm (5) and (7),

Cov(Gt[fi],Gs[fj ]) = η2

∫ s

0
Cov(Q[fi](x, y, µ̄v),Q[fj ](x, y, µ̄v))dv,

where we recall Q[f ](x, y, µ̄v) = 〈φ(·, ·, x)−y, µ̄v⊗γ〉〈∇θf ·∇θφ(·, ·, x), µ̄v⊗γ〉 (see Theorem 2).
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� When the {θik, i ∈ {1, . . . , N}}’s are generated either by the algorithm (9),

Cov(Gt[fi],Gs[fj ]) = η2

∫ s

0
Cov(Q[fi](x, y, z

1, z2, µ̄v),Q[fj ](x, y, z
1, z2, µ̄v))dv,

where we recall Q[f ](x, y, z1, z2, µ̄v) = 〈φ(·, z1, x)− y, µ̄v〉〈∇θf · ∇θφ(·, z2, x), µ̄v〉 (see Theo-
rem 2).

Proof. The proof of Proposition 5 relies on the same arguments as those used to prove Prop. 3.13
in [DGMN22].

A.4 On the limit points of (ηN ,
√
NMN)N≥1

In this section, we come back to the case when the {θik, i ∈ {1, . . . , N}}’s are generated by the
algorithm (7). The other two cases (namely (5) and (9)) are treated similarly, and all the results
of this section also holds for each of these other two algorithms.

Let us derive the pre-limit equation for the fluctuation process ηN , see (91) just below. On the
one hand, one has for all N ≥ 1, t ≥ 0 and f ∈ HJ0,j0(Rd+1),

√
N

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉π(dx,dy)ds

−
√
N

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µNs ⊗ γ〉π(dx,dy)ds

= −
∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηNs ⊗ γ〉π(dx,dy)ds

−
∫ t

0

∫
X×Y
〈φ(·, ·, x), ηNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉π(dx,dy)ds

− 1√
N

∫ t

0

∫
X×Y
〈φ(·, ·, x), ηNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηNs ⊗ γ〉π(dx, dy)ds.

Hence, using (25) and (13), we obtain the following pre-limit equation for ηN :

〈f, ηNt 〉 − 〈f, ηN0 〉 = −κ
∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηNs ⊗ γ〉π(dx, dy)ds

− κ
∫ t

0

∫
X×Y
〈φ(·, ·, x), ηNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉π(dx,dy)ds

− κ√
N

∫ t

0

∫
X×Y
〈φ(·, ·, x), ηNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηNs ⊗ γ〉π(dx, dy)ds

− κ
∫ t

0
〈∇θf · ∇θDKL(q1

· |P 1
0 ), ηNs 〉ds

+
κ√
N

∫ t

0

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− κ√
N

∫ t

0

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

+
√
NMN

t [f ] +
√
NWN

t [f ] +
√
NRN

t [f ]. (91)

The aim of this section is to pass to the limit N → +∞ in (91). We start with the following lemma
whose proof, identical to the one of Lemma 3.16 in [DGMN22], is omitted.
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Lemma 13. Assume A. Then, the sequence (ηN0 )N≥1 converges in distribution in H−J3+1,j3(Rd+1)
towards a variable ν0 which is the unique (in distribution) H−J3+1,j3(Rd+1)-valued random variable
such that for all k ≥ 1 and f1, . . . , fk ∈ HJ3−1,j3(Rd+1), (〈f1, ν0〉, . . . , 〈fk, ν0〉)T ∼ N(0,C(f1, . . . , fk)),
where C(f1, . . . , fk) is the covariance matrix of the vector (f1(θ1

0), . . . , fk(θ
1
0))T .

Let us now set

E = D(R+,H−J3+1,j3(Rd+1))×D(R+,H−J3,j3(Rd+1)). (92)

According to Propositions 1 and 2, (ηN ,
√

M
N

) is tight in E . Let (η?,G ∗) be one of its limit point
in E . Along some subsequence N ′, it holds:

(ηN
′
,
√
N ′MN ′)→ (η?,G ?), as N ′ →∞.

Considering the marginal distributions, and according to Lemma 11, it holds a.s.

η? ∈ C(R+,H−J3+1,j3(Rd+1)) and G ? ∈ C(R+,H−J3,j3(Rd+1)). (93)

By uniqueness of the limit in distribution, using Lemma 13 (together with the fact that the function
m ∈ D(R+,H−J3+1,j3(Rd+1)) 7→ m0 ∈ H−J3+1,j3(Rd+1) is continuous) and Proposition 5, it also
holds:

η?0
L
= ν0 and G ? L

= G . (94)

Proposition 6. Assume A. Then, η? is a weak solution of (EqL) with initial distribution ν0.

Proof. Let us introduce, for Φ ∈ H−J3+1,j3(Rd+1), f ∈ HJ3,j3−1(Rd+1) , and s ≥ 0:

Us[f ](Φ) = κ

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),Φ⊗ γ〉π(dx,dy), (95)

Vs[f ](Φ) = κ

∫
X×Y
〈φ(·, ·, x),Φ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉π(dx,dy), (96)

and
Ws[f ](Φ) = κ〈∇θf · ∇θDKL(q1

· |P 1
0 ),Φ〉 (97)

The term Us[f ](Φ) is well defined because f ∈ H−J3,j3−1(Rd+1) ↪→ HJ3,j3(Rd+1). Since j3 >
(d+ 1)/2, using (27) and because µ̄s ∈ Pj0(Rd+1) (f ∈ C1,j0(Rd+1)), Vs[f ](Φ) is well defined. The
term Ws[f ](Φ) is well defined because of (36). Equation (91) can be rewritten as follows:

〈f, ηNt 〉 − 〈f, ηN0 〉+

∫ t

0
(Us[f ](ηNs ) + Vs[f ](ηNs ) + Ws[f ](ηNs ))ds−

√
NMN

t [f ] = eNt [f ], (98)

where

ReNt [f ] = − κ√
N

∫ t

0

∫
X×Y
〈φ(·, ·, x), ηNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηNs ⊗ γ〉π(dx,dy)ds

+
κ√
N

∫ t

0

∫
X×Y

〈
〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs

〉
π(dx,dy)ds

− κ√
N

∫ t

0

∫
X×Y

〈
(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ

〉
π(dx,dy)ds

+
√
NWN

t [f ] +
√
NRN

t [f ].

Fix f ∈ HJ3,j3−1(Rd+1) and t ∈ R+.
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Step 1. In this step we study the continuity of the mapping

Bt[f ] : m ∈ D(R+,H−J3+1,j3(Rd+1)) 7→ 〈f,mt〉+
∫ t

0
(Us[f ](ms)+Vs[f ](ms)+Ws[f ](ms))ds (99)

Let (mN )N≥1 such that mN → m in D(R+,H−J3+1,j3(Rd+1)). Using (34), it holds, for all N ≥ 1,
s ∈ [0, t] and x ∈ X,

|〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x),mN
s ⊗ γ〉|

≤ C
∥∥∇θf · ∇θH(·, x)

∥∥
HJ3−1,j3

sup
N≥1

sup
s∈[0,t]

‖mN
s ‖H−J3+1,j3

≤ C‖f‖HJ3,j3 sup
N≥1

sup
s∈[0,t]

‖mN
s ‖H−J3+1,j3 < +∞.

We also have, by (27) and the embedding f ∈ HJ3,j3−1(Rd+1) ↪→ C1,j0(Rd+1) and the fact that
µ̄ ∈ C(R+,Pj0(Rd+1)),

|〈φ(·, ·, x),mN
s ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉| ≤ C sup

N≥1
sup
s∈[0,t]

‖mN
s ‖H−J3+1,j3

× ‖f‖C1,j0 sup
s∈[0,t]

〈1 + | · |j0 , µ̄s〉 < +∞.

Finally, using (36),

|〈∇θf · ∇θDKL(q1
· |P 1

0 ),mN
s 〉| ≤ ‖∇θf · ∇θDKL(q1

· |P 1
0 )‖HJ3−1,j3 sup

N≥1
sup
s∈[0,t]

‖mN
s ‖H−J3+1,j3

≤ C‖f‖HJ3,j3−1 sup
N≥1

sup
s∈[0,t]

‖mN
s ‖H−J3+1,j3 < +∞.

These bounds allow to apply the dominated convergence theorem to obtain that Bt[f ](mN ) →
Bt[f ](m), as soon as t is a continuity point of m. Consequently, using (93) and the continuous
mapping theorem 2.7 in [Bil99], it holds, for all t ∈ R+ and f ∈ HJ3,j3−1(Rd+1),

Bt[f ](ηN
′
)− 〈f, ηN ′0 〉 −

√
N ′MN ′

t [f ]
L−−−−→

N ′→∞
Bt[f ](η∗)− 〈f, η∗0〉 − G ∗t [f ]. (100)

Step 2. In this step, we prove that for any t ∈ R+ and f ∈ HJ3,j3−1(Rd+1):

E
[
|ReNt [f ]|

]
→N→∞ 0. (101)

By (34)-(27), the embedding H−J1,j1(Rd+1) ↪→ H−J3+1,j3(Rd+1) and Lemma 4, it holds

E
[∣∣∣ 1√

N

∫ t

0

∫
X×Y
〈φ(·, ·, x), ηNs ⊗ γ〉〈∇θf · ∇θφ(·, ·, x), ηNs ⊗ γ〉π(dx,dy)ds

∣∣∣]
≤ C‖f‖HJ3−1,j3√

N

∫ t

0
E
[
‖ηNs ‖2H−J3+1,j3

]
ds ≤ C‖f‖HJ3−1,j3√

N

∫ t

0
E
[
‖ηNs ‖2H−J1,j1

]
ds ≤ C‖f‖HJ3−1,j3√

N
.

By Lemma 1, we have

E
[ 1√

N

∫ t

0

∫
X×Y

∣∣∣〈〈φ(·, ·, x)− y, γ〉〈∇θf · ∇θφ(·, ·, x), γ〉, µNs
〉∣∣∣π(dx, dy)ds

+
κ√
N

∫ t

0

∫
X×Y

∣∣∣〈(φ(·, ·, x)− y)∇θf · ∇θφ(·, ·, x), µNs ⊗ γ
〉∣∣∣π(dx, dy)ds

]
≤ C‖f‖C1,j0√

N
.

In addition, from (38), E[
√
N |RN

t [f ]|] ≤ ‖f‖HJ0,j0/
√
N . Moreover, it is straightforward to prove

that E[|WN
t [f ]|] ≤ ‖f‖HJ0,j0/N . Hence, we have proved (101).
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Step 3. End of the proof of Proposition 6. By (98), (100) and (101), we deduce that for all
f ∈ HJ3,j3−1(Rd+1), and t ∈ R+, it holds a.s. Bt[f ](η?)−〈f, η?0〉−G ?

t [f ] = 0. Since HJ3,j3−1(Rd+1)
and R+ are separable, we conclude by a standard continuity argument (and using that every
Hilbert-Schmidt embedding is continuous) that a.s. for all f ∈ HJ3,j3−1(Rd+1) and t ∈ R+,
Bt[f ](η?)− 〈f, η?0〉 − G ?

t [f ] = 0. Hence, η? is a weak solution of (EqL) with initial distribution ν0

(see (94)). This ends the proof of Proposition 6.

A.5 Pathwise uniqueness and proof of Theorem 2

Throughout this section, we consider algorithm (7), but we recall that all our statements are valid
for algorithms (5) and (9).

Proposition 7. Assume A. Then strong (pathwise) uniqueness holds for (EqL). Namely, on a
fixed probability space, given a H−J3+1,j3(Rd+1)-valued random variable ν and a G-process G ∈
C(R+,H−J3,j3(Rd+1)), there exists at most one C(R+,H−J3+1,j3(Rd+1))-valued process η solution
to (EqL) with η0 = ν almost surely.

Proof. By linearity of the involved operators in (EqL), it is enough to consider a
C(R+,H−J3+1,j3(Rd+1))-valued process η solution to (EqL) when a.s. ν = 0 and G = 0, i.e.,
for every f ∈ HJ3,j3−1(Rd+1) and t ∈ R+,{

〈f, ηt〉+
∫ t

0 (Us[f ](ηs) + Vs[f ](ηs) + Ws[f ](ηs))ds = 0,

〈f, η0〉 = 0,
(102)

where we recall that U, V and W are defined respectively in (95), (96) and (97). Pick T > 0.
By (102), we have, a.s. for all f ∈ HJ3,j3−1(Rd+1) and t ∈ [0, T ],

〈f, ηt〉2 = −2

∫ t

0
(Us[f ](ηs) + Vs[f ](ηs) + Ws[f ](ηs))〈f, ηs〉ds. (103)

Since sups∈[0,T ]〈1 + | · |j0 , µ̄s〉 < +∞, and using (27),

− 2

∫ t

0
Vs[f ](ηs)〈f, ηs〉ds

≤ 2κ

∫ t

0

[
〈f, ηs〉2 +

∫
X×Y
|〈φ(·, ·, x), ηs ⊗ γ〉|2|〈∇θf · ∇θφ(·, ·, x), µ̄s ⊗ γ〉|2π(dx, dy)

]
ds

≤ C
∫ t

0

[
〈f, ηs〉2 + ‖ηs‖2H−J3,j3

‖f‖2C1,j0
]
ds ≤ C

∫ t

0

[
〈f, ηs〉2 + ‖ηs‖2H−J3+1,j3

‖f‖2HJ0,j0

]
ds.

Consider an orthonormal basis {fa}a≥1 ofH−J3,j3−1(Rd+1). Recall that Tx : f ∈ H−J3,j3−1(Rd+1) 7→∫
Rd ∇θf · ∇θφ(·, z, x)γ(z)dz ∈ HJ3−1,j3−1(Rd+1) (see (47)). By Lemma B.2 in [DGMN22], one de-

duces that:

−2
∑
a≥1

∫ t

0
Us[fa](ηs)〈fa, ηs〉ds = −2κ

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉

∑
a≥1

〈Txfa, ηs〉〈fa, ηs〉π(dx,dy)ds

= −2κ

∫ t

0

∫
X×Y
〈φ(·, ·, x)− y, µ̄s ⊗ γ〉〈ηs,T∗xηs〉H−J3,j3−1π(dx, dy)ds

≤ C
∫ t

0
‖ηs‖2H−J3,j3−1ds.
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Using the operator T : f ∈ HJ3,j3−1(Rd+1) 7→ ∇θf · ∇θDKL(q1
· |P 1

0 ) ∈ HJ3−1,j3(Rd+1) (see (49))
together with Lemma 8, we obtain∑
a≥1

−2

∫ t

0
Ws[fa](ηs)〈fa, ηs〉ds = −2κ

∫ t

0

∑
a≥1

〈Tfa, ηs〉〈fa, ηs〉ds = −2κ

∫ t

0
〈ηs,T∗ηs〉H−J3,j3−1ds

≤ C
∫ t

0
‖ηs‖2H−J3,j3−1ds

Hence, using (103), one deduces that a.s. for all t ∈ [0, T ],

‖ηt‖2H−J3,j3−1 =
∑
a≥1

〈fa, ηt〉2 ≤ C
∫ t

0
‖ηs‖2H−J3,j3−1ds.

By Gronwall’s lemma, a.s. for all t ∈ [0, T ], ‖ηt‖H−J3,j3−1 = 0. This concludes the proof of
Proposition 7.

We are now in position to conclude the proof of Theorem 2.

Proof of Theorem 2. Let us consider the case when the θik’s are generated by the algorithm (7)
(the proofs of Theorem 2 are exactly the same when they are generated by the algorithms (5) or
the algorithm (9)). By Proposition 1, (ηN ) admits a limit point. Assume that it admits two limit
points. Let ` ∈ {1, 2} and N` be such that in distribution ηN` → η` in D(R+,H−J3+1,j3(Rd+1)).
Recall that from Lemma 11, we have a.s. η` ∈ C(R+,H−J3+1,j3(Rd+1)). Let us now consider a
limit point (η`,?,G `,?) of (ηN` ,

√
N`M

N`) in E (see (92)). Up to extracting a subsequence from N`,
we assume

(ηN` ,
√
N`M

N`)
L−−−−→

N`→∞
(η`,?,G `,?) in E .

Considering the marginal distributions, we then have by uniqueness of the limit in distribution,
for ` = 1, 2,

η`,?
L
= η` and G `,? L

= G . (104)

where G is a G-process given by Proposition 5. Recall also that from Proposition 6, both η1,? and
η2,? are two weak solutions of (EqL) with initial distribution ν0 (see also Lemma 13). Since strong
uniqueness for (EqL) (see Proposition 7) implies weak uniqueness for (EqL), we deduce that
η1,? = η2,? in law. By (104), this implies η1 = η2 in law. Consequently, the whole sequence (ηN )N≥1

converges in distribution in D(R+,H−J3+1,j3(Rd+1)). Denoting by η? its limit, we have proved
that η? has the same distribution as the unique weak solution of (EqL) with initial distribution ν0.
The proof Theorem 2 is complete.
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