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S U M M A R Y 

Geophysics and Geotechnical Engineering commonly use 1-D wave propagation analysis, 
simplifying complex scenarios by assuming flat and homogeneous soil layers, vertical seismic 
wave propagation and negligible pore water pressure effects (total stress analysis). These 
assumptions are commonly used in practice, providing the basis for applications like analysing 

site responses to earthquakes and characterizing soil properties through inversion processes. 
These processes involve various in situ tests to estimate the subsurface soil’s material profile, 
providing insights into its behaviour during seismic events. This study seeks to address the 
limitations inherent to 1-D analyses by using 3-D physics-based simulations to replicate in 

situ tests performed in the Argostoli basin, Greece. Active and passive source surveys are 
simulated, and their results are used to determine material properties at specific locations, 
using standard geophysical methods. Our findings underscore the potential of 3-D simulations 
to explore different scenarios, considering different surv e y configurations, source types and 

array sets. 

Key words: Numerical modelling; Computational seismology; Earthquake ground motions; 
Surface waves and free oscillations; Waveform inversion; Wave propagation. 
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 I N T RO D U C T I O N  

he characterization of soil properties plays a significant role in nu-
erous geotechnical and geophysical studies. In order to accurately

haracterize subsurface soil properties, various methodologies are
tilized, including seismic reflection imaging, seismic refraction
omography, crosshole seismic tomography, downhole logging, sur-
ace w ave anal ysis and full w av eform inv ersion (FWI). Seismic
eflection imaging involves analysing seismic reflection data to
educe the seismic velocities associated with distinct soil layers
Sheriff & Geldart 1995 ; Yilmaz 2001 ). Similarly, seismic refrac-
ion tomography uses seismic refraction data to delineate subsurface
elocity profiles by analysing the traveltimes of seismic waves re-
racted at interfaces between geological layers (Telford et al . 1990 ;

ussett & Khan 2000 ). Crosshole seismic tomography allows the
eneration of detailed velocity distribution maps by acquiring seis-
ic data from multiple boreholes at varying depths (Loke 2004 ).
ownhole logging is another methodology that involves deploying
eophysical instruments into boreholes to ascertain depth-specific
elocity profiles. This technique offers insights into the vertical
ariation of soil properties and seismic velocities by measuring
eismic wave velocities at discrete depths within boreholes (Telford
t al . 1990 ). Surface w ave anal ysis corresponds to a non-inv asi ve
C © The Author(s) 2024. Published by Oxford University Press on behalf of The R
article distributed under the terms of the Creative Commons Attribution License (
permits unrestricted reuse, distribution, and reproduction in any medium, provided
nd cost-ef fecti ve method of estimating shear wave velocities in
he subsurface using the dispersive nature of surface waves (Park
t al . 1999 ; Xia et al . 1999 ). Finally, FWI represents a sophisti-
ated approach to generating high-resolution velocity models of the
ubsurface b y le veraging the entire seismic w aveform recorded at
eceivers. Unlike traditional methods that rely on simplified approx-
mations, FWI iterati vel y refines velocity models to minimize the

isfit between observed and simulated waveforms, yielding finely
esolved images of subsurface structures. This technique finds ap-
lications in different scales (global, continental and regional) and
elds such as oil exploration, earthquake imaging, and geothermal
eservoir characterization (Tarantola 2005 ; Fichtner 2010 ). 

Surface wave analysis is a effective technique for subsurface char-
cterization, owing to its non-inv asi ve nature, cost-ef fecti veness and
apacity to offer complementary insights to other methodologies.
nlike drilling or e xtensiv e instrumentation, surface wave analysis
tilizes seismic data acquired at or near the ground surface, min-
mizing the need for disruptive procedures and associated costs.
dditionall y, surface w ave anal ysis takes adv antage of the disper-

ive nature of surface waves, enabling the estimation of shear wave
elocities across a range of frequencies. This frequency-dependent
ehaviour enables the characterization of shallow subsurface prop-
rties with high resolution, complementing the depth-focused ca-
oyal Astronomical Society. This is an Open Access 
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pabilities of other techniques, such as seismic reflection imaging 
and downhole logging. Fur ther more, the versatility of surface wave 
analysis in data acquisition and interpretation accommodates a va- 
riety of field conditions and geological settings. Due to its cost and 
time ef fecti veness, it has become a widespread technique for retriev- 
ing shear-wav e v elocity ( V s ) profiles, contributing significantly to 
subsurface characterization. The basis of the surface wave analysis 
is to accurately determine the frequency-dependent phase veloc- 
ity of fundamental-mode Rayleigh waves (Park et al . 1999 ), that 
is the experimental fundamental-mode dispersion curve. Different 
frequency components of surface wa ves tra vel at different veloci- 
ties; this variation is known as the surface wave dispersion curve 
(O’Neill et al . 2003 ), and its computation requires processing the 
seismograms recorded on the field. Multiple methodologies have 
been developed to address this task, including the p − ω transform 

(McMechan & Yedlin 1981 ), the frequenc y-wav e number ( f − k) 
transform (Yilmaz 1987 ), the phase shift (Park et al . 1998 ), the 
w avelet transform (K ulesh et al . 2005 ; Holschneider et al . 2005 ) 
and the generalized S transform for phase velocity and group veloc- 
ity. (Askari et al . 2011 ). Finally, the media’s vertical V s variation is 
estimated by solving an inverse problem based on the experimental 
dispersion curve (Foti et al . 2018 ). 

In geotechnical engineering, surface-wave analysis dates back to 
the 1950s. The analysis utilizes input signals from either an artificial 
controlled source (active tests) or natural ambient vibration (pas- 
sive tests). In the case of active source tests, the Spectral Analysis of 
Surface Waves (SASW) method, introduced by Nazarian & Stokoe 
( 1984 ), marked a significant advancement in surface wave analy- 
sis. The SASW method improved testing with a two-receiver setup, 
which, combined with signal-analysis tools, allowed for measur- 
ing time dela ys betw een wa ve arri v als at the recei vers. Initiall y, the 
method had limitations in terms of frequency band coverage. How- 
e ver, subsequent de velopments led to the creation of multistation 
approaches, which significantly improved efficiency and accuracy. 
The evolution continued with the introduction of multichannel anal- 
ysis of surface waves (MASWs) by Park et al . ( 1999 ) in the late 
1990s. Be yond activ e tests, passiv e methods emerged, lev eraging 
microtremors generated by natural or human-induced activities. The 
passive approaches, including for instance the spatial autocorrela- 
tion (SPAC) method (Aki 1957 , 1965 ) and refraction microtremor 
(ReMi) method (Louie 2001 ), enable the extraction of dispersion 
curv es without activ e sources. In surface wav e analysis, the first step 
is to obtain seismograms through either active or passive source sur- 
v e ys. The MASW is commonly used for active source surveys, while 
P assiv e Seismic Ambient Noise Correlation (SPAC) is popular for 
passiv e source surv e ys. Howev er, the choice of method depends 
on specific research objecti ves, geolo gical conditions and available 
resources. The second stage of surface wave analysis involves seis- 
mogram processing, which includes calculating the dispersion curve 
based on experimental data using for instance the frequency-wave 
number ( f − k) method. Finally, the dispersion curve inversion in- 
volves determining the V s profile by optimizing model parameters. 
This optimization implies minimizing the differences between the 
e xperimental dispersion curv e (tar get) and a lar ge set of computed 
dispersion curves estimated based on soil profiles characterized by 
the combination of user-defined soil parameters. 

Different projects have been implemented to improve the appli- 
cation of surface-wave methods (Cornou et al . 2006 ; Bard et al . 
2010 ; Tran & Hiltunen 2011 ; Cox et al . 2014 ; Asten et al . 2014 ).
In response to the lack of standardization in the practice and inter- 
pretation of surface w ave methodolo gies, the InterPACIFIC project 
was carried out (Garofalo et al . 2016a , b ). Its goal was to compare 
the most common techniques for surface wave analysis to assess 
their reliability and performance. The study examined surface-wave 
propagation across three sites with varying subsoil conditions. Dif- 
ferent teams analysed the same raw data independently. Despite 
varying strategies, the estimated dispersion curves showed good 
agreement, indicating robust processing procedures. Ho wever , some 
subsoil features remained unclear, leading to variations in results, 
especially in identifying interface positions. The study emphasized 
the importance of incorporating a priori information, such as local 
geology and borehole logs, to enhance reliability and highlighted 
the impact of solution non-uniqueness on uncer tainties. Fur ther- 
more, the use of additional data analysis techniques, such as criti- 
call y refracted P w a ves and Ra yleigh ellipticity, to improve bedrock 
identification and parameter estimation was suggested. Although 
v ariability w as observed, it w as more limited in estimating average 
parameters like V S 30 , compared to individual layer thickness. 

3-D physics-based simulations can help understand the sources 
of variability observed in surface wave analysis. The increasing use 
of these simulations is due to advancements in high-performance 
computing (HPC) and applications, especially in areas where de- 
tailed models of the structure of crustal and sedimentary basins 
are a vailable. How ever, it is essential to note that these simulations 
are sensitive to parameters like the velocity model, attenuation pa- 
rameters and source characteristics. Among these parameters, the 
seismic-velocity model is critical to achieving a high-quality match 
between simulated and observed data (Taborda & Roten 2015 ). 
This study explores the potential use of physics-based simulations 
as a virtual test laboratory to replicate in situ tests for surface 
w ave anal ysis. The study focuses on an array configuration for 
acti ve and passi ve sources within the Argostoli Basin, Greece. Ini- 
tially, we used a laterally homogeneous velocity model with basin 
geometry-induced heterogeneity (Cushing et al . 2020 ). Ho wever , 
future efforts will introduce medium variability by incorporating 
random spatially correlated perturbations into the velocity model. 
The velocity model available for the Argostoli Basin was validated, 
followed by 3-D simulations of virtual in situ tests of active and pas- 
sive sources. The simulations were conducted using SEM3D (CEA, 
CentraleSup élec, IPGP, and CNRS 2017 ; Touhami et al . 2022 ), a 
3-D spectral element simulator, utilizing HPC resources. The syn- 
thetic seismograms were processed in GEOPSY (Wathelet et al . 
2020 ), a software package commonly used in academic research 
and industrial applications for various purposes, such as processing 
seismic data, calculating dispersion curves, and conducting surface- 
wav e inv ersion. The subsequent sections elaborate on the study site, 
methodology and outcomes. 

2  R E A L I S T I C  C A S E  S T U DY:  
A RG O S T O L I  B A S I N  

The availability of the geological structure and in situ test results 
make this region a compelling study case. The basin is predomi- 
nantly comprised of Lagoonal Quater nar y sediments, which overlay 
the infill of an active Plio-Quater nar y syncline. Additionally, the re- 
gion exhibits pronounced tectonic activity, marked by substantial 
folding and faulting of the Plio-Quater nar y series, as documented 
by Cushing et al . ( 2020 ). We simulated active and passive source 
tests (MASW and SPAC, respecti vel y) and compared our results 
to data available at the ARGONET borehole. Simulation results 
were analysed in the vicinity of this location (following different 
arrays configurations) to obtain the material properties from the in- 
version of the synthetics. The 3-D simulations were conducted in 
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Table 1. Location in the UTM Z34N coordinate system and dimensions of 
the simulation domain. 

Direction Coordinates [m] Dimension [m] 

EW 452 850 to 461 325 8475 
NS 4 219 800 to 4 228 280 8475 
UD −2980 to 0 (depth) 2980 
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EM3D, considering linear-elastic behaviour. The material quality
actors were assigned based on values used in simulations previ-
usly conducted for this same region (Touhami 2019 ). The mesh
as generated following the not-honouring approach (mesh does
ot follow the domain geometry), and the minimum element size
as set as 5 m × 5 m × 5 m to attain the resolution needed in

erms of frequency ( f max = 30 Hz). The vertices coordinates and
imensions of the region of study are listed in Table 1 . In this table,
orizontal coordinates are presented in the Universal Transverse
ercator (UTM) coordinate system for the zone 34 north (Z34N).
omain dimensions are presented in metres. 
The material properties ( V p , V s , ρ) were obtained from the model

e veloped b y Cushing et al . ( 2020 ). In their study, the authors iden-
ify three material categories (soft soils, stiff soils, and rock material)
nd provide a set of equations for each category that characterizes
he shear wave velocity variation between geological boundaries.
hese geological boundaries are available in rasters that define the

imiting depth of the corresponding geological structure. Fig. 1
hows the variation of the material properties at the simulation do-
ain’s surface. On the surface, and based on the equations, it can be

bserved that the minimum shear wave velocity value is 250 m s −1 .
o wever , this value decreases as depth increases, reaching a mini-
um of approximately 168 m s −1 at a depth of 5 m in the simulation

ue to the simulation’s resolution, with a minimum element size of
 m. Previous field studies have documented the minimum value
t a depth of 2 m, which is attributed to the presence of artificial
eposits in the form of man-made infill atop the underlying alluvial
eposits (Hollender et al . 2018 ; Cushing et al . 2020 ). The spatial
ariation of the velocity model is considered using a 3-D mesh
hat captures the changes in velocity properties and geometry of
he basin. Fig. 2 presents a visual representation of the (a) basins’
ottom and (b) the mesh to highlight the tridimensionality of the
odel when considering the geometrical variation of the basin’s

hape. The two interfaces depicted in Fig. 2 (a) illustrate the basin’s
aterial composition, distinguishing between soft and stiff materi-

ls as defined by Cushing et al . ( 2020 ). According to the authors,
oordinates falling within the green volume are assigned to soft
oil. Similarly, coordinates situated deeper than the soft soil layer
nd extending to the pink interface are classified as stiff soil. Any
aterial outside these two delineated interfaces is attributed to rock

omposition. Fur ther more, Fig. 3 presents the shear wave velocity
ariation in the proximity of the ARGONET borehole coordinates.
his figure illustrates the geometric changes in the basin’s shape
ith depth in the profiles A–A’ and B–B’. As depicted, the basin’s
eepest portion is situated to the west of the ARGONET borehole.
he plan location of cross-sections A–A’ and B–B’ is detailed in
ig. 2 . 

 VA L I DAT I O N  O F  T H E  A RG O S T O L I  

A S I N  S I M U L AT I O N  

RGONET consists of Kinemetrics accelerometers, one vertical
rray disposed on the basin (soil site) with one station at the surface

nd four down-hole stations located at the bottom of four different e
oreholes, at 5.6, 15.5, 40.1 and 83.4 m depth (Theodoulidis et al .
018 ). In their study, Hollender et al . ( 2018 ) identifies these sta-
ions as AS0, AS6, AS15, AS40 and AS83. We keep those names
o establish the comparison between both studies. In addition, AR-
ON Et al so has an outcrop station (at rock on the surface, called
R0) that we did not include in the present study; ho wever , it can
e considered in future computations. Hollender et al . ( 2018 ) cal-
ulated the spectral soil ratio (SSR) at the site using 436 recorded
arthquakes with magnitudes ranging from M l 1.6 to M w 6.4, and
ith epicentral distances varying from 1 to 200 km, which corre-

ponds to the data set retrieved at ARGONET in the period from
uly 2014 to April 2017. In their study, the authors present the re-
ults of the large set of SSRs using geometric means and geometric
tandard deviations. The SSRs were calculated as the spectral ratio
etween the data at AS0, AS6, A15 and A40 with respect to the
ata gathered at the borehole station at the bedrock level AS83. 

To validate our simulations, we calculated spectral ratios at vari-
us depths (AS0, AS15 and AS40) with reference to AS84, where
4 m represents the depth at which the bedrock station was sim-
lated. These results were then compared to findings pre viousl y
ublished by Hollender et al . ( 2018 ). To achieve this, we gener-
ted two incident ground motions using different methodologies:
ne based on plane wave propagation (PW) and the other utilizing
 double-couple point source (PS). For the plane wave propaga-
ion, we constructed a model using a grid of point sources laid out
ver a mesh spanning dimensions of 14 180 m by 14 180 m, ar-
anged in a horizontal plane. These sources were spaced based on
he Gauss–Lobatto–Legendre (GLL) points’ positions at 20 000 m
epth. The point source was configured as a double-couple source,
ollowing an approach similar to that detailed by Touhami ( 2019 ).
he temporal evolution of the displacement adhered to the source
odel proposed by Brune ( 1970 ) and the point source parame-

ers were characterized based on prior work by Gatti ( 2017 ). The
eismic event’s magnitude was specified as M w 4.6 with strike =
63 ◦, dip = 39 ◦ and slip = 92 ◦. The source’s UTM Z34N coor-
inates ( x , y ) were (2 275 400 m, 4 242 100 m) at 14 000 m. Both
imulations shared identical mesh and material properties, differ-
ng primarily in the source definition. Table 2 provides an overview
f the computational resources used and key parameters common
o both simulations. Additionally, Fig. 4 presents synthetic ground
otion data for the PW source propagation at ARGONET, show-

asing results at four distinct depths: surface (darker blue line), 15
 (lighter blue line), 40 m (yellow line) and 84 m (red line), for all

hree motion components (EW, NS and UD). 
Synthetics presented in Fig. 4 were used for computing the site

esponse. These results were compared to data registered on the
eld and are shown in Figs 5 and 6 . In Fig. 5 , the continuous red

ine shows the SSR calculated as the ratio between AS0/AS84 for
he results of the PW simulation. The red dashed line represents
he same calculation for the PS simulation. In addition, the black
ines depict the results by Hollender et al . ( 2018 ). The continuous
lack line represents the geometric mean, and the dashed black
ines represent the geometric standard deviations. As shown in the
gure, there is a good agreement in the shape of the spectral soil
atios, the natural frequency and its amplitude when compared with
imulated data for both cases: plane wave propagation and point
ource. Fig. 6 shows the SSR computed at different depths in the
RGONET vertical array using the bedrock sensor as reference

AS83 in Hollender et al . 2018 , and AS84 in this study). The colored
ines represent the simulation results (continuous lines for PW and
ashed lines for PS). In addition, the black lines depict Hollender
t al . ( 2018 ) geometric mean results at different depths. 



1056 A. C. Ria ̃  no, F. Lopez-Caballero and F. Hollender 

Figure 1. Spatial variation on surface of the P -wave and S-wave velocities in the Argostoli region. 

Figure 2. (a) Interfaces defining basin’s bottom for soft and stiff soils as described by Cushing et al . ( 2020 ) and (b) mesh used in SEM3D to simulate the 
active and passive source tests (MASW and ambient noise). 
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Similar to the findings illustrated in Fig. 5 , the compari- 
son between field measurements and simulations demonstrates a 
fav ourab le alignment in terms of natural frequency and site response 
amplitude. While slight disparities become noticeable at higher fre- 
quencies, Figs 5 and 6 showcase a strong concordance in both the 
shape and magnitude of site responses between the simulated and 
experimental data sets. The discrepancies observed at higher fre- 
quencies are mainly due to the lateral homogeneity of the velocity 
model. The results obtained in Hollender et al . ( 2018 ) were derived 
from various techniques such as cross-hole, down-hole, surface- 
wave-based methods and seismic interferometry at the actual site. 
This approach encapsulated the natural variations of soil in the 
vicinity of ARGONET. Ho wever , the velocity model used in our 
simulations simplified the properties of the region by assuming it 
to be laterally homogeneous. As a result, our simulations could 
not capture the contribution of the inherent soil heterogeneities 
to the higher frequency content of g round motion. Fur ther more, 
prior investigation by Imtiaz et al . ( 2021 ) delves into the impact of 
edge-dif fracted surface w aves on the site response within the basin, 
particularly at higher frequencies. It’s possible that in our scenario, 
the nature of the seismic source utilized might impose limitations 
on the generation of such surface waves, influencing the observed 
differences. 

4  S I M U L AT I O N  O F  A C T I V E  S O U RC E  

T E S T S  

4.1 Initial condition for the inversion 

We used DINVER, which is a component of the Geopsy software 
suite. Geopsy is a commonly used set of geophysical software tools 
tailored for geophysical inversion and modelling, as described by 
Wathelet et al . ( 2020 ). The initial condition for the inversion was 
defined based on data available from previous studies. Fig. 7 shows 
the properties at the ARGONET borehole site. Three geotechnical 
la yers w ere obtained from the study by Hollender et al . ( 2018 ). 
The authors identify artificial deposits, clays and sandy marls and 
gravels with corresponding thicknesses of approximately 2, 8 and 
69 m. These geotechnical layers depths are showed in Fig. 7 . The 
green line depicts the shear wave variation in depth extracted from 

the SEM3D mesh. The black line corresponds to the material prop- 

erties at the ARGONET borehole site calculated with the set of 

art/ggae187_f1.eps
art/ggae187_f2.eps
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Figure 3. Shear-wave velocity variation on depth near the borehole location. 

Table 2. Summary of some of the parameters and computational resources 
used for the plane wave and point source simulations. 

Parameter PW 

Number of processors 720 
Wave max. freq [Hz] 10 
Min. V s [m s −1 ] 250 
Simulation time [s] 30 
Delta time [s] 0.000253 
Total number of elements [m] 15 575 393 
Dimension [m × m × m] 24 675 × 24 675 × 61 200 
Total wall clock [hh:mm:ss] 20:00:00 
Running time/simulation time 2400 
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quations by Cushing et al . ( 2020 ). The differences between the
lack and green line are due to the mesh’s resolution (min. element
ize in depth equal to 5 m) and the interpolation between GLLs.
onetheless, it can be observed that the values of both material
odels are close in depth. The red and pink discontinuous lines

orrespond to two additional models available in Hollender et al .
 2018 ) at this same site. Based on the data available from the mate-
ial structure ( V p , V s , ρ), 15 sets of initial conditions were defined
s input for the inversion. These sets correspond to a combina-
ion of an initial number of layers (thicknesses), average V s profile
nd range of variation of the average V s profile, which was used
o define the V p and V s limits. The procedure followed to define
he input parameters for the inversion is presented below. In ad-
ition, Table 3 summarizes the properties used for each inversion
ase. 

(i) Initially, a number of layers was assumed to discretize the
rofile showed in Fig. 7 . For instance, in Table 7 cases 1–3 were
iscretized with nine layers and with a wider thickness range for
he inversion compared to cases 4–6. These cases were defined to
nderstand the inversion results dependence on the parametriza-
ion. In this study, narrow or wide search properties that may or
ot be based on existing geotechnical information define the input
arameters. 
(ii) The layered representation of the soil profile (blue dotted line

n Fig. 7 ) was calculated using eq. ( 1 ). 

V s ( h ) = 

∑ 

H i / 
∑ 

H i /V si (1) 

here H i are the thicknesses of the i th subpartitions of the initial
 layers (e.g. 9 in cases 1–6) in a certain number of sub lay ers (e.g.
00 subpartitions per initial layer). 
(iii) The input V s ranges for the inversion (blue area in Fig. 7 )

re defined as ±P of the average profile calculated above. In this
tudy, P was evaluated as 5, 10 and 20 per cent. V p was computed as
.8 times the value of V s and the density is defined as 2400 kg m 

−3 

ased on the material model data. 

The ranges of V s (5, 10 and 20 per cent) do not represent the
leatory variability of soil properties. Instead, these percentages set
onstraints for the inversion problem by specifying minimum and
aximum values for V s , V p and ρ within each layer. In practical field

pplications, such limits would be determined from collected data.
t is important to note that the velocity model used in this work
s laterall y homo geneous. This means that any spatial variability
ithin the velocity model was not taken into account in the simula-

ions, except for the heterogeneity induced by the basin’s shape. To
ccount for the spatial variation of the material, two methodologies
ould be followed when using physics-based simulations. The first
ethod involves using a 3-D model, which includes the variability
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Figure 4. Acceleration time-series at the ARGONET station obtained in the PW simulation (bandpass filtered 0.15–10 Hz). 

Figure 5. Comparison of the spectral soil ratios between receivers at surface and the borehole at 84 m depth. Red lines represent results for the simulation 
(continuous line for PW and dashed lines for PS). Black lines correspond to experimental data at the same site (ARGONET) published by Hollender et al . 
( 2018 ). 
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of the material, and then conducting the simulation of the in situ 
test and a normal inversion process (which follows a 1-D layered 
soil hypothesis). This approach allows testing the hypothesis of the 
1-D model commonly used in the practice. As pre viousl y men- 
tioned, the velocity model is laterall y homo geneous. The v ariability 
of the soil properties will be considered as part of future activi- 
ties to be developed within the project’s scope. This can be done in 
SEM3D by using one of the software’s branches that allow including 
v ariability coef ficients to account for the spatial v ariability of soil 
properties. The second method involves conducting a 2-D or 3-D 

inversion that considers the spatial variability in the material model, 

via FWI. 
4.2 Linear array configuration 

The acquisition layout is presented in Fig. 8 . The blue star represents 
the active source location. Red triangles depict the localization and 
configuration of the ‘geophones’ array used to conduct f–k analysis 
of the active source. 

The selection of the array was based in the article by Foti et al . 
( 2018 ) ‘Guidelines for the good practice of surface wave analysis: 
a product of the InterPACIFIC project’. The array’s size and the 
spacing between geophones determine the wavelengths range over 
which the dispersion curve can be obtained. The theoretical limits 
associated with the arra y w ere calculated using the expressions 
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Figure 6. Comparison of the spectral soil ratios between receivers at surface, 15 m depth and 40 m depth with respect to the borehole at 84 m depth. Colored 
lines represent results for the simulation (continuous line for PW and dashed lines for PS). Black lines corresponds to experimental data at the same site 
(ARGONET) published by Hollender et al . ( 2018 ). 

Figure 7. Material models available in the literature, model extracted from 

the mesh used in SEM3D at the ARGONET borehole site, and characteri- 
zation of a layered model to define the initial conditions for the inversion. 
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resented below for linear arrays as recommended in Foti et al .
 2018 ). 

min ∼ 2 δx (2) 

max ∼ L . (3) 

here λmin and λmax are the minimum and maximum wavelengths,
especti vel y. δx is the linear array spacing and L is the length of the
inear array. The theoretical limits for the array used in the study is
isted in Table 4 . The minimum near-surface layer thickness resolved
nd expected maximum investigation depth were also e v aluated as
ecommended by Foti et al . ( 2018 ), and can be approximated as
ho wn belo w. 

 min ∼ λmin / 3 to λmin / 2 (4) 

 max ∼ λmax / 3 to λmax / 2 (5) 
.3 Simulation parameters 

imulation parameters are listed in Table 5 . The source was charac-
erized by a vertical force applied at the surface and situated at the
RGONET borehole coordinates. Fur ther more, the input source

unction w as deri ved from a falling weight deflectometer (FWD)
est, with the temporal variation of the force illustrated in Fig. 9 . 

.4 Results 

n the current study, the inversion process was carried out using
INVER. The user is required to input possible limit values for the
arious parameters, such as layer thickness, P and S-wave velocity
anges and density values. The software uses a Montecarlo approach
o generate multiple soil profiles and their corresponding dispersion
urves, which are then compared to the recorded data’s dispersion
urve using a shape misfit. It is important to note that, in practice,
he dispersion curve of a site of interest is unknown. Therefore, the
nversion process is performed to obtain it. One notable aspect of
his study is the use of prior knowledge regarding the site’s material
roperties to construct the ‘real’ material dispersion curve, thereby
stablishing a reference point for comparison (reference curve). 

Fig. 10 (a) shows a comparison of the 100 best stratigraphy models
enerated by DINVER for each inversion scenario. The solid black
ine represents the actual velocity model derived from SEM3D data.

e further analysed a subset of the top 10 models from each inver-
ion to assess their fit to dispersion curves and site response charac-
eristics. The best dispersion curves are illustrated in Fig. 10 (b). The
olid black line represents the target dispersion curve obtained from
ynthetic data. In contrast, the dashed black line shows the refer-
nce dispersion curv e deriv ed from the actual velocity model using
Pli vemodel. GPli vemodel is a tool in GEOPSY that computes
a yleigh wa ves’ fundamental mode based on a 1-D soil column
escription. The dashed black lines denote the array’s wavelength
imits, following Foti et al . ( 2018 ). Additionally, the blue dashed
ine indicates the maximum wavelength limit (0.4 × L) accord-
ng to the criterion proposed by O’Neill et al . ( 2003 ). The results
emonstrate a strong agreement between the inverted profiles and
he theoretical cur ve, par ticularly up to a minimum wavelength of
.4 × L, supporting the conserv ati ve criterion by O’Neill et al .
 2003 ) Finally, we selected a final set of 25 stratigraphy profiles to
onduct 1-D analyses. The selection was based on their fit to the
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Table 3. Summary of the input parameters per inversion case. The color code is related to results presented in 
Figs 10 –14 . Each color represents an inversion case in the result figures presented in the following section. 

Color Case N layers Max. layer thickness [m] V s range Criteria 

1 9 [5 10 10 10 10 10 10 10 10] 20 per cent Geothecnical layers 

2 9 [2 6 7 5 5 5 5 5 5] 20 per cent Geothecnical layers 

3 9 [5 10 10 10 10 10 10 10 10] 10 per cent Geothecnical layers 

4 9 [2 6 7 5 5 5 5 5 5] 10 per cent Geothecnical layers 

5 9 [5 10 10 10 10 10 10 10 10] 5 per cent Geothecnical layers 

6 9 [2 6 7 5 5 5 5 5 5] 5 per cent Geothecnical layers 

7 5 10 for all layers 20 per cent Naive parametrization 

8 10 5 for all layers 20 per cent Naive parametrization 

9 25 2 for all layers 20 per cent Naive parametrization 

10 5 10 for all layers 10 per cent Naive parametrization 

11 10 5 for all layers 10 per cent Naive parametrization 

12 25 2 for all layers 10 per cent Naive parametrization 

13 5 10 for all layers 5 per cent Naive parametrization 

14 10 5 for all layers 5 per cent Naive parametrization 

15 25 2 for all layers 5 per cent Naive parametrization 

Figure 8. Output stations location and the array configuration used in the MASW analysis. 

Table 4. Theoretical wavelength limits. 

Array Simulation Offset [m] δx [m] L [m] λmin [m] λmax [m] h min [m] h max [m] 

1 ARGO MASW 20 2 94 4 94 [1.3, 2] [31.33,47] 

Table 5. Summary of the MASW simulation parameters and computational resources used. 

Parameter MASW 

Number of processors 2000 
Wave max. freq [Hz] 30 
Min. Vs [m s −1 ] 168 
Simulation time [s] 4 
Delta time [s] 0.000121 
Min. element size [m] 5 
Dimension [m] 8475 × 8475 × 2980 
Total wall clock [hh:mm:ss] 12:00:00 
Running time/simulation time 21 600 
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Figure 9. Vertical force in time applied at the ARGONET borehole coordi- 
nates to simulate the active source. 
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arget dispersion curve among the 150 best profiles identified. The
oodness of fit was based on the misfit between the target dispersion
urve and the 150 curves computed in GPlivemodel, calculated us-
ng the expression proposed by Wathelet et al . ( 2004 ), which aligns
ith the approach used in DINVER (see eq. 6 ). The summary of the
inimum, maximum and median values of the misfit is presented

n Table 6 

i s f i t = 

√ ∑ n f 
i= 1 

( x di −x ci ) 2 

σ 2 
i n f 

(6) 

here x di is the velocity of the data curve at frequency f i , x ci is the
elocity of the calculated curve at frequency f i , σi is the uncertainty
f the frequency samples considered. If no uncertainty is provided,

i is replaced by x di and n f is the number of frequency samples
onsidered. 

Illustrated in Fig. 11 are the dispersion curves for four inversion
ases: Case 1, 6, 9 and 13. This comparison allows for an analysis of
ow the variation in criteria for selecting inversion parameters af-
ects the overall results. In all subplots of the figure, the black dashed
ine represents the target dispersion curve, which is obtained from
EM3D synthetics. The star markers depict the dispersion curve
f the ‘real’ material model (reference curve). The colored contin-
ous lines show the median of the 10 best dispersion curves for
ach case, and box plots are used to display the 25th, 50th and 75th
ercentiles at each frequency. Case 1 considers geotechnical layer
arameters in its parametrization, which is also the criteria used
n cases 1–6. Cases 9 and 13 represent results for input layers and
hicknesses that do not follow specific criteria in their selection,
eferred to as ‘naive’ parametrization. In practice, soil properties
re often obtained through blind prediction, but in our study, we
ave prior knowledge of the ‘real’ soil properties. The reference
ispersion curve, which is based on known properties, differs from
he target dispersion curve obtained from synthetics. Notably, both
urv es e xhibit similar behaviour for frequencies greater than 6 Hz,
hile differences become more pronounced at lower frequencies.
his observation may be related to the resolution of the MASW

est and the type of loading. The resolution of the active source test
ends to improve at higher frequencies, primarily because resolu-
ion at shallow depths is influenced by high-frequency data (shorter
avelengths). Fur ther more, our simulations suggest that the pro-
osed value of L max = L following Foti et al . ( 2018 ) is relati vel y
igh. In contrast, O’Neill et al . ( 2003 ) limit provides a more suitable
hreshold for establishing the validity of the dispersion curve. 

When examining the various inversion cases depicted in Fig. 11 ,
t is observed that results tend to improve when the input parame-
ers, including layer thicknesses and v elocities, cov er a wider range
nd comply with geotechnical criteria. For instance, comparing the
nversion results of Case 1 and Case 6 highlights this improvement.
n scenarios where input parameter ranges become narro wer , dif-
erences between the dispersion and target curves tend to grow. In
uch cases, the dispersion curves obtained from the inversion pro-
ess closely resemble a single profile defined by the limited input
earch range. It is worth noting that the user’s criteria when formu-
ating the inversion process can introduce biases into the results.
ur ther more, we draw attention to the influence of the maximum
avelength limit. At frequencies below 6 Hz, we observe an increas-

ng discrepancy between the soil profiles derived from inversion and
heir corresponding dispersion curves, in contrast to the soil profile
nd reference curve known a priori . Based on the results obtained,
 e ha ve found that adopting the more conserv ati ve w avelength limit
roposed by O’Neill et al . ( 2003 ) closely matches the soil profiles
nd dispersion curves with the desired properties. Utilizing this
riterion constrains the exploration depth to 13–19 m. Our study
hows optimal inversion results within this depth range. However,
t is important to acknowledge that this observation is contingent
pon the specific conditions of the simulations. 

After comparing the inversion results to the reference curve, it be-
omes apparent that the ‘naive’ parametrization yields results closer
o the reference curve in certain cases (e.g. case 9). Additionally,
here is greater variability in the shape of the median dispersion
urv e among inv ersion cases following the ‘naive’ parametrization
e.g. compare cases 9–15). Conversely, basing the parametrization
n geotechnical criteria leads to a better match with the reference
urve at low frequencies but increasing differences at high frequen-
ies. Fur ther more, adhering to this criterion reduces the variations in
he shape of the median curves among the inversion cases (e.g. com-
are cases 1–6). Obtaining dispersion curves closely resembling the
real’ material (reference) curve through a ‘naive’ parametrization
a y seem contradictory. How ever, w e used numerous layers with

arrow input parameter ranges, causing the code to generate results
onstrained by the user-defined input parameters. In practical field
ests, the objective is to find soil profiles whose dispersion curves
re similar to those derived from field data (the ‘target’ curve).
he ‘reference’ curve is unknown and calculated from field data in

eal-world scenarios. Therefore, the ‘reference’ curve aligns with
he ‘target’ curv e. Nev ertheless, due to the nature of our study, we
lready know the ‘reference’ curve, allowing us to make interesting
bservations. 

Even though using many layers with low thickness (e.g. 2 m)
esults in soil profiles closely resembling the ‘real’ material, us-
ng such criteria is impractical. The level of resolution required
or input data to define these inversion parameters would imply
hat the actual properties of the site are known, eliminating the
eed for field testing or blind predictions. Alternati vel y, the narrow
nput inversion parameters introduced a bias in the response. As
een in cases 7–15, the resulting dispersion curves do not exhibit
 similar shape to those obtained from field data (synthetics in this
tudy), as the actual material is unknown (blind prediction). Addi-
ionally, it is important to consider that the minimum wavelength
s related to the lowest exploration thickness of the array Foti et al .
 2018 ). Our findings are consistent with conclusions drawn in pre-
ious studies, supporting the ef fecti veness of active source tests
uch as MASW for high frequencies, while also indicating limi-
ations in capturing low-frequency information. In such situations,
 combined approach incorporating passive source testing and ex-
loring various array configurations to improve depth resolution is
dvisable. 

The best 25 stratigraphy models obtained are shown in Fig. 12 .
s shown in this figure, different models provide similar goodness
f fit with the recorded data (SEM3D synthetics). As pre viousl y
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Figure 10. V s profiles obtained from inversion. The figure shows the 100 best profiles per inversion case based on the misfit calculated by DINVER.Dispersion 
curves for the 10 V s profiles with lowest misfit per inversion case. The wave length limits corresponding to the array configuration are shown. 

Table 6. Summary of misfit values for each inversion case. 

Inversion case Min(misfit) Max(misfit) Median(misfit) 

1 2.7426e-05 0.00011685 4.9294e-05 
2 5.2164e-05 0.00010067 8.544e-05 
3 3.9096e-05 0.00011725 8.2364e-05 
4 7.7436e-05 0.00011224 9.5557e-05 
5 0.00010398 0.00011592 0.00011253 
6 0.00035245 0.00047735 0.00042754 
7 0.0026773 0.0086854 0.0054078 
8 0.003832 0.01225 0.0058201 
9 0.003832 0.01225 0.0071757 
10 0.0036157 0.010513 0.0059246 
11 0.0057992 0.012421 0.010484 
12 0.0078841 0.012425 0.010423 
13 0.0062436 0.011903 0.0076399 
14 0.011903 0.011903 0.011903 
15 0.010183 0.012391 0.011571 
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discussed, narro w in version ranges can produce significant differ- 
ences in the dispersion curv e shape. Ev en though misfit values can 
be low in all cases, better results in terms of the shape of the dis- 
persion curve may be obtained when considering wider ranges for 
the wave velocities and definition of the number of layers and thick- 
nesses based on available geophysical data (cases 1–6) and not by 
following a ‘naive’ parametrization (as in cases 7–15). In addition, 
we analysed the seismic response of the 1-D models pre viousl y 
obtained. We modelled the inverted soil profiles in the software 
DEEPSOIL (Hashash et al . 2016 ) and calculated the soil spectral 
ratio (SSR) between the surface response and the one correspond- 
ing to the borehole at 40 m depth. The SSR is calculated as the 
square root of the ratio of the geometric mean of the horizontal 
components of motion between the Fourier spectrum at the sur- 
face and borehole level, as shown in eq. (7 ). Fig. 13 shows the 
SSR calculated when using as input motion the synthetics extracted 
from the PW simulation explained in the validation section. Sim- 
ilar results for the PS simulation are not presented due to space 
limitations. 

S S R( f ) = 

√ 

( E W 

2 
surface + N S 2 surface ) / ( E W 

2 
d epth + N S 2 d epth ) (7) 

Fig. 13 summarizes results for four cases, the three cases with 
the best profiles obtained from the inversion (cases 1–3, lines in 
shades of blue), and one case of the ‘naiv’ parametrization, case 
number 9 (green lines). The red line represents the SSR for a 1- 
D analysis conducted with the material properties extracted from 

the SEM3D mesh (which correspond to the real site properties). In 
both figures, it can be observed that the results of the profiles from 

inversion cases 1–3 present a difference in the natural period with 
respect to the real soil period, a difference of around 0.4 s. This 
dif ference is mainl y due to a lack of resolution in the MASW test 
in the low frequencies. The results of case 9, one of the extreme 
cases of “naive” parametrization, are closer to the 1-D model of the 
actual site properties. In this case, we defined 25 layers and a V s 

variation of 20 per cent. Therefore, we provided input parameters 
that resemble almost the real solution. In addition, we included the 
3-D response obtained in the PW and PS simulations, represented 
by the black continuous and dashed lines, respectively. As shown 
in both figures, the 1-D response leads to lower soil frequency and 
larger amplitudes in the spectral ratio. This behaviour is expected 
due to the 3-D and 1-D model differences in terms of the material 
model, 3-D geometry and attenuation. 

Additionall y, we e v aluated the time domain variation of the seis- 
mic response in terms of a set of seismic intensity parameters. Due 
to space limitations, results presented in this article correspond to 
the peak ground velocity (PGV), the cumulative absolute velocity 
(CAV) and total duration, which are shown in Fig. 14 . Each subplot 
compares the box plots of the intensities measures per inversion 
case and motion component (EW, NS and UD). The color is re- 
lated to each inversion case. The red star depicts the value of the 
DEEPSOIL 1-D analysis of the material properties extracted from 
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Figure 11. Comparison of the median and boxplots of the dispersion curves corresponding to the 10 ‘best’ soil profiles for inversion cases: 1, 6, 9 and 13. 

Figure 12. Inversion results, (a) 25 soil profiles with the lowest misfit values among all cases evaluated (b) dispersion curves corresponding to the best 25 soil 
profiles and (c) histogram showing the distribution per case of the 25 best soil profiles. 
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Figure 13. Comparison between spectral ratios. The 1D DEEPSOIL models input motion corresponds to the synthetic of a plane wave propagation conducted 
in SEM3D registered at the ARGONET coordinates at 40 m depth. 

Figure 14. PGV, CAV and TD comparison between 1-D response of inverted and real material properties and 3-D site response. 
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the 3-D model (reference model), and the black star corresponds 
to the PW SEM3D simulation results. As shown in Fig. 14 , the 
inverted profiles from cases 1 to 3 led to similar intensities in each 
motion component when comparing between inversion cases (see, 
for instance, NS component for inversion cases 1–3). In general, 
the results are al wa ys close to the 1-D response of the real material 
properties (red star). The inversion case 9 (‘naive’ parametrization) 
shows higher dispersion in the response in the three components of 
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otion. Additionally, compared to the 3-D response, the 1-D anal-
sis leads to an overestimation of the seismic intensities except for
he total duration. A result explained by the emergence of surface
aves in the 3-D simulation, whose reverberations increase in the
uration of the signal. Fur ther more, the 1-D analysis of the soil
olumns from different inversion cases (cases 1–3) led to a simi-
ar response in the frequency and time domain. Other parameters
uch as the arias intensity variation in time could also be assessed
o investigate the temporal response even further. Nonetheless, for
he set of intensity parameters e v aluated, consistent results were
btained. Please note that the goal of results presented in Figs 13
nd 14 , distinct from e v aluating disparities between 3-D and 1-D
odels using metrics like aggravation factors, is to examine the

eismic response of 1-D models derived from the inversion process
n comparison to the 3-D ground motion. This comparison allows
s to understand how variations in inverted 1-D profiles may im-
act the 1-D response concerning the natural period and seismic
ntensities analysed. 

 S I M U L AT I O N  O F  PA S S I V E  S O U RC E  

E S T S  

.1 Initial condition for the inversion 

n the passive source testing, ambient noise is recorded. This type
f surv e y allows the measurement of the dispersion curve from
ow to intermediate frequencies and depends on factors such as
he source location relative to the surv e y, the v elocity structure
f the site and the acquisition parameters (Foti et al . 2018 ). In this
tudy, a 3-D simulation was conducted for the region of Argostoli to
imulate a passive source test. The selection of the initial condition
or the inversion was based on the results obtained in the MASW
ection. The previous section shows that the lower misfit values
ere obtained for the parameters defined in the inversion case 1.

n this section, we used similar parameters as those described in
nversion case 1. Only the depth range was modified to consider
epths ranging from 5 to 15 m per layer. To summarize, there are
our inversion cases, corresponding to a combination of the each
adius and the parameters presented in Table 7 . 

.2 Acquisition layout 

he guidelines by Foti et al . ( 2018 ) w ere follow ed to define the
rray geometry. The maximum wavelength is related to the distance
etween receivers. Hence, the maximum distance between receivers
s related as well to the exploration depth. According to Foti et al .
 2018 ), the maximum array aperture should be at least equal to
ne to two times the desired investigation depth. In their study,
he authors also recommend combining passive surveys with active
urv e ys to increase the resolution of the layers near the surface.
his recommendation deals with the difficulty of obtaining short
nough wavelengths from passive surveys. In this study, a set of
ircular arrays with radius of 10, 20, 30 and 40 m were analysed
the maximum distance between receivers is 20, 40, 60 and 80 m,
especti vel y). In each circular array, nine receivers were set in a
ircular array plus one receiver in the centre of each array to simulate
imilar conditions to those used on the field (usually, 8–10 sensors
re used on the field). In terms of the time window, usually long
uration recording are used. This recordings are divided in shorter
indows for the analysis. 
.3 Simulation parameters 

he mesh and material properties are the same defined for the active
ource simulation (MASW). The difference between both cases is
ainly in the definition of the source and the acquisition layout

see F ig. 15 ). Tab le 8 summarizes the domain sizes and material
roperties used. In this study, the sources for the passive source test
ere represented as a set of body forces, following the approach
utlined by Bonnefoy-Claudet et al . ( 2004 ). The algorithm RAN-
OURCE (Moczo et al . 2002 ) was used to model the source. The
lgorithm creates random sources on the surface or near the sur-
ace of a specific domain. The time function is modelled as delta
ype or pseudo-monochromatic, which are generated to resemble
he most common noise sources (impact and pseudo-harmonic) by
andomly choosing their length and eigenfrequency (Papadopoulos
t al . 2013 ). Specifically, these forces were characterized by ran-
omly distributed directions, amplitudes and source time functions.
e used a total of 179 such sources, each defined in both horizontal

 X and Y ) and vertical ( Z ) directions. The time evolution of these
ource forces is depicted in the left column of Fig. 16 , where the
olor map visually associates the source functions with their respec-
ive locations, as shown in the right column. Notably, the sources
xhibit random distribution patterns and varied initiation times, as
llustrated in the figure. 

Fig. 17 provides snapshots illustrating the spatial distribution
f velocity magnitude on the surface at six discrete time intervals
ranging from 0.1 to 0.6 s). In this figure, the material classification
utlined by (Cushing et al . 2020 ) is represented as follows: soft
oil materials are denoted by a yellow tone, stiff materials are repre-
ented in a blue hue and rock material is distinguished by pink color.
hroughout the initial 6-s simulation period, the temporal evolution
howcases the emergence of point sources originating at different
ocations and times within and proximate to the basin. This temporal
rogression facilitates the modelling of ambient noise phenomena. 

.4 Results 

o process the passive source test data, we utilized the GEOPSY
SP AC and SP AC2DISP toolboxes. Specifically, we used the
EOPSY MSPAC toolbox, a versatile software package designed

o simplify the process of defining rings from co-array sensor maps.
his toolbox allows for the selection of appropriate time limits and
ignal segments, as well as the configuration of frequency bands and
ampling scales for processing. These settings are easily adjustable
o accommodate the specific requirements of the user. Once the
esired parameters are configured, the computation can be initi-
ted, and the resulting spatial autocorrelation coefficients and com-
utation parameters are saved in a ‘ ∗.target’ file for future use in
pac2disp. The spac2disp tool is used to identify the spatial autocor-
elation coefficients that contribute most effectively to the dispersion
urve. This selection process involves a series of steps, including the
election of minimum and maximum wa venumbers, as w ell as lower
nd upper slowness bands. The wavelength limits were determined
sing the WaranGPS software, which calculates these limits based
n the 2-D array configuration. Subsequently, with the SPAC dis-
ersion target defined, we combined the dispersion data from f − k
nd SPAC using DINVER to conduct the inversion. To enhance the
esolution of our results, we included the dispersion curve obtained
rom the active source simulation as a target, thus integrating data
rom both active and passive surveys simulated in the Argostoli
egion. In Fig. 18 (a), we present a set of 100 stratigraphies obtained
sing DINVER. Following a procedure similar to that outlined in the
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Table 7. Summary of the input parameters per inversion case. The color code is related to results presented in the following 
section. 

Color Case Radio [m] N layers Max. layer thickness [m] V s range Criteria 

1 10 9 [5 15 15 15 15 15 15 15 15] 20 per cent Geotecnical layers 

2 20 9 [5 15 15 15 15 15 15 15 15] 20 per cent Geotecnical layers 

3 30 9 [5 15 15 15 15 15 15 15 15] 20 per cent Geotecnical layers 

4 40 9 [5 15 15 15 15 15 15 15 15] 20 per cent Geotecnical layers 

Figure 15. Acquisition layout. 
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active source test section, we selected the ten most fav ourab le soil 
profiles per inversion case based on lower misfit values. Fig. 18 (b) 
illustrates the corresponding dispersion curves. 

Combining both passive and active techniques leads to soil pro- 
files with dispersion curves that closely resemble the reference dis- 
persion. As depicted in Fig. 19 , we observe a noticeable improve- 
ment in the match between dispersion curves and the active-source 
target cur ve, par ticularly within the frequency range of 3–8 Hz. This 
outcome aligns with prior research, which consistently indicates 
that active source tests offer higher resolution at higher frequencies, 
whereas passive source tests improve resolution at lower frequen- 
cies. Ho wever , it’s important to note that the differences between 
the curves tend to grow for frequencies exceeding 6 Hz when we 
integrate data from both active and passive source surveys in DIN- 
VER. Nevertheless, this combined approach results in profiles that 
more better represent the properties of the study site and improves 
depth resolution. The most accurate profiles are derived from data 
sets created using sensor arrays with radius of 20, 30 and 40 m. 
This outcome is as anticipated, given that an array with a 10-m 

radius typically provides resolution only up to approximately 20 
mepth. When we compare our findings with those from the active 
source tests, we find that shear-wave velocity values at depth tend 
to closely approximate the theoretical profile. Conversely, MASW 

results often underestimate shear-wave velocity at depth, an obser- 
v ation primaril y attributed to the limited resolution of the active 
source method, particularly at lower frequencies. In future research, 
we plan to investigate the combined influence of the source model 
and the study of both Rayleigh and Love waves on resolution and 
inv ersion outcomes. This e xpanded scope will provide a more com- 
prehensive understanding of these factors’ effects on our results. 

The seismic response of the inverted profiles was analysed to 
understand the effect of the non-uniqueness of the inversion. To 
that end, we computed the seismic response of the profiles obtained 
from inversion cases 2, 3 and 4. We analysed it in terms of the 
spectral soil ratio (see Fig. 20 ) and a series of seismic intensities 
(see Fig. 21 ). SSR results for the plane wave input motion are shown 
in Fig. 20 . In this figure, the purple line represents the 1-D response 
of the site with the material properties used in SEM3D (calculated 
in DEEPSOIL). The continuous black line depicts the SSR results 
obtained in the 3-D simulation for the PW propagation, and the 
black dashed line represents the results for the double-couple point 
source. As shown in Fig. 20 , the 1-D site response of the inverted 
models tends to have a similar natural frequency and amplitude. 
This observation remains for the three inversion cases (radius of 
20, 30 and 40 m). A slight difference in the fundamental frequency 
is observed when comparing the 1-D results of the inverted soil 
columns and the 1-D model of the real site properties (material 
extracted from the 3-D simulation). Ho wever , this difference in 
frequency is around 0.1, unlike the results obtained in MASW. In 
that case, generally, the models’ frequency difference was about 0.4 
seconds and with a higher dispersion between models. Compared to 
the 3-D results, the 1-D modelling does not accurately reproduce the 
transfer functions’ natural frequency, shape and amplitude for the 
study site. In addition to the differences between the 3-D and 1-D 

approaches, this is also due to the material properties at the borehole 
level (40 m). At this location, the material in the 3-D model has a 
velocity of 400 m s −1 . Ho wever , as sho wn in Section 4 , the 1-D 

response does not adequately represent the 3-D site response, even 
when the same properties of the 3-D model are considered (material 
and depth to bedrock). As shown in the results, different layer depths 
and wav e v elocity configurations tend to similar site responses, 
with lower dispersion between inversion cases when combining the 
passive and active test. 

Fig. 21 shows a comparison between seismic intensities (SI) re- 
sulting from the 1-D models of the ‘best’ soil profiles obtained 
from inversion, the 1-D model of the ‘real’ material and the 3-D 

simulation results. The SI presented correspond to the peak ground 
velocity (PGV), the cumulative absolute velocity (CAV) and total 
duration (TD). Each 1-D soil profile w as anal ysed in DEEPSOIL, 
using input motion at the synthetics at the borehole level from two 
seismic sources: Plane wave propagation and double-couple point 
source. Ho wever , in this article, only results for the PW are pre- 
sented. In general, the 1-D response shows an overestimation of 
SI with respect to the 3-D response. Compared to the results ob- 
tained from the activ e surv e y section, we notice that combining 
both active and passive surveys results in spectral responses that 
closely resemble the SSR of the ‘real’ material in terms of the 
fundamental period. Ho wever , when we examine the time domain 
results, we observe increased disparities between the 1-D outcomes 
(inverted profiles) and the actual material proper ties, par ticularly 
when compared to the results derived solely from the active survey 
data. Specifically, the 1-D models generated from the inversion of 
activ e surv e y data tend to represent better the variations in the ‘real’ 
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Figure 16. Slip functions and spatial distribution used to simulate the passive source. 

Table 8. Summary of the SPAC simulation parameters and computational 
resources used. 

Parameter SPAC 

Number of processors 2000 
Wave max. freq [Hz] 30 
Min. Vs [m s −1 ] 168 
Simulation time [s] 28 
Delta time [s] 1.21E-04 
Min element size [m] 5 
Dimension [m] 8475 × 8475 × 2980 
Total wall clock [hh:mm:ss] 24:00:00 
Running time/simulation time 3085 
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odel for layers at depths less than 20 m. Ho wever , they tend to
nderestimate the velocities of layers at depths greater than 20 m.
n contrast, the combination of active and passive surveys results
n profiles that describe the shallow layers less accurately and tend
o overestimate deeper layers’ shear wav e v elocity ( V s ). Sev eral
actors contribute to these observed differences. First, the discrep-
ncies may be attributed to factors such as mesh resolution and the
eneration of surface waves. In this case, the simulation domain
imits the maximum frequency, potentially affecting the results, es-
ecially at higher frequencies. The nature of the seismic source
sed in our scenario might restrict the generation of such surface
aves, contributing to the obser ved differences. Fur ther more, the

tudy conducted by Imtiaz et al . ( 2021 ) investigated the influence
f surface waves diffracted at geological edges within the Argostoli
asin, with particular emphasis on higher frequencies. These edge
aves’ characteristics can vary depending on geological conditions

nd seismic sources, impacting the dominant types of surface waves
ecorded in the basin. It is important to note that in this study, our
ocus was primarily on inverting the fundamental mode of Rayleigh
aves. In future research, we intend to e xplore inv ersion techniques

ncorporating Lov e wav es. This approach has the potential to im-
rove result accuracy and offer a more comprehensive insight into
ite response analysis. 

 D I S C U S S I O N  

n this study, a series of simulations were conducted to investigate
ow well physics-based simulations replicate in situ test conditions.
e first validated the velocity model for the Argostoli region in
reece and then simulated both active and passive tests. To assess

he accuracy of our simulations, we compared spectral ratios at
ifferent depths with a bedrock station. Two types of ground mo-
ions were generated: one based on plane wave propagation (PW)
nd the other using a double-couple point source (PS). Our re-
ults matched well with those reported by Hollender et al . ( 2018 ),
articularly regarding spectral soil ratios and natural frequencies.
omparing the simulated and experimental data at various depths,
e found that the natural frequency and site response amplitude
ligned. Ho wever , we observed discrepancies at higher frequencies.
iscrepancies observed at higher frequencies are attributed to mesh

esolution and the lateral homogeneity of the velocity model that can
otentially limit the surface wave phenomena. In addition, previous
esearch has highlighted the influence of edge-diffracted surface
aves on the site response in the Argostoli basin, suggesting that

his phenomenon may contribute to observed differences with the
n situ test simulations. 

As part of the active test, we performed an active source simu-
ation and used the MASW method. To study the effect of the user
efined parameters in the inversion results, we compared dispersion
urves for different input parameters cases. We found an improve-
ent in results when input parameters adhered to specific criteria re-

ated to layer thicknesses and velocities based on geotechnical data.
oreov er, within the conte xt of our simulations, the adherence to

he maximum wavelength limit, consistent with O’Neill et al . ( 2003 )
riterion, proved to establish a more appropriate threshold for our
ispersion curves in comparison to the target curve.Our study high-
ights the importance of defining inversion parameters based on
vailable geophysical data to achieve better alignment with refer-
nce curves. We also analysed the seismic response of 1-D models
btained from inversion and calculated soil spectral ratios (SSR)
etween surface response and borehole data at a depth of 40 m.
e noted that disparities in SSR results across different inversion

ases were attributable to the limited resolution of the MASW test
t lower frequencies, compounded by the reliance solely on profiles
elected based on the misfit of dispersion curves. Consequently, for
pplications like seismic hazard assessment, where the response of
he site is heavily influenced by the characterization of shallower
oil layers, it is advisable to supplement inversion results with ad-
itional in situ tests to define parameters such as the natural period
f soil vibration. 

We used the Spatial Autocorrelation (SPAC) method in the case
f the passive test. The results demonstrated that the use of both
ctive and passive survey methods generated dispersion curves and
rofiles that closely match the reference dispersion curve within the
requency range of 3–8 Hz. This combined approach significantly
mproved depth resolution, particularly for sensor arrays with radius
f 20, 30 and 40 meters.Fur ther more, shear-wav e v elocity values at
epth showed a closer match to the theoretical profile when com-
ared to the results from active source tests solely. This improvement
n accuracy was consistent across all inversion cases, highlighting
he potential benefits of integrating data from both surv e y methods.
dditionally, the examination of seismic response from inverted
rofiles provided insights into the ef fecti veness of the SPAC method
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Figure 17. Still-frames of the velocity magnitude on surface for the ambient noise simulation. Corresponding instantaneous times are indicated in each subplot. 
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in improving resolution at deeper layers, thus contributing to bet- 
ter alignment with the site’s natural period. This demonstrates the 
impor tance of integ rating resolution-enhancing techniques into the 
inversion process for soil profiles, particularly when the natural pe- 
riod is not explicitly considered during the selection of 1-D profiles 
for subsequent analysis (e.g. seismic hazard characterization). 

Our work has provided valuable insights into the simulation of in 
situ tests and their potential to explore further aspects of variability 
reported in previous studies (Cornou et al . 2006 ; Tran & Hiltunen 
2011 ; Cox et al . 2014 ; Asten et al . 2014 ; Garofalo et al . 2016a ,
b ). Ho wever , it is important to acknowledge the inherent limita- 
tions. First, our results are subject to the resolution of the mesh 
and the quality of the input models, which can affect the accuracy 
of the outcomes.The heterogeneity we observed in our model is 
mainly due to basin geometry rather than soil properties. This sug- 
gests that in the future, it’s necessary to integrate spatial variability 
within the velocity model to address the inherent uncertainties in 
soil properties. This can be done using adv anced methodolo gies like 
FWI. Ho wever , conducting FWI is beyond the scope of our project. 
Our aim is to advance the utilization of physics-based simulations 
using tools like SEM3D and HPC as a virtual laboratory, which 
allows for testing various configurations in a controlled environ- 
ment. While sophisticated tools like FWI are available, our goal 
is to promote the use of simulations for understanding the sources 
of variability in inversion results through surface w ave anal ysis, 
a technique commonly used in engineering and geophysics prac- 
tice. In our future work, we plan to integrate randomization of 
the shear wave velocity ( V s ) to account for uncertainties in soil 
properties. 

Moreover, we focused on simulating vertical sources for MASW 

and successfully obtained fundamental modes of Rayleigh waves. 
Ho wever , the use of a vertical force as the active source and the 
anal ysis of onl y the vertical component of motion have limited 
our consideration of the effect of Love waves. To address this, 
we plan to explore alternative sources in future work and exam- 
ine the potential contribution of Love waves to the inversion re- 
sults. Additionall y, the homo geneity of the velocity model may 
have impacted the effect of higher modes of Rayleigh waves, as 
only the fundamental mode was observed. Future simulations will 
consider this factor to enhance the accuracy of our results, tak- 
ing into account the significant impact of the medium’s variabil- 
ity on ground motion, especially at higher frequencies. Finally, 
our study focused on a single array configuration and source lo- 
cation for the active and passive sources, which may limit the 
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Figure 18. (a) V s profiles obtained from inversion. The figure shows the 100 best profiles per inversion case based on the misfit calculated by DINVER. (b) 
Dispersion curves for the ten V s profiles with lowest misfit per inversion case. 

Figure 19. (a) The 25 soil profiles with the lowest misfit values among all cases e v aluated, (b) dispersion curves, which are valid only within their corresponding 
wavelength limits (matching color) and (c) histogram showing the number of profiles within the set of the 25 ‘best’ profiles. 
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eneralization of our findings. To further improve the applica-
ility of our research, future work will include soil heterogene-
ty, different array configurations and exploring alternative source
unctions and locations. Nonetheless, the obtained results provide
aluable insight and lay the foundation for future research in this

rea. 

o  

p  
 C O N C LU S I O N S  

he findings of this study demonstrate that physics-based simu-
ations can ef fecti vel y replicate in situ tests. These simulations,
erformed using SEM3D, offer a promising approach for a thor-
ugh e v aluation of v arious geophysical methods, considering both
assi ve and acti ve surveys across diverse scenarios. The virtual

art/ggae187_f18.eps
art/ggae187_f19.eps


1070 A. C. Ria ̃  no, F. Lopez-Caballero and F. Hollender 

Figure 20. Soil spectral ratios for the best 25 soil profiles and for a input motion at the borehole level extracted from the PW simulation. 

Figure 21. PGV, CAV and TD comparison between 1-D response of inverted and real material properties, and 3-D site response. 
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laboratory and in situ tests were successfully examined and val- 
idated for both standard cases and realistic applications in the 
Argostoli basin. This validation confirms the calibration of the 
material model and simulation parameters utilized for the study 
area. 
Our study began with the validation of the velocity model for 
the Argostoli region in Greece, followed by simulations incorpo- 
rating both active and passive tests. Regarding validation, com- 
parisons with spectral ratios (SSR) revealed fav ourab le agree- 
ment with prior studies, particularly regarding SSR amplitudes and 
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atural frequencies. Ho wever , disparities observed at higher fre-
uencies were attributed to limitations in mesh resolution and the
ateral homogeneity of the velocity model, potentially constraining
he simulation of surface wave phenomena. In the active source
imulation, using the MASWs method and analysing the seismic
esponse of the resulting soil profiles allowed observing the impact
f input inversion parameter sets determined by two criteria: (i)
vailable geotechnical data and (ii) a naive parametrization. Dif-
erences observed in soil spectral ratios highlighted the importance
f complementing inversion results with the soil fundamental pe-
iod, especially for subsequent analyses where the seismic response
f shallower soil layers is needed. In the passive source simula-
ion, combining the dispersion curve obtained from the active test
ith the SPAC technique significantly improved depth resolution,

howing the benefit of integrating data from both surv e y methods.
dditionall y, anal ysis of the seismic response of the inverted soil
rofiles demonstrated the SPAC method’s ef fecti veness in resolv-
ng deeper layers, contributing to better alignment with the site’s
atural period. Finally, an increase in mesh resolution and diversi-
ying input models holds promise for broadening the applicability
f our results. While the focus on simulating vertical sources for
ASW and the exploration of a single array configuration for both

ests, alongside a single location for active and passive sources,
rovide valuable insights, there remains potential for broadening
he scope of our findings. Future efforts will focus on these aspects
 y examining di verse array configurations and source locations,
long with incorporating the inherent variability of soil properties.
his systematic approach aims to expand the scope of our research
ndings. 
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ATA  AVA I L A B I L I T Y  

t this time, we will not be providing access to the data or code. Our
imulations involv e comple x 3-D physics-based modelling, which
equires specialized software and computing resources that may
ot be easily transferable. Ho wever , we want to emphasize our
ommitment to being transparent and conducting our research rig-
rously. To help others understand and reproduce our work, we
ave provided a detailed explanation of our methods in this pa-
er. We hope this information will enable researchers with similar
esources to replicate our study accurately. We are also open to
nswering any specific questions about how we conducted our re-
earch and what we found. We understand the importance of data
nd code sharing in advancing scientific knowledge and are acti vel y
 xploring av enues to make our research more accessible in the
uture. 
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