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The Whittle index policy is a heuristic that has shown remarkably good performance (with guaranteed asymptotic optimality) when

applied to the class of problems known as Restless Multi-Armed Bandit Problems (RMABPs). In this paper we present QWI and

QWINN, two reinforcement learning algorithms, respectively tabular and deep, to learn the Whittle index for the total discounted

criterion. The key feature is the use of two time-scales, a faster one to update the state-action𝑄-values, and a relatively slower one

to update the Whittle indices. In our main theoretical result we show that QWI, which is a tabular implementation, converges to

the real Whittle indices. We then present QWINN, an adaptation of QWI algorithm using neural networks to compute the𝑄-values

on the faster time-scale, which is able to extrapolate information from one state to another and scales naturally to large state-space

environments. For QWINN, we show that all local minima of the Bellman error are locally stable equilibria, which is the first result of

its kind for DQN-based schemes. Numerical computations show that QWI and QWINN converge faster than the standard𝑄-learning

algorithm, neural-network based approximate Q-learning and other state of the art algorithms.
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Additional Key Words and Phrases: Machine learning, Reinforcement Learning, Whittle Index, Markov Decision Problem, Multi-armed
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1 INTRODUCTION

Markov decision processes (MDPs) provide a mathematical framework to model sequential decision problems. Formally,

an MDP is a stochastic control process where the objective is to maximise a long-run payoff. At each time step, depending

on the state and action taken by the MDP, the decision maker receives a reward and reaches a new random state. Due

to their broad applicability, MDPs are found in many areas, including artificial intelligence, economics, communications

and operations research.

Solving anMDP typically involves dynamic programming, a method often computationally prohibitive for realistically

sized models. Consequently, significant attention has been devoted to classes of MDPs that are either analytically
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tractable or amenable to precise approximations. This paper focuses on one such class - Restless Multi-Armed Bandit

Problems (RMABPs), initially introduced in [26]. In an RMABP there are 𝑁 concurrent projects or bandit’s arms. The

decision maker knows the states of all arms and the reward in every state, and aims at maximizing the long-term reward.

At every decision epoch, the decision maker activates 𝑀 < 𝑁 arms, and the state of active and passive arms evolve

stochastically. We note that RMABPs are a generalization of multi-arm bandit problems (MABP), in which only one

arm can be activated at a time, and the state of passive arms does not evolve. It was shown by Gittins that the optimal

solution to a MABP is an index policy, nowadays known as Gittins’ index policy, see [7].

Over the years, RMABPs have gained significant traction, finding applications in diverse domains such as inventory

routing, machine maintenance, healthcare systems, and networking. Solving RMABPs precisely is typically infeasible,

except for simplified examples, and they are classified as PSPACE-hard problems [17]. In [26] Whittle developed a

heuristic by solving a relaxed version of the RMABP in which 𝑀 < 𝑁 arms are activated on average. The resulting

policy, known as Whittle index policy, relies on calculating Whittle index for each of the arms, and activating in every

decision epoch the𝑀 arms with the highest Whittle indices. It has been reported on numerous instances that Whittle

index policy provides strikingly good performance, and it has been shown to be asymptotically optimal as the number

of arms grows large [25]. As expected, Whittle index reduces to Gittins index when applied to an MABP.

In recent years there has been a surge in the interest in developing algorithms to learn theWhittle index in model-free

setting. The first paper aimed at learning index policies is to the best of our knowledge, [4], which considered an MABP

and developed an algorithm that learns Gittins’ indices. Regarding Whittle index, one of the first papers was [5], which

proposed an algorithm that did not converge to the correct values. More recently, the authors of [6] focused on the

resolution of the restless multi-armed bandit by iteratively obtaining a policy similar to the Whittle index policy, but

not necessarily a precise value of the Whittle index themselves. Furthermore, the algorithm in [6] is a tabular only

algorithm, making it unsuitable for large state spaces where the exploration of all states becomes impossible.

Further contributions to the field include the work by [11], which established a foundation for the indexability

concept in restless bandit problems and the associated optimality of Whittle indices for dynamic channel access.

[8] showcased the adaptability of the Whittle index for stochastic scheduling within a restless multi-armed bandit

framework. [22] offered insights into asymptotically optimal priority policies in settings involving both indexable

and non-indexable bandits, illustrating the robustness of Whittle index-based heuristics. Moreover, [14] provided an

examination of threshold-indexability and highlighted the practical utility of the Whittle index for single-project control

and as a heuristic policy.

In their exploration of the time-average criterion, Avrachenkov and Borkar [2] devised a tabular algorithm that

successfully converges to the Whittle index. The tabular setting with the time-average criterion was then extended to a

Neural Network (NN) setting in [16]. A finite-time analysis of the scheme of [2] with a neural network approximate has

been also recently performed in [27]. Killian et al. [9] explore the online learning landscape for multi-action RMABs,

presenting a Q-learning Lagrange policy algorithm tailored for restless multi-armed bandits with multiple discrete

actions. Another notable mention is the NeurWIN algorithm [13], a NN gradient-based reinforcement learning approach

for solving RMABPs. NeurWIN, focused on maximizing discounted long-term rewards, does not, however, guarantee

convergence to the true Whittle indices.

This paper introduces QWI and QWINN, two novel reinforcement learning algorithms, engineered to master the

Whittle index in the realm of discounted rewards. Both algorithms leverage a dual time-scale strategy: a rapid cycle for

updating state-action 𝑄-values and a slower one for refining Whittle indices. Our principal theoretical finding asserts

that QWI, with its tabular form, consistently aligns with the Whittle indices across various RMABPs. Additionally, we
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Tabular and Deep Learning for the Whittle Index 3

unveil QWINN, an evolution of QWI that integrates neural networks, drawing inspiration from DQN [12]. QWINN

excels in large state spaces due to its neural network-driven extrapolation capabilities. We establish, for the first time

to our knowledge, that QWINN ensures that local minima of the Bellman error function form stable equilibria in the

differential equation limit of the DQN model. Thus, when QWINN starts within the attraction domain of such equilibria,

convergence is highly probable. This interesting finding for DQN-based methods marks a significant advance in the

field. Our numerical comparisons, pitting QWI and QWINN against established algorithms like standard 𝑄-learning,

DQN, and NeurWIN, demonstrate superior performance in both convergence rate and discounted reward optimization,

with QWINN exhibiting remarkable proficiency in deriving accurate Whittle indices from limited data samples.

We compare numerically the performance of QWI and QWINN with several other algorithms, including the standard

𝑄-learning algorithm, a vanilla implementation of DQN and NeurWIN. Unlike [23] and [15], we dot not analyse the

regret of our algorithms. Instead, we will study the convergence to the theoretical values of the Whittle indices and

assess the performance of the algorithms over time as a function of the policy they have learned so far. Our results

show that both QWI and QWINN outperform the other algorithms both in terms of the rate of convergence as well as

the discounted reward. QWINN stands out in its ability to obtain good Whittle indices with far fewer samples than

QWI, and thanks to the extrapolation of the information performed by the neural networks, it is able to obtain good

predictions of the indices of these states even with few or no samples. On the other hand, QWI, given enough samples

in each state/action pair, is able to reliably converge to the correct values of the Whittle indices.

2 RESTLESS MARKOVIAN BANDITS

2.1 Problem formulation and relaxation

In our study of Restless Markovian Bandits, we examine a Restless Multi-Armed Bandit Problem (RMABP) comprising

𝑁 arms. Each arm 𝑖 , where 𝑖 = 1, . . . , 𝑁 , possesses a state space S𝑖 of cardinality |S𝑖 |. The combined state space for

all arms is denoted as S = S1 × · · · × S𝑁 with cardinality |S|. For each arm at time step 𝑛, 𝑠𝑖𝑛 represents the current

state and 𝑎𝑖𝑛 the chosen action. The reward garnered by arm 𝑖 at this step is given by 𝑟 𝑖 (𝑠𝑖𝑛, 𝑎𝑖𝑛). We adopt the total

discounted reward criterion with a discount factor 0 < 𝛾 < 1. Active arms transition between states with probability

𝑝 (𝑠𝑖
𝑛+1 |𝑠

𝑖
𝑛, 1), while passive arms use a different transition probability 𝑝 (𝑠𝑖

𝑛+1 |𝑠
𝑖
𝑛, 0).

At each time step 𝑛, the control policy 𝜋 observes the state of all the arms, and activates𝑀 arms (𝑎𝑖𝑛 = 1), whereas

the rest remain passive with 𝑎𝑖𝑛 = 0. The objective is to determine the optimal control policy 𝜋∗ that solves:

𝑉𝜋∗ (𝑠1, . . . , 𝑠𝑁 ) = max

𝜋
𝐸𝑠

[ ∞∑︁
𝑛=1

𝑁∑︁
𝑖=1

𝛾𝑛𝑟 𝑖
(
𝑠𝑖𝑛, 𝑎

𝑖
𝑛

)]
, (1)

subject to:

𝑁∑︁
𝑖=1

𝑎𝑖𝑛 = 𝑀, 𝑛 ≥ 0, (2)

where 𝑉𝜋∗ is known as the value function.

Whittle’s approach [26] relaxes the constraint to be satisfied on average, leading to an unconstrained problem

formulation: 𝐸𝑠
[∑∞

𝑛=0

∑𝑁
𝑖=1

𝛾𝑛𝑎𝑖𝑛
]
≤ 𝑀/(1 − 𝛾). The problem then has an equivalent unconstrained formulation:

max

𝜋
𝐸𝑠

[ ∞∑︁
𝑛=1

𝑁∑︁
𝑖=1

𝛾𝑛
(
𝑟

(
𝑠𝑖𝑛, 𝑎

𝑖
𝑛

)
+ 𝜆

(
1 − 𝑎𝑖𝑛

))]
(3)
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where 𝜆 is a Lagrange multiplier associated with the constraint. We note that as 𝜆 increases, we expect the passive

action to become attractive in more states, and as a consequence, the multiplier 𝜆 can be seen as a subsidy for passivity.

The key observation by Whittle is that problem (3) can be decomposed, and its solution is obtained by combining the

solution of 𝑁 independent problems. In other words, for each arm 𝑖 we need to solve the associated Bellman equation

given by:

𝑉 𝑖
𝜋 (𝑠) = max

𝑎∈{0,1}

[
𝑄𝑖 (𝑠, 𝑎)

]
(4)

where

𝑄𝑖
𝜋 (𝑠, 𝑎) = 𝑎

©«𝑟 𝑖 (𝑠, 1) + 𝛾
∑︁
𝑗

𝑝𝑖 ( 𝑗 |𝑠, 1)𝑉 𝑖
𝜋 ( 𝑗)

ª®¬ + (1 − 𝑎) ©«𝑟 𝑖 (𝑠, 0) + 𝜆 + 𝛾
∑︁
𝑗

𝑝𝑖 ( 𝑗 |𝑠, 0)𝑉 𝑖
𝜋 ( 𝑗)

ª®¬ (5)

The functions 𝑉 𝑖 (𝑠) and 𝑄𝑖 (𝑠, 𝑎) are known as the value function and the state-action function resp. for arm 𝑖 .

2.2 Whittle index

The optimal action in (4) will be to activate a given arm 𝑖 if 𝑟 𝑖 (𝑘, 1)+𝛾 ∑
𝑗 𝑝

𝑖 ( 𝑗 |𝑘, 1)𝑉 𝑖 ( 𝑗) > 𝑟 𝑖 (𝑘, 0)+𝜆+𝛾 ∑
𝑗 𝑝

𝑖 ( 𝑗 |𝑘, 0)𝑉 𝑖 ( 𝑗),
while otherwise the optimal action will be to keep it passive. For a given 𝜆, the optimal policy 𝜋∗ is then characterized

by S(𝜆), the set of states in which the optimal action is to activate.

The problem is deemed indexable if the subset of states where activation is optimal decreases monotonically with

increasing 𝜆. For a specific state 𝑘 , the Whittle index, 𝜆(𝑘), equates the expected rewards for active and passive actions:

𝑟 𝑖 (𝑘, 1) + 𝛾
∑︁
𝑗

𝑝𝑖 ( 𝑗 |𝑘, 1)𝑉 𝑖
𝜋∗ ( 𝑗) = 𝑟 𝑖 (𝑘, 0) + 𝜆(𝑘) + 𝛾

∑︁
𝑗

𝑝𝑖 ( 𝑗 |𝑘, 0)𝑉 𝑖
𝜋∗ ( 𝑗). (6)

It thus follows that the Whittle index characterizes the optimal solution to the relaxed problem (3), which will simply

activate all arms whose Whittle index is larger than 𝜆.

In his seminal paper, Whittle introduced the heuristic policy for the problem (1), known nowadays as Whittle

index policy, which is defined as the policy that at every time step 𝑛 activates the𝑀 arms with the𝑀 highest Whittle

indices. As explained in the introduction, this heuristic has shown to have a close to optimal performance, and to be

asymptotically optimal as the values of both 𝑁 and𝑀 tend to infinity, see [25] and [22].

3 LEARNING THEWHITTLE INDICES

In this section we present QWI and QWINN, the tabular and neural network-based algorithms to learn Whittle indices.

Throughout this section we drop the dependence on the arm from the notation.

3.1 Tabular QWI algorithm

In this subsection, we delve into the Tabular QWI algorithm, a method designed to learn Whittle indices in a structured,

iterative manner. The core idea is to iteratively adjust the Whittle index, refining our estimate of the state-action

function until convergence. The Whittle index 𝜆(𝑥) for a state 𝑥 can be implicitly derived from the equilibrium condition

in Equation (6):

𝜆(𝑥) : 𝑄 (𝑥, 1) −𝑄 (𝑥, 0) = 0. (7)

This is an implicit equation, as the state-action function 𝑄 (·, ·) depends on the value of the multiplier 𝜆(𝑥). The Whittle

index is thus defined by coupled equations (5) and (7).
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Tabular and Deep Learning for the Whittle Index 5

To find this equilibrium, we propose a method that alternates between estimating the state-action functions and

updating the Whittle index. This process is conducted online, ensuring convergence to the actual Whittle index. The

QWI algorithm employs stochastic approximation with multiple time scales (Chapter 6 in [3]) to achieve this.

For each arm 𝑖 , from the samples (𝑠𝑛, 𝑎𝑛, 𝑟𝑛, 𝑠𝑛+1):

𝑄𝑥
𝑛+1 (𝑠𝑛, 𝑎𝑛) = (1 − 𝛼 (𝑛))𝑄

𝑥
𝑛 (𝑠𝑛, 𝑎𝑛) + 𝛼 (𝑛)

(
(1 − 𝑎𝑛) (𝑟0 (𝑠𝑛) + 𝜆𝑛 (𝑥)) + 𝑎𝑛𝑟1 (𝑠𝑛) + 𝛾 max

𝑣∈{0,1}
𝑄𝑥
𝑛 (𝑠𝑛+1, 𝑣)

)
(8)

and

𝜆𝑛+1 (𝑥) = 𝜆𝑛 (𝑥) + 𝛽 (𝑛)
(
𝑄𝑥
𝑛 (𝑥, 1) −𝑄𝑥

𝑛 (𝑥, 0)
)
. (9)

Here, 𝑠𝑛 denotes the state visited at time step 𝑛, 𝑥 is a reference state for which we wish to learn Whittle’s index,

𝑟0 (𝑠𝑛) and 𝑟1 (𝑠𝑛) are the sampled rewards for actions passive and active, respectively, and 𝛼 (𝑛) and 𝛽 (𝑛) are learning
parameters. The superscripts in (8) stand for the parametric dependence of the Q-values on 𝑥, 𝜆, where 𝑥 is a fixed

reference state and 𝜆 = 𝜆(𝑥) is a slowly varying parameter updated by (9). As usual in the literature, the learning

parameters need to satisfy

∑
𝑛 𝛼 (𝑛) = ∞, ∑𝑛 𝛼 (𝑛)2 < ∞, ∑𝑛 𝛽 (𝑛) = ∞,∑𝑛 𝛽 (𝑛)2 < ∞. In addition, we require

𝛽 (𝑛) = 𝑜 (𝛼 (𝑛)) in order to implement the two distinct time scales, namely, the relatively faster time scale for the

updates of the state-action function, and the slow one for the Whittle indices. In our case, we use the following stepsizes

that meet the above-mentioned conditions:

𝛼 (𝑛) = 1

⌈𝑛/5000⌉ (10)

𝛽 (𝑛) = 1

1 + ⌈𝑛 log(𝑛)/5000⌉ 𝐼 {(𝑛) mod(50) = 0} (11)

The pseudo-code implementation of QWI is present in Alg. 1. For a given value of the discount parameter 𝛾 and

exploration parameter 𝜖 , we initialise the 𝑁 arms with a random state. At every decision epoch 𝑛, with probability

1 − 𝜖 , we choose the greedy action, i.e, we activate (𝑎𝑖𝑛 = 1) the𝑀 arms with largest 𝜆𝑛 (𝑥), while with probability 𝜖 we

choose𝑀 arms at random. Rewards 𝑟 𝑖𝑛 are collected, the new states 𝑠𝑖
𝑛+1 are observed, and the values of the state-action

function and the Whittle indices are updated by (8) and (9). For a given arm 𝑖 , updating the value functions of all states

𝑠 ∈ S𝑖 necessitates iterating over all states in the state space and utilizing all reference states 𝑥 . Thus, the computational

complexity, defined as the total number of computations required for these updates, scales as 𝑂 ( |S𝑖 |2 |A|), where
A = {0, 1}. We note that QWI learns simultaneously the Whittle indices of all the states of every arm on-line.
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6 Francisco Robledo, et al.

Algorithm 1 Tabular QWI Algorithm

Input: Discount parameter 𝛾 ∈ (0, 1), exploration parameter 𝜖 ∈ [0, 1],
Output:Whittle index matrix for all states in each arm 𝑖

Initialize 𝑠0 for all arms

for 𝑛 = 1 : 𝑛𝑒𝑛𝑑 do
Define action 𝑎𝑖𝑛 through 𝜖-greedy policy for each arm 𝑖

Get new states 𝑠𝑖
𝑛+1 and rewards 𝑟 𝑖𝑛 from states 𝑠𝑖𝑛 and actions 𝑎𝑖𝑛

Update learning rate 𝛼 (𝑛), 𝛽 (𝑛) as (10) and (11)

Update (𝑠𝑖𝑛, 𝑎𝑖𝑛) 𝑄-values as (8)
Update Whittle estimates for all states 𝑥 in each arm 𝑖 as (9)

end for

The next result shows that QWI converges to the Whittle index for any RMABP. The proof, adapted from [2], is

given in Appendix A.

Theorem 3.1. (Convergence of QWI) Given learning parameters 𝛼 (𝑛) and 𝛽 (𝑛) such that
∑
𝑛 𝛼 (𝑛) =

∑
𝑛 𝛽 (𝑛) = ∞,∑

𝑛 𝛼 (𝑛)2 < ∞, ∑𝑛 𝛽 (𝑛)2 < ∞ and 𝛽 (𝑛) = 𝑜 (𝑎(𝑛)) and that the problem satisfies the indexability condition, iterations (8)

and (9) converge respectively to the state-action function of Whittle index policy, denoted by 𝑄𝑊 (𝑠, 𝑎), and to the Whittle

indices 𝜆(𝑠), i.e., 𝜆𝑛 (𝑠) → 𝜆(𝑠) and 𝑄𝑛 (𝑠, 𝑎) → 𝑄𝑊 (𝑠, 𝑎) a.s. ∀𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴 as 𝑛 →∞.

3.2 QWINN algorithm

The QWINN algorithm extends the Whittle index heuristic of the QWI algorithm through the integration of neural

networks for approximating 𝑄-values. Distinct from the tabular approach in section 3.1, QWINN (algorithm 2) utilizes

a neural network with three hidden layers (100,200,100 neurons each) connected by ReLU activation functions. This

network inputs two state variables, the visited state 𝑠 and the reference state 𝑥 and outputs 𝑄-values for both possible

actions𝑄𝑥
𝜃
(𝑠) =

[
𝑄𝑥
𝜃
(𝑠, 0) 𝑄𝑥

𝜃
(𝑠, 1)

]
. Following QWI’s heuristic, QWINN updates its Q-value neural network estimator

as:

𝑄𝑥
𝑡𝑎𝑟𝑔𝑒𝑡 (𝑠𝑛, 𝑎𝑛) = (1 − 𝑎𝑛) (𝑟0 (𝑠𝑛) + 𝜆(𝑥)) + 𝑎𝑟1 (𝑠𝑛) + 𝛾 max

𝑣∈𝐴
𝑄𝑥
𝜃 ′ (𝑠𝑛+1, 𝑣). (12)

QWINN utilizes a tabular approach to update the Whittle indices, similar to QWI’s heuristic in Equation (9). The Whittle

indices are defined as:

𝜆𝑛+1 (𝑥) = 𝜆𝑛 (𝑥) + 𝛽 (𝑛)
(
𝑄𝑥
𝜃
(𝑥, 1) −𝑄𝑥

𝜃
(𝑥, 0)

)
. (13)

One of the main changes with respect to the tabular algorithm in section 3.1 is the use of Double Q-Learning [21]

[20], where we employ a second neural network for the computation of the max𝑣∈𝐴𝑄𝑥
𝜃 ′
(𝑠𝑛+1, 𝑣) term in Equation (12).

The reason for this decision is due to the maximization bias of Q-learning: overestimating the Q-values results in this

error increase over time, due to the target being 𝑟 + 𝛾 max𝑣 𝑄
𝑥 (𝑠, 𝑣). The use of a second neural network for the target

helps control this bias. This second neural network copies the parameter values of the main network 𝑄𝑥
𝜃
every 50

iterations.

In the following analysis, we investigate the local convergence properties of the DQN algorithm. We strengthen a

necessary condition for local minima in optimization theory to an assumption and apply stochastic approximation

theory to elucidate DQN’s behavior in a neighborhood of a local minimum under specific conditions.
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3.2.1 Preliminary Considerations. Consider the sequence ˜𝜃𝑚 = 𝜃𝑇𝑛 , defined for each 𝑇𝑛 ≤ 𝑚 < 𝑇𝑛+1, where 𝑇𝑛 ↑ ∞.
We specify that for some 𝑛, the parameter 𝜃∗𝑛 := 𝜃𝑇𝑛 lies in a bounded neighborhood around a local minimum 𝜃∗ of the

Bellman error function E(·, 𝜃∗), defined as:

E(𝜃, 𝜏) := E

[𝑄𝑥
𝜃
(𝑠, 𝑎) − (1 − 𝑎) (𝑟0 (𝑠) + 𝜆) − 𝑎𝑟1 (𝑠) − 𝛾 max

𝑣∈𝐴
𝑄𝑥
𝜏 (𝑠′, 𝑣)

2

]
.

Let ∇1E,∇2

1
E denote the gradient and the Hessian of E with respect to the first argument alone. Assuming that the

Hessian ∇2

1
E(𝜃∗, 𝜃∗) is positive definite, the inverse function theorem ensures a locally defined, bijective mapping

𝐹 (𝜏) = (∇1E(·, 𝜏))−1 (0), where 0 is the zero vector, in a neighborhood of 𝜃∗. Let us introduce an additional assumption.

Assumption 3.1. 𝐹 (𝜏) is locally a contraction around the equilibrium point (𝜃∗, 𝜃∗).

3.2.2 Local Convergence.

Theorem 3.2. For a 𝜃∗ as above, under Assumption 3.1 and the condition that the Hessian ∇2

1
E(𝜃∗, 𝜃∗) is positive

definite, the DQN algorithm exhibits local convergence to an open ball of radius 2𝜖
1−𝛼 centered at 𝜃∗, for𝑇𝑛+1−𝑇𝑛 sufficiently

large.

Proof. By Assumption 3.1, 𝐹 (𝜃∗) is locally a contraction with some factor 0 < 𝛼 < 1, and assuming that 𝜖 is within

the specified bounds, consider 𝐹𝑛 (𝜃∗𝑛) := (∇1E(·, 𝜃∗𝑛))−1 (0). For 𝑇𝑛+1 −𝑇𝑛 sufficiently large, ∥𝜃∗
𝑛+1 − 𝐹𝑛 (𝜃

∗
𝑛)∥ < 𝜖 . By

continuity, for 𝜃 in the 𝜖-neighbourhood of 𝜃∗, ∥𝐹𝑛 (𝜃 ) − 𝐹𝑛 (𝜃 )∥ < 𝜖′, for some 𝜖′ that we take to equal 𝜖 without loss

of generality. Then

∥𝜃∗𝑛+1 − 𝜃
∗∥ ≤ 𝜖 + ∥𝐹𝑛 (𝜃∗𝑛) − 𝐹 (𝜃∗)∥

≤ 𝜖 + ∥𝐹𝑛 (𝜃∗𝑛) − 𝐹 (𝜃∗𝑛)∥ + ∥𝐹 (𝜃∗𝑛) − 𝐹 (𝜃∗)∥

≤ 2𝜖 + 𝛼 ∥𝜃∗𝑛 − 𝜃∗∥.

Iterating, it follows that 𝜃∗𝑛 approaches the 𝛿-ball centred at 𝜃∗. This establishes the local convergence of the DQN

algorithm within a neighborhood 𝐵 of 𝜃∗ to a 𝛿-neighborhood thereof. □

3.2.3 Observations and Practical Implications. One of the key assumptions we have introduced in Theorem 3.2 is that

𝐹 (𝜏), defined as 𝐹 (𝜏) = (∇1E(·, 𝜏))−1 (0), is locally a contraction around the point 𝜃∗. This assumption is supported

by numerical analysis, which shows that in our examples, 𝐹 (𝜏) is indeed a contraction around 𝜃∗. However, finding

sufficient general conditions for this contraction to hold falls outside the scope of this paper.

We have performed numerical calculations to illustrate that this assumption holds in the problems considered in the

paper. In order to do so, we have proceed as follows. Linearizing ∇1E(𝜃, 𝜏) in the proximity (𝜃∗, 𝜃∗) we get

∇1E(𝜃, 𝜏) ≈ ∇1E(𝜃∗, 𝜃∗) + ∇2

1
E(𝜃∗, 𝜃∗) (𝜃 − 𝜃∗) + ∇2∇1E(𝜃∗, 𝜃∗) (𝜏 − 𝜃∗) + 𝑜 (𝜃 − 𝜃∗, 𝜏 − 𝜃∗).

Since, ∇1E(𝜃∗, 𝜃∗) = 0, we get

(𝜃 − 𝜃∗) ≈ −(∇2

1
E(𝜃∗, 𝜃∗))−1∇2∇1E(𝜃∗, 𝜃∗) (𝜏 − 𝜃∗).

To have a contraction (locally) around the equilibrium point, we need the spectrum of −(∇2

1
E(𝜃∗, 𝜃∗))−1∇2∇1E(𝜃∗, 𝜃∗)

to be inside the unit disc in the complex plane around the origin.

The foregoing assumes that E is differentiable in the second argument, i.e., the target. More generally, a version of

Danskin’s theorem ensures existence of directional derivatives and the foregoing can be modified accordingly.
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To calculate numerically the eigenvalues we have considered a random batch of training samples and compute

the loss function. We then compute numerically the gradient of the loss function with respect to the first argument

(∇1E(·, ·)) and then again, the gradient thereof with respect to the first argument (∇2

1
E(·, ·)) and the second argument

(∇2∇1E(·, ·)).
We have numerically verified that the condition on the spectrum for all the environments considered in the paper is

satisfied. In the following histogram, we represent the eigenvalues obtained using the homogeneous environments in

our paper, using a neural network with size ((2, 50), (50, 100), (100, 50), (50, 2)), that is, with 10402 parameters.

Furthermore, the practical application of this contraction depends on the intervals 𝑇𝑛+1 −𝑇𝑛 being sufficiently large.

The larger these intervals are, the smaller the choice of 𝛿 can be. This observation may not be consistent with settings

where 𝑇𝑛 = 𝑛𝑇 is used for some fixed 𝑇 > 0 with decreasing step sizes. Nevertheless, it remains valid when a constant

step size is employed, provided that 𝑇 is sufficiently large.

(a) Circular problem (b) Restart problem (c) Deadline Scheduling problem

Fig. 1. Histogram of eigenvalue moduli of −(∇2

1
E(𝜃∗, 𝜃 ∗ ) )−1∇2∇1E(𝜃∗, 𝜃 ∗ )

3.3 Other algorithms

We describe now the other algorithms from the literature that we will consider in the numerical simulations.

3.3.1 NeurWIN algorithm. The NeurWIN algorithm, introduced in [13], is a neural network-based algorithm designed

to directly compute the Whittle indices’ estimates 𝜆𝜃 (𝑠𝑛) of a problem using as an input to the neural network only the

state whose index is to be computed.

The NeurWIN algorithm considers that a policy of indices that achieves optimal rewards for RMABP is equivalent to

Whittle’s index policy. To obtain this policy, they define an activation function using a sigmoid function:

𝜎𝑚 (𝑓𝜃 (𝑠 [𝑡]) − 𝜆) =
1

1 + 𝑒−𝑚 (𝑓𝜃 (𝑠 [𝑡 ] )−𝜆)
, (14)

where𝑚 is a sensitivity parameter. This function selects action 𝑎 = 1 with probability 𝜎𝑚 (𝑓𝜃 (𝑠 [𝑡]) − 𝜆) and 𝑎 = 0 with

probability 1 − 𝜎𝑚 (𝑓𝜃 (𝑠 [𝑡]) − 𝜆). For each mini-batch of episodes, they randomly choose two states 𝑠0 and 𝑠1, with 𝑠0

serving as the fixed value 𝜆 = 𝑓𝜃 (𝑠0) and 𝑠1 as the initial state. Multiple episodes are generated within each mini-batch,

recording the actions and states visited based on the policy defined by Eq. (14). The gradients ℎ𝑒 are calculated as

follows:

Manuscript submitted to ACM



Tabular and Deep Learning for the Whittle Index 9

Algorithm 2 QWINN Algorithm

Input: Discount parameter 𝛾 ∈ (0, 1), exploration parameter 𝜖 ∈ [0, 1],
Output: Whittle index vector for all states

Initialize 𝑠0 for all arms

for 𝑛 = 1 : 𝑛𝑒𝑛𝑑 do
Define action 𝑎𝑖𝑛 through 𝜖-greedy policy for each arm 𝑖

Get new states 𝑠𝑖
𝑛+1 and rewards 𝑟 𝑖𝑛 from states 𝑠𝑖𝑛 and actions 𝑎𝑖𝑛

Save each arm’s data into separated memories

if number of samples in memory > threshold then
Update Whittle index learning rate 𝛽 (𝑛) as (11)
for arm 𝑖 ∈ 𝑁 do

for 𝑥 ∈ 𝑆 do
Predict 𝑄-values of sample batch (𝑠𝑖𝑛, 𝑎𝑖𝑛) using reference state 𝑥 for Whittle index with 𝑄𝑥

𝑥

Compute target 𝑄-value for sample (𝑠𝑖𝑛, 𝑎𝑖𝑛, 𝑟 𝑖𝑛, 𝑠𝑖𝑛+1, 𝑥) as (12), using secondary network 𝑄𝑥
𝜃 ′

end for
Compute the mean square error loss function between 𝑄𝜃 and 𝑄𝑡𝑎𝑟𝑔𝑒𝑡

Update the 𝜃 parameters of the 𝑄𝜃 regressor through backpropagation using an Adam optimizer

Update the Whittle index for all states 𝑥 as (13)

if 𝑛%50 = 0 then
Copy the 𝜃 parameters from the main 𝑄𝑥

𝜃
neural network into the secondary 𝑄𝑥

𝜃 ′
neural network

end if
end for

end if
end for

ℎ𝑒 ←

ℎ𝑒 + ∇𝜃 ln (𝜎𝑚 (𝑓𝜃 (𝑠 [𝑡]) − 𝜆)) if 𝑎[𝑡] = 1

ℎ𝑒 + ∇𝜃 ln (1 − 𝜎𝑚 (𝑓𝜃 (𝑠 [𝑡]) − 𝜆)) if 𝑎[𝑡] = 0

(15)

for each sample at time 𝑡 within the episode. After all episodes in the mini-batch are completed, the neural network

parameters are updated as follows:

𝜃 ← 𝜃 + 𝐿𝑏
∑︁
𝑒

(𝐺𝑒 −𝐺𝑏 )ℎ𝑒 , (16)

where 𝐺𝑒 represents the discounted net rewards, 𝐺𝑏 is the average of these rewards, and 𝐿𝑏 is the learning rate.

In order to compare the convergence speed of all these algorithms to the desired policy, we have decided to represent

each NeurWIN update as a unique transition, so that at each iteration all algorithms are updated simultaneously. It

is also important to highlight that, unlike in QWI and QWINN, the training and execution phases are separate in

NeurWIN, i.e., we first need to learn the indices of each arm separately.

3.3.2 𝑄-learning and DQN algorithms. We also consider the vanilla implementations of 𝑄-learning and DQN [19].

𝑄-learning is known to converge to the optimal policy, [24], but it suffers from the “curse of dimensionality”. DQN does

not have performance guarantees, but in practice performs better thanks to the interpolation of the state information.

As with QWINN, DQN training is performed through batches of samples stored in memory, where the input to the

neural network is the combination of arm states, while the outputs are the 𝑄-values for each possible combination of
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arm activations. In the following results, 𝑄-learning uses 𝛼 = 1

#𝑁 (𝑠,𝑎) as the learning step size, where #𝑁 (𝑠, 𝑎) is the
number of times that said state (𝑠, 𝑎) has been visited, while DQN has been trained using a fixed learning rate 𝑙𝑟 = 0.001.

4 NUMERICAL RESULTS

In this section we compare the performance of our algorithms QWI and QWINN with respect to 𝑄-learning, DQN and

NeurWIN. We consider three different RMABPs used in previous literature: the "restart problem" proposed in [2], the

"deadline scheduling problem" studied in [28] and the “circular environment problem” in [5]. An interesting feature of

these examples is that the Whittle index can be calculated in closed-form, which allows us to assess the accuracy of the

estimates of the Whittle indices obtained with the various algorithms.

We recall that Whittle index policy is a heuristic, i.e., it does not characterize the optimal solution to an RMABP, even

though it has often been reported that its sub-optimality gap is very small. For this reason, we consider as a baseline

the performance of the optimal policy 𝜋∗ wherever the latter can be computed. We recall that the optimal policy 𝜋∗

solves Bellman’s Optimality Equation, see for example [18],

𝑉𝜋∗ (𝑠) = max

𝑎∈{0,1}𝑁

(
𝑟 (𝑠, 𝑎) + 𝛾

∑︁
𝑠′

𝑝 (𝑠′ |𝑠, 𝑎)𝑉𝜋∗ (𝑠′)
)
,

s.t.

𝑁∑︁
𝑖=1

𝑎𝑖 (𝑡) =𝑚,∀𝑡,

(17)

where 𝑠 = (𝑠1, . . . , 𝑠𝑁 ) denotes the states of all the arms, 𝑟 (𝑠, 𝑎) = ∑𝑁
𝑖=1

𝑟 𝑖 (𝑠𝑖 , 𝑎𝑖 ), and 𝑝 (𝑠′ |𝑠, 𝑎) = ∏𝑁
𝑖=1

𝑝𝑖 (𝑠′
𝑖
|𝑠𝑖 , 𝑎𝑖 ). We

solve equation (17) by value Iteration.

We also use Bellman’s equation in order to assess the performance of each algorithm during its training for small

enough problems. Let 𝜋 denote the current policy of each one of the algorithms at a given time. Then, the value function

𝑉𝜋 (𝑠) characterizing its performance is the solution of Bellman’s equation

𝑉𝜋 (𝑠) =
∑︁
𝑎

𝜋 (𝑎 |𝑠)
(
𝑟 (𝑠, 𝑎) + 𝛾

∑︁
𝑠′

𝑝 (𝑠′ |𝑠, 𝑎)𝑉𝜋 (𝑠′)
)
, (18)

where 𝜋 (𝑎 |𝑠) is the probability of taking action 𝑎 ∈ {0, 1}𝑁 in state 𝑠 . We also solve Equation (18) using value Iteration.

In order to compare the performance of a policy 𝜋 with respect to the optimal policy 𝜋∗ we use the Bellman Relative

Error defined as

𝐵𝑅𝐸 (𝜋, 𝜋∗) = 1

|S|
∑︁
𝑠∈S

|𝑉𝜋 (𝑠) −𝑉𝜋∗ (𝑠) |
𝑉𝜋∗ (𝑠)

. (19)

This metric will be particularly useful in subsections 4.1, 4.2 and 4.4, where the reduced state space allows us to easily

compute it, and to study the convergence of QWI, QWINN, NeurWIN, Q-learning and DQN to the optimal policy.

Throughout this section, we will denote by 𝜋𝑃𝑛 , 𝑃 ∈ {QWI,QWINN,DQN,Q}, the Whittle index heuristic estimated by

algorithm 𝑃 at time 𝑛. We consider a discount factor 𝛾 = 0.9 and an exploration parameter 𝜖 = 1 (i.e., pure off-policy

mode).

4.1 Restart problem (homogeneous arms)

In this section we consider a “restart problem” with state space 𝑆 = {0, 1, 2, 3, 4}. From any state, the active action (𝑎 = 1)

brings the arm to the initial state with probability 1. i.e., 𝑝 (0|𝑠, 1) = 1, for all 𝑠 . The transitions probability matrix in the
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case of passive action is:

𝑃0 =

©«

1 − 𝑥 𝑥 0 0 0

1 − 𝑥 0 𝑥 0 0

1 − 𝑥 0 0 𝑥 0

1 − 𝑥 0 0 0 𝑥

1 − 𝑥 0 0 0 𝑥

ª®®®®®®®¬
.

The expected conditional reward is given by 𝑟 (𝑠, 0) = 𝑦𝑠+1 for passive actions, while 𝑟 (𝑠, 1) = 0 for active actions

(𝑎 = 1). We consider the following setting: 𝑁 = 5 arms; one arm𝑀 = 1 is activated every time epoch; and 𝑥 = 𝑦 = 0.9.

The Whittle index can be analytically calculated in this problem, yielding 𝜆(0) = −0.9, 𝜆(1) = −0.7371, 𝜆(2) = −0.5373,

𝜆(3) = −0.3188 and 𝜆(4) = −0.0939 while using a discount factor 𝛾 = 0.9. We note that the Whittle index is increasing

as the state increases, which is consistent with the reward structure. We note that from the description of the problem,

a good policy will tend to keep all arms around state 0, as the rewards are larger there.

Fig. 2. Performance graphs for the “homogeneous restart” problem. (left) Bellman Relative Error 𝐵𝑅𝐸 (𝜋𝑃
𝑛 ) , 𝑃 ∈

{QWI,QWINN,NeurWIN,DQN,Q-learning} during training for the “homogeneous restart” problem, 𝑁 = 5, 𝑀 = 1, |𝑆 | = 5; and
(right) Percentage of states in which an optimal action is not performed in the “restart” problem for homogeneous arms

In Figure 2 (left) we depict the Bellman Relative Error for all the algorithms, namely, we depict 𝐵𝑅𝐸 (𝜋𝑃𝑛 , 𝜋∗), 𝑃 ∈
{QWI,QWINN,NeurWIN,Q-learning,DQN}, for all the time steps 𝑛, while Figure 2 (right) represents the percentage

of states in which an optimal action is not taken. We observe that QWI, NeurWIN and QWINN learn the optimal policy,

QWINN being the fastest. We note that even though Whittle index policy need not be optimal, it might happen in

such a simple problem. On the other hand, 𝑄-learning does not learn the optimal policy, even though we know from

theory that as 𝑛 →∞, it is the only algorithm among the approaches considered here for which convergence to the

optimal policy is guaranteed [24]. The vanilla DQN implementation does better, but it requires longer to converge to

the optimal policy.

An important observation is that the performance of an index policy, in particular the values plotted in Figure 2 (left),

only depend on the relative ordering between the states, and not on the precise value of the Whittle index. We thus

explore the accuracy of the estimates of QWI/QWINN (see Figure 3a) and NeurWIN (see Figure 3b) during their training.

More specifically, in Figure 3a we plot the averaged (across the 5 arms) estimates of Whittle indices. In the case of
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(a) QWINN (solid lines) and QWI (dashdot lines) (b) NeurWIN

Fig. 3. Evolution of the Whittle index estimates for the restart problem

NeurWIN, there is a single agent cloned for the 5 arms, and therefore, in Figure 3b we depict the estimate of this single

agent.

In Figure 3a we note that the QWI’s estimates for the indices of states 0,1 and 2 converge, whereas the estimates

of states 3 and 4 need longer simulations due to the fact that these states are visited less frequently, while QWINN

converges rapidly to the theoretical values of all the indices. It is not surprising that the estimates for states 3 and

4 require longer as they are visited less frequently. We also observe that the estimates are stable, i.e, there are no

fluctuations. In Figure 3b we note that the ordering with NeurWIN is correct, but that the fluctuations do not vanish.

The latter might suggest that in the case of heterogeneous arms, NeurWIN might swap the ordering of the states, which

might yield a sub optimallity gap larger than with QWI and QWINN. In Section 4.2 we show that this is indeed the case.

4.2 Restart problem (heterogeneous arms)

In this section wewant to investigate the impact that errors in the estimation of theWhittle index has on the performance

of the arms. In order to do so, we consider a restart problem with 𝑁 = 3 arms, each one having a different set of

parameters, and as before we consider𝑀 = 1. As in the previous section, we assume that for every arm 𝑥 = 𝑦, and that

this value is taken uniformly at random from the set {0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. We simulate 20 such instances, and to

assess the sub-optimality gap we consider the Bellman Averaged Relative Error of algorithm 𝑃 defined as:

𝐵𝑅𝐸 (𝑃) = 1

20

20∑︁
𝑘=1

𝐵𝑅𝐸𝑘 (𝜋𝑃𝑘 , 𝜋
∗
𝑘
), (20)

where 𝐵𝑅𝐸𝑘 (𝜋𝑃𝑘 , 𝜋
∗
𝑘
) denotes the Bellman Relative Error for instance 𝑘 , 𝜋∗

𝑘
is the optimal policy for instance 𝑘 , and 𝜋𝑃

𝑘

is the Whittle Index policy for instance 𝑘 obtained with algorithm 𝑃 .

In Figure 4 (right) we plot the evolution of 𝐵𝑅𝐸 (𝑃) for each of the algorithms during the training. We note that the

state space is smaller than in the previous section, and as a consequence 𝑄-learning converges faster, and that DQN

essentially learns the optimal policy. Regarding QWI and QWINN, we observe that whereas the relative errors of QWI

and QWINN are negligible and indistinguishable from DQN, NeurWIN incurs a tangible error of around 3%. The latter
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is due to lack of accuracy in the estimation of Whittle index, which can induce a wrong ordering among the states. One

way to show convergence to the correct index policy is to plot, for all possible combinations of states, what percentage

of these do not perform the same action that Whittle index policy would render. In other words, during each instant of

training, and for each possible combination of states among the different arms of the problem, we evaluate what action

each algorithm’s policy would perform against the Whittle index policy corresponding to that problem. In Figure 4

(left) we plot the percentage of state combinations in which the theoretical Whittle index action is not taken. For the

restart problem with heterogeneous arms, using 𝑁 = 3, the total number of state combinations is 5
3
. As we can see,

while QWINN reaches the theoretical Whittle index policy for most of the states in the first iterations, the error of

QWI is around 10% whereas that of NeurWIN is around 20%. The former is due to the difficulty of visiting the higher

states of the problem while the latter is due to inaccurate index predictions, leading to sub-optimal policies especially in

heterogeneous cases.

Fig. 4. Performance graphs for the QWI, QWINN, NeurWIN, DQN and Q-learning algorithms: assignment of optimal policies in the
heterogeneous “restart” problem (left) and discounted rewards for the homogeneous “deadline scheduling” problem (right).

4.3 Deadline scheduling problem

In this section we consider the deadline scheduling problem studied in [13], and for which the source code is publicly

available. This problem, proposed in [28], has states formed by two different variables: The service time 𝐵 ∈ [0, 9] and
the deadline 𝑇 ∈ [0, 12], leading to a total of |𝑆 | = 130 states (although several of these states are not accessible by the

Markov chain). Therefore, the variable 𝐵 represents the amount of workload pending to complete a certain job while

the variable 𝑇 represents the remaining time available to perform it. When there is no job at the 𝑖th position, the state

is (0, 0), while otherwise it is (𝑇 𝑖
𝑛, 𝐵

𝑖
𝑛). In each iteration, the state transition 𝑠𝑖𝑛 = (𝑇 𝑖

𝑛, 𝐵
𝑖
𝑛) depends on the action 𝑎𝑖𝑛

performed:

𝑠𝑖𝑛+1 =


(𝑇 𝑖
𝑛 − 1, (𝐵𝑖𝑛 − 𝑎𝑖𝑛)+) if 𝑇 𝑖

𝑛 > 1,

(𝑇, 𝐵) with prob. 𝑄 (𝑇, 𝐵) if 𝑇 𝑖
𝑛 ≤ 1,

where 𝑏+ = max(𝑏, 0). When 𝑇 = 1, the deadline for completing the job ends, and the new state (including the empty

state (0, 0)) is chosen uniformly at random. The value of 𝐵, the workload to be completed, is only reduced if the action
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is active. If the scheduler reaches the state (𝑇 = 1, 𝐵 > 0), the job could not be finished on time, and an extra penalty

𝐹 (𝐵𝑖𝑛 − 𝑎𝑖𝑛) = 0.2(𝐵𝑖𝑛 − 𝑎𝑖𝑛)2 is incurred. In addition, activating the arms involves a fixed cost 𝑐 = 0.8, resulting in the

following rewards:

𝑟 𝑖𝑛 (𝑠𝑖𝑛, 𝑎𝑖𝑛, 𝑐) =


(1 − 𝑐)𝑎𝑖𝑛 if 𝐵𝑖𝑛 > 0,𝑇 𝑖

𝑛 > 1,

(1 − 𝑐)𝑎𝑖𝑛 − 𝐹 (𝐵𝑖𝑛 − 𝑎𝑖𝑛) if 𝐵𝑖𝑛 > 0,𝑇 𝑖
𝑛 = 1,

0 otherwise

In [28] the authors provide an expression for Whittle index, given by:

𝜆(𝑇, 𝐵, 𝑐) =


0 if 𝐵 = 0,

1 − 𝑐 if 1 ≤ 𝐵 ≤ 𝑇 − 1,

𝛾𝑇−1𝐹 (𝐵 −𝑇 + 1) − 𝛾𝑇−1𝐹 (𝐵 −𝑇 ) + 1 − 𝑐 if 𝑇 ≤ 𝐵

In the following results we will consider the homogeneous case using 𝑁 = 5 and𝑀 = 2, with a processing cost 𝑐 = 0.8

for all arms and a discount factor 𝛾 = 0.9.

(a) Percentage of states with suboptimal actions (b) Average value function 𝑁 = 5, 𝑀 = 2, |𝑆 | = 130

Fig. 5. Performance graphs for “deadline scheduling problem” using 𝑁 = 5, 𝑀 = 2, |𝑆 | = 130.

In Figure 5a we plot the percentage of state combinations in which the action of an algorithm would diverge from

that prescribed by Whittle index policy. In other words, this happens when the algorithm fails to identify the best

arm. We observe that the QWINN is the algorithm with the smallest number of misorderings, and that both QWI and

NeurWIN fail to identify the best arm in around 30% of the states. By inspection, we have observed that QWI’s estimates

are poor for states with deadline 𝑇 > 9, which are rarely visited. This is a clear example of the limitations of a tabular

algorithm when solving a problem with a large state space: by not having enough samples of these states, the tabular

QWI algorithm is not able to obtain good predictions of the Whittle indices. On the other hand, we have not identified

a particular set of states in which NeurWIN and QWINN fail.

However, it is important to highlight that these misorderings do not necessarily imply a significant loss of performance.

In Figure 5b, we present the average value function for the QWI, QWINN, and NeurWIN algorithms during training,

comparing them to the performance of the Whittle index Oracle policy for 𝑁 = 5 and 𝑀 = 2. As observed, while

QWI takes longer to reach performance comparable to QWINN and NeurWIN, the latter two achieve close to identical
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performance to the Whittle index Oracle policy within the first few hundred iterations, indicating that the suboptimal

states of NeurWIN do not significantly affect the evaluation of its policy. The performance of DQN and Q-learning has

not been included in this analysis as neither is able to learn an efficient policy due to the size of the coupled state space.

In Figure 6 we extend our analysis to a larger number of arms, 𝑁 = 100 while using 𝑇 ∈ [0, 17] and 𝐵 ∈ [0, 15],
resulting in a total of |𝑆 | = 255 states, with different activation levels𝑀 = {20, 50}. Due to the increased state space, we

limit our analysis to only QWINN and NeurWIN algorithms. In both Figure 6a for𝑀 = 20 and Figure 6b for𝑀 = 50,

QWINN has a higher average performance with respect to NeurWIN, especially in the case of𝑀 = 20, where QWINN’s

results are more stable. The difference between the two algorithms is smaller for the 𝑀 = 50 case as the agent is

saturated by having to choose more arms, reducing the difference between the policies of the two algorithms.

(a) Reward evaluation, 𝑁 = 100, 𝑀 = 20, |𝑆 | = 255 (b) Reward evaluation, 𝑁 = 100, 𝑀 = 50, |𝑆 | = 255

Fig. 6. Performance graphs for “deadline scheduling” problem with |𝑆 | = 255 states and 𝑁 = 100 arms using𝑀 = {20, 50} active
arms

Lastly, let us examine the scenario of heterogeneous arms, where each arm has a state space of size |𝑆 | = 130 and

𝑁 = 100. To differentiate the arms, we assign different activation cost values 𝑐 = {0.1, 0.3, 0.6, 0.8} for every 25 arms.

Figure 7 illustrates the convergence of the algorithms. QWI falls short of reaching an optimal policy, while both QWINN

and NeurWIN converge to Whittle’s index Oracle policy. However, NeurWIN experiences performance perturbations

caused by inaccurate index predictions, which become more pronounced with an increasing number of heterogeneous

arms. In contrast, QWINN converges smoothly to the optimal policy without such performance fluctuations. It is worthy

to note that while NeurWIN learns and then commits, QWINN operates in pure on-line mode.

4.4 Circular problem

Finally, we consider here the “circular” problem, with a state space 𝑆 = {0, 1, 2, 3} [5]. In this problem, with an active

action the process remains in its current state with probability 0.6, or increments positively with probability 0.4.

Similarly, with a passive action the process remains in its current state with probability 0.6, or decrements negatively

with probability 0.4. It is called circular, as an increment (decrement) from state 3 (0) brings the process to state 0

(3). The reward function does not depend on the action performed, but only on the state, being 𝑅(0) = −1, 𝑅(1) =
𝑅(2) = 0, 𝑅(3) = 1. Using a discount parameter of 𝛾 = 0.9, the theoretical values of Whittle index for each state are

𝜆(0) = −0.4390, 𝜆(1) = 0.4390, 𝜆(2) = 0.8652, 𝜆(3) = −0.8652, and we note that the best state is 1, and the second best 2.
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Fig. 7. Reward evaluation of the NeurWIN and QWINN algorithms for a heterogeneous deadline scheduling problem with a state
space of size |𝑆 | = 130, 𝑁 = 100 arms, and𝑀 = 25. Each of the four groups of 25 arms has a distinct cost (0.1, 0.3, 0.6, 0.8)

(a) QWINN (solid lines) and QWI (dashdot lines) (b) NeurWIN

Fig. 8. Evolution of the Whittle index estimates for the circular problem

In Figure 8, we plot the Whittle index estimates for the QWI, QWINN and NeurWIN algorithms for this problem. We

note that QWI and QWINN order correctly all states. but that with NeurWIN the estimate of the index of state 2 is

consistently larger than that of state 1. We also note that QWINN’s estimates converge the fastest. In Figure 9a we

plot the percentage of states in which the optimal action for the problem is not realized employing 𝑁 = 3 and𝑀 = 1

with 𝛾 = 0.9 in the QWI, QWINN, NeurWIN and classical DQN and Q-learning algorithms. Of all these algorithms,

only QWINN and later QWI, are able to obtain an optimal action for all possible combinations of problem states. The

rest of the algorithms remain with an error rate of 30%, due in part to the difficulty of obtaining sufficient samples for

all possible states in Q-learning, a poor regression in the case of DQN or a poor assignment of the indices in the case

of NeurWIN, as can be seen in the Figure 8b. The effect of these policies can be seen in Figure 9b, where we plot the

Bellman Relative Error 𝐵𝑅𝐸 (𝑃) for QWI, QWINN, NeurWIN, DQN and Q-learning. As can be seen, none of the index

heuristic algorithms achieves an optimal policy, since for this problem with this number of arms the optimal policy does

not coincide with Whittle’s index policy. Nevertheless, QWI and QWINN are able to achieve very good performance

with respect to the optimal policy, especially QWINN which achieves this policy in the first few hundred iterations.
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(a) Percentage of states in which an optimal action is not per-
formed in the “circular” problem with homogeneous arms

(b) Bellman Relative Error 𝐵𝑅𝐸 (𝜋𝑃
𝑛 ) ,

𝑃 ∈ {QWI, QWINN, NeurWIN, DQN, Q-Learning}

Fig. 9. Performance graphs for “circular problem” with 𝑁 = 3, 𝑀 = 1, |𝑆 | = 4.

On the other hand, due to NeurWIN’s misordering of the indices, it shows a larger sub-optimality gap throughout the

training. Q-learning and especially DQN perform very well, despite their poor state assignments, because the regret of

these assignments is relatively small.

Figure 10 showcases the discounted value function achieved by the QWI, QWINN, and NeurWIN algorithms for

different scenarios. In Figure 10a, we focus on the circular dynamics problem with a state space of |S|=4, N=100, and

M=20. Figures 10b and 10c explore cases where we expand the state space to |S|=50, with only the first and last states

having non-zero rewards (-1 and +1, respectively), along with N=100, M=50 (Figure 10b) and N=100, M=70 (Figure 10c).

In all these cases, NeurWIN struggles to generate an effective policy due to the incorrect ordering of its indices.

Notably, in Figure 10a, where the state space is small, QWI achieves a Whittle index Oracle policy before QWINN.

However, for the larger and sparser state spaces in Figures 10b and 10c, QWINN outperforms QWI by a significant

margin.

5 CONCLUSIONS

In this paper we have developed two algorithms, QWI and QWINN, capable of learning the Whittle index for the

total discounted criterion. We have presented analytical results about the asymptotic behavior of QWI as well as

DQN and QWINN, the latter being the first of its kind. For QWINN, our analysis rigorously establishes the local

convergence of the DQN algorithm under specific conditions. By strengthening assumptions on the Hessian’s positive

definiteness and applying stochastic approximation theory, we demonstrate that the DQN algorithm reliably converges

to a neighborhood of a local minimum, particularly when iterates start close to this minimum and the algorithm

incorporates a reset mechanism. Through numerical simulations, we have compared the performance of QWI, QWINN

with respect to other relevant algorithms, namely Q-larning, DQN and NeurWIN. Our results show that QWI, QWINN,

NeurWIN are all more efficient than 𝑄-learning in obtaining policies with near-optimal performance. QWI estimates

very accurately the Whittle index in problems of small to moderate size. QWINN is able to accurately learn Whittle

indices for problems with larger state spaces, and it is typically the fastest algorithm to converge. NeurWIN’s estimates
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(a) 𝑁 = 100, 𝑀 = 20, |𝑆 | = 4 (b) 𝑁 = 100, 𝑀 = 50, |𝑆 | = 50

(c) 𝑁 = 100, 𝑀 = 70, |𝑆 | = 50

Fig. 10. Evaluation of the rewards obtained from the index policy for the circular dynamics problem for the QWI, QWINN and
NeurWIN algorithms.

are not always accurate, but the latter does not necessarily imply a loss in performance. On the other hand, a simple

problem like the circular problem shows that a wrong ordering can lead to a substantial performance degradation.

An interesting and challenging direction for future research is the case of restless bandits with partial observations.

The neural network based approach will be particularly useful there in order to mitigate the complexity of the belief

state. Regret analysis in this framework is another research direction that needs to be addressed.
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A PROOF OF THEOREM 3.1

The following assumptions are required:

(C1) Step sizes {𝛼 (𝑛)} satisfy, for 𝑥 ∈ (0, 1),

sup

𝑛

𝛼 (⌊𝑥𝑛⌋)
𝛼 (𝑛) < ∞,

sup

𝑦∈[𝑥,1]

������
∑⌊𝑦𝑛⌋
𝑚=0

𝛼 (𝑚)∑𝑛
𝑚=0

𝛼 (𝑚) − 1

������→ 0

(C2) The problem is Whittle indexable, that is, given the subset of states Π(𝜆) where the optimal action is the

passive action due to the extra reward 𝜆 of this action, the number of states within this subset Π(𝜆) must grow

monotonically as 𝜆 increases.

We will follow the general scheme proposed in [10] and [3]. Consider a generalised version of equations (8) and (9)

such that:

𝑥𝑛+1 = 𝑥𝑛 + 𝑎(𝑛)
[
ℎ(𝑥𝑛, 𝑦𝑛) +𝑀 (1)𝑛+1

]
(21)

𝑦𝑛+1 = 𝑦𝑛 + 𝑏 (𝑛)
[
𝑔(𝑥𝑛, 𝑦𝑛) +𝑀 (2)𝑛+1

]
(22)

where (21) represents Equation (8), the fast time-scale where we compute the 𝑄-values, and (22) represents Equation

(9), the slower time-scale in which the Whittle indices are updated. In these equations, the functions ℎ and 𝑔 are

continuous Lipschitz functions, the 𝑀𝑛 are martingale difference sequences representing noise terms, and 𝑎(𝑛) and
𝑏 (𝑛) are step-size terms satisfying

𝑏 (𝑛)
𝑎 (𝑛) → 0 as 𝑛 → ∞, in addition to the usual conditions

∑
𝑛 𝑎(𝑛) =

∑
𝑛 𝑏 (𝑛) = ∞

and

∑
𝑛 𝑎(𝑛)2,

∑
𝑛 𝑏 (𝑛)2 < ∞.

First, let us define 𝐹𝜆𝑠𝑢 (Ψ( 𝑗, 𝑏)) and𝑀𝑛+1 (𝑠,𝑢) such that:

𝐹𝜆𝑠𝑢 (Ψ( 𝑗, 𝑏)) = (1 − 𝑢) (𝑅0 (𝑠) + 𝜆) + 𝑢𝑅1 (𝑠) + 𝛾
∑︁
𝑗

𝑝 ( 𝑗 |𝑖, 𝑢) max

𝑣∈{0,1}
Ψ( 𝑗, 𝑣) (23)

𝑀𝑛+1 (𝑠,𝑢) = (1 − 𝑢) (𝑅0 (𝑠) + 𝜆𝑛 (𝑥)) + 𝑢𝑅1 (𝑠) + max

𝑣∈{0,1}
𝑄𝑛 (𝑥𝑛+1, 𝑣) − 𝐹𝜆𝑛 (𝑥 )𝑠𝑢 (𝑄𝑛) (24)

We can now rewrite the Equation (8) as:

𝑄𝑥
𝑛+1 (𝑠,𝑢) = 𝑄𝑥

𝑛 (𝑠,𝑢) + 𝛼 (𝑛)
[
𝐹
𝜆𝑛 (𝑥 )
𝑠𝑢 (𝑄𝑛) −𝑄𝑛 +𝑀𝑛+1 (𝑠,𝑢)

]
(25)

Comparing equations (8) and (25) we make the correspondence 𝑎(𝑛) = 𝛼 (𝑛), ℎ(𝑥𝑛, 𝑦𝑛) = 𝐹
𝜆𝑛 (𝑥 )
𝑠𝑢 (𝑄𝑛) −𝑄𝑛 , where

𝑥𝑛 = 𝑄𝑛 and𝑦𝑛 = 𝜆𝑛 are the𝑄-value andWhittle index estimate respectively and𝑀𝑛+1 (𝑠,𝑢) is the martingale difference

sequence𝑀
(1)
𝑛+1. On the other hand, equations (9) and (22) correspond to 𝑏 (𝑛) = 𝛽 (𝑛), 𝑔(𝑥𝑛, 𝑦𝑛) = 𝑄𝑥

𝑛 (𝑥, 1) −𝑄𝑥
𝑛 (𝑥, 0)

and a martingale difference sequence𝑀
(2)
𝑛+1 = 0.

As in [3], we will consider three necessary conditions for equations (21) and (22) to be stable and converge to their

optimal values 𝑥𝑛 → 𝑥∗ and 𝑦𝑛 → 𝑦∗.

A1 ℎ and 𝑔 must be Lipschitz continuous.

A2 {𝑀 (1)𝑛 } and {𝑀
(2)
𝑛 } are martingale difference sequences.

A3 {𝑎(𝑛)} and {𝑏 (𝑛)} satisfy:
• 𝑎(𝑛) > 0, 𝑏 (𝑛) > 0
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• ∑
𝑛 𝑎(𝑛) =

∑
𝑛 𝑏 (𝑛) = ∞,

∑
𝑛 (𝑎(𝑛)2 + 𝑏 (𝑛)2 < ∞

• 𝑏 (𝑛)
𝑎 (𝑛) →∞

The full proof of A1 can be easily verified on page 687 of [1]. In our notation,𝑀𝑛+1 (𝑠,𝑢) corresponds to𝑀 (1)𝑛+1 and

𝑀
(2)
𝑛+1 = 0, thus satisfying condition A2. Finally, A3 is also verified given that 𝛽 (𝑛) = 𝑜 (𝛼 (𝑛)).
Let us assume that the equations (8) and (9) are bounded. We will prove this condition later. First we will rewrite the

equation for the calculation of the indices (9) as:

𝜆𝑛+1 (𝑥) = 𝜆𝑛 (𝑥) + 𝛼 (𝑛)
(
𝛽 (𝑛)
𝛼 (𝑛)

)
(𝑄𝑥

𝑛 (𝑥, 1) −𝑄𝑥
𝑛 (𝑥, 0)) (26)

Let 𝜏 (𝑛) = ∑𝑛
𝑚=0

𝛼 (𝑚),𝑚 ≥ 0. We define 𝑄 (𝑡), ¯𝜆(𝑡) as the interpolation of the trajectories of 𝑄𝑥
𝑛 and 𝜆𝑛 (𝑥) on each

interval [𝜏 (𝑛), 𝜏 (𝑛 + 1)], 𝑛 ≥ 0 as:

𝑄 (𝑡) = 𝑄 (𝑛) +
(

𝑡 − 𝜏 (𝑛)
𝜏 (𝑛 + 1) − 𝜏 (𝑛)

)
(𝑄 (𝑛 + 1) −𝑄 (𝑛)) (27)

¯𝜆(𝑡) = 𝜆(𝑛) +
(

𝑡 − 𝜏 (𝑛)
𝜏 (𝑛 + 1) − 𝜏 (𝑛)

)
(𝜆(𝑛 + 1) + 𝜆(𝑛)) (28)

𝑡 ∈ [𝜏 (𝑛), 𝜏 (𝑛 + 1)]

which track the asymptotic behavior of the coupled o.d.e.s

¤𝑄 (𝑡) = ℎ(𝑄 (𝑡), 𝜆(𝑡)), ¤𝜆 = 0

where the latter is a consequence of
𝛽 (𝑛)
𝛼 (𝑛) → 0 in (26). From the reference frame of 𝑄 (𝑡), 𝜆(·) is a constant of value 𝜆′.

Because of this, the first o.d.e. becomes ¤𝑄 = ℎ(𝑄 (𝑡), 𝜆′), which is well posed and bounded, and has an asymptotically

stable equilibrium at 𝑄∗
𝜆
(Theorem 3.4, p. 689 in [1]). This implies that 𝑄𝑥

𝑛 −𝑄∗𝜆𝑛 → 0 as 𝑛 →∞.
On the other hand, for 𝜆(𝑡), let us consider a second trajectory on another time scale, such that:

˜𝜆(𝑡) = 𝜆(𝑛) +
(

𝑡 − 𝜏 ′ (𝑛)
𝜏 ′ (𝑛 + 1) − 𝜏 ′ (𝑛)

)
(𝑔(𝑛 + 1) − 𝑔(𝑛))

𝑡 ∈
[
𝜏 ′ (𝑛), 𝜏 ′ (𝑛 + 1)

]
, 𝜏 ′ (𝑛) =

𝑛∑︁
𝑚=0

𝛽 (𝑚), 𝑛 ≥ 0

(29)

which tracks the o.d.e.:

¤Λ(𝑡) = 𝑄∗Λ(𝑡 ) (𝑥, 1) −𝑄
∗
Λ(𝑡 ) (𝑥, 0)

If Λ(𝑡) > 𝜆(𝑥) (excess subsidy), the passive mode is preferred, i.e., 𝑄∗
Λ(𝑡 ) (𝑥, 0) > 𝑄∗

Λ(𝑡 ) (𝑥, 1), making the r.h.s of the

previous equation < 0 and Λ(𝑡) decreases. Likewise, if the opposite strict inequality holds, the r.h.s. is > 0 and 𝜆(𝑡)
increases. Thus, the trajectory of Λ(·) remains bounded. As in the previous case, being a well-defined bounded scalar

o.d.e., it converges to an asymptotically stable equilibrium where Λ satisfies 𝑄∗Λ (𝑥, 1) = 𝑄∗Λ (𝑥, 0). This point is where
both policies are equally desirable, i.e. Λ is the Whittle index.
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