
HAL Id: hal-04596342
https://hal.science/hal-04596342v1

Submitted on 14 Nov 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

Optimized Stokes imaging for highly resolved optical
speckle fields, Part I: optimized experimental setup

Jonathan Staes, Julien Fade

To cite this version:
Jonathan Staes, Julien Fade. Optimized Stokes imaging for highly resolved optical speckle fields, Part
I: optimized experimental setup. Journal of the Optical Society of America. A Optics, Image Science,
and Vision, 2024, 41 (5), pp.789. �10.1364/josaa.516693�. �hal-04596342�

https://hal.science/hal-04596342v1
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


Accepted manuscript

Optimized Stokes imaging for highly resolved1

optical speckle fields, part I: Optimized2

experimental setup3

JONATHAN STAES,1 AND JULIEN FADE1,2,*
4

1Univ Rennes, CNRS, Institut FOTON - UMR 6082, F-35000 Rennes, France5
2Aix-Marseille Univ, CNRS, Centrale Med, Institut Fresnel, Marseille, France6
*julien.fade@fresnel.fr7

Abstract: In this first article of a three-paper series focusing on Stokes polarimetry of optical8

speckle fields resolved at the individual speckle grain scale, a review of the state of the art9

techniques for such experimental investigations is first provided. An optimized experimental10

setup is then extensively described which allows polarimetric Stokes measurements on such11

complex interference patterns to be carried out at each location of the speckle field without12

disturbing the wavefront. Specific calibration procedures are also described in order to provide13

the estimation of trustful polarimetric properties of light across a resolved speckle field.14

1. Introduction15

The phenomenon of speckle, very well-known in coherent optics, can be observed at the surface16

of a material when a coherent light source, such as laser light, illuminates a rough surface or17

propagates through a complex and/or random medium. The speckle pattern, an example of which18

is shown in Fig. 1, is made of more or less bright zones, termed speckle grains, which result19

from the constructive and destructive interferences of light components being scattered by the20

random medium. More precisely, a “grain” corresponds to an area of spatial coherence across21

the optical light field observed. Such phenomenon attracted an intense research in statistical22

optics to model and predict the characteristics of such complex interference patterns (size, shape,23

dynamic, polarization/coherence properties,...), resorting to stochastic (random) modeling of24

the light-matter interaction. Although commonly seen as a source of noise limiting the image25

quality [1–4] in the context of coherent imaging, the sensitivity of the speckle pattern, as an26

interferometric phenomenon, has enabled uncountable applications of speckle-based metrology27

or imaging modalities, especially in the biomedical domain with laser speckle contrast imaging28

for instance [5, 6].29

Fig. 1. Example of speckle pattern obtained by illuminating a scattering material
(Spectralon) with a laser and imaging the backscattered field on a camera.

Besides theoretical characterization and practical applications of the speckle phenomenon,30

the polarization properties of speckle patterns has also been a domain of interest for research,31
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either theoretically [7–9], or for more applied purposes [10–12]. In particular, in the context of32

active coherent polarimetric imaging, the phenomenon of depolarization of a polarized light field33

by a rough surface has led to a fertile scientific literature [13–15]. Indeed, the depolarization34

process not only depends on the optical and structural properties of the imaged object, but also35

depends on the experimental conditions (illumination, detection...) in which it is observed. If the36

depolarization properties were well known and understood at a macroscopic scale, i.e., when the37

speckle grains are properly “averaged” over the surface of the detector or the pixel, the situation38

was observed to be different when the size of the speckle grains become equal or greater than39

a pixel of the detector, i.e., when the speckle pattern is “resolved” by the camera. Due to the40

high sensitivity to all experimental conditions of speckle interference patterns, such observations41

were issued from statistical analyses of experimental data, without a clear understanding of42

the deterministic spatial distribution of the polarization state across the speckle field. This43

motivated the development of specific imaging setups and measurement protocols able to perform44

full-Stokes imaging analysis of the polarization properties of a highly resolved speckle pattern,45

at a highly “sub-speckle grain” scale, i.e., with speckle grains covering hundreds or thousands46

of pixels [16–18]. This article series focuses on this specific domain, and provides an optimal47

instrumental and processing design to perform such measurements with best accuracy, precision48

and robustness.49

50

This paper is the first of a series of three joint articles, describing an optimized experimental51

study of the polarimetric properties of highly resolved multiscale speckle patterns, including the52

description of the optimized experimental setup used, a theoretical/simulation study to devise53

optimized sensing/data processing in this particular context, and lastly, original results including54

the proposal of new vizualisation modalities to represent polarimetric information (and especially55

polarimetric information in the vicinity of field polarization singularities). More precisely, this56

series of articles can be decomposed as follows:57

Part 1: Experimental setup: In the present article, we first provide in Section 2 a short58

review of the previous works in polarization metrology of highly resolved speckle fields59

in the optical domain. We then technically detail in Section 3 the experimental setup60

used to perform the full-Stokes polarimetric analysis of the speckle pattern in a highly61

resolved manner. We then detail the automated acquisition procedure involving the62

so-called “SOPAFP” approach that will be detailed below, along with the processing63

strategy for the generation of a so-called photometric image. Such processing includes a64

dedicated calibration protocol used to correct the defects of the camera, while enabling65

high-dynamic range imaging on the intensity images acquired experimentally. Finally, we66

present in Section 6 preliminary results confirming the validity of the setup and of the67

calibration/processing/measurement approach used.68

Part 2: Optimal acquisition & estimation strategies: The second paper of this series [19]69

presents a theoretical and numerical simulation study of the optimal sensing and processing70

strategies for highly resolved polarimetric analysis of a speckle pattern in the optical71

domain. These results allow us to clearly justify, for the first time to our best knowledge, the72

clear interest of the SOPAFP approach with respect to more classical sensing modalities,73

in particular to ensure best robustness of the estimated polarimetric states with respect to74

experimental imperfections (alignment, calibration defect, temperature drift...). This second75

paper provides a clear justification of the technical choices involved in the experimental76

setup that are be described below in the first article of this series.77

Part 3: Topological analysis of polarimetric states distribution with optimized data78

representations: In the last article of the series [20], original experimental results79

issued from the optimized experimental bench developed are presented, allowing us to80
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confirm previous conclusions from anterior works, and to exhibit interesting structures81

of polarization state distributions in the vicinity of field polarization singularities in the82

speckle pattern. This third article also provides a discussion abount the different available83

choices for multi-scale graphical representations of the polarimetric information, and a84

preferred original representation based on a specific planisheric projection is proposed and85

used.86

2. State of the art of highly resolved Stokes imaging at the speckle grain scale87

As stated above, questioning the depolarization phenomenon in the context of coherent light88

and speckled images justified the development of specific imaging instruments to measure the89

distribution of polarization states across a highly resolved speckle pattern. To our best knowledge,90

the first highly resolved Stokes imaging system at the speckle grain scale in the optics domain91

was developed in 2011 and reported by Pouget et al. [16]. This first contribution made it92

possible to highlight the many experimental difficulties of studying such a the speckle pattern93

locally because of its utmost sensitivity to all experimental conditions (air flow, temperature94

drift, vibration, laser stability, movement of optical components...), and proposed original ways95

to circumvent these difficulties. Highly resolved speckle patterns (∼ 103 pixels per grain)96

were obtained by imaging the sample under study through a 200 𝜇m pinhole. To estimate the97

complete polarimetric state at each location of the speckle pattern, Stokes imaging was performed,98

which consists in measuring the 4-component Stokes vector (which completely describes the99

polarization state [21]) through various intensity image acquisitions performed with different100

configuration of a polarization-analyzing component. In this work, a polarization state analyzer101

(PSA) consisting of a retarding (quarter-wave) plate and a linear polarizer were placed in front102

of the detector. To probe several polarimetric states, mechanically rotation of the PSA was103

necessary, which implied tiny modifications of the optical path, which showed sufficient to104

modify the wavefront at the surface of the detector, and hence modify the speckle pattern that105

was under study. Despite the experimental difficulties and using a specific wavefront "recovery"106

protocol [16], this first dedicated experimental setup made it possible to experimentally compare107

the degree of polarization (DOP) at multiple scales and thus experimentally analyze the evolution108

of the DOP from an unresolved speckle pattern to a resolved one [16]. More importantly, this109

work established the first experimental confirmation (to our knowledge in the optics domain) of110

the fact that, for a perfectly static sample under continuous single-mode laser illumination, the111

polarization state at the grain scale is perfectly deterministic, i.e., with a degree of polarization112

(DOP) equal to 1. It also confirmed the previous statistical studies which stated that depolarization113

in this context of coherent imaging resulted from a spatial averaging (spatial depolarization)114

at the surface of the detector (pixel) of speckle grains having each a specific and deterministic115

polarization state. This work also allowed to study experimentally for the first time polarimetric116

states “trajectories” at the transition between two contiguous grains.117

In 2013, a similar experimental bench was developed by Ghabbach et al., but this setup118

included a voltage-controlled liquid crystal cell, which behaved as a polarimetric rotator [17].119

Such configuration eliminates the need for any moving parts in the PSA, thereby ensuring the120

best preservation of the optical path during polarimetric analysis. This setup, with a resolution of121

the order of a few hundreds pixels per grain, demonstrated the interest of using liquid crystal122

variable retarders (LCVR) to optimize the preservation of the wavefront, and confirmed the123

abovementioned experimental observations. With this setup, a study of the polarization properties124

of a speckle pattern using an unpolarized coherent illumination made it possible to experimentally125

observe the so-called "repolarization" phenomenon obtained when a diffusing sample (assumed126

to be totally depolarizing) is illuminated by a totally unpolarized coherent source [22,23]. In this127

situation, the expected and measured value of the spatial average of the DOP is 3/4. Although this128

phenomenon may be surprising given the depolarizing nature of the sample, it can be explained129
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theoretically by modelling the depolarized beam as the sum of two linearly polarized waves,130

orthogonal to each other, and incoherent with each other.131

Another setup was developed in 2014 by Dupont et al. [18,24] relying also on voltage controlled132

LCVRs to avoid any moving part. In this work, an original sensing approach was used to estimate133

the Stokes vector at each pixel by probing numerous polarimetric states distributed over the134

surface of the Poincaré’s sphere that maps all possible perfectly polarized states of light across135

a unit sphere. This method was termed SOPAFP (for State Of Polarization Analysis by Full136

Projection), and will be described in detail below in this paper and in the second article of this137

series [19], as we shall use this approach for Stokes imaging. According to the first experimental138

results, this approach makes it possible to carry out a more accurate polarimetric analysis of the139

speckle pattern experimentally [18]. This work has also enabled polarimetric singularities to be140

studied experimentally [24].141

In this article series, we present an updated version of the seminal setup developed at University142

of Rennes [16], including the advances proposed by the abovementioned contributors to this143

field. We also establish through numerical simulations how the SOPAFP can be optimized in its144

implementation in order to guarantee best estimation precision, accuracy and robustness [19].145

We also present new experimental results and new representation modalities of the polarimetric146

information that are best adapted to this particular domain of investigation [20].147

3. Optimized experimental setup148

3.1. General overview of the experimental setup149

Fig. 2. Representation of the polarimetric imaging bench resolved at the speckle grain
scale. For the sake of readability, the alignment mirrors between the laser source and
the thermalization enclosure are not shown. In addition, the angle between the beam
incident on the sample and the polarimetric analyzer is exaggerated here (90◦ in the
figure, whereas 15◦ was implemented in the actual experiment to remain in a quasi
monostatic configuration).

In order to gain better understanding of the depolarization/repolarization processes within the150

grains of a speckle pattern or to study polarization state distributions/transitions between grains151

or at the vicinity of field singularities, some hardware improvements to the initial polarimetric152

imaging bench described in [16] have been made and are detailed in this section. The existing153

setup has been installed in a plexiglass enclosure, itself placed on an air-cushioned optical154

table to minimize, respectively, the variations of the airflow in the optical path, and mechanical155

vibrations that can modify the interference pattern, as shown in [16]. In addition, this makes156

it possible to temperature-stabilize the whole experiment, thereby ensuring further long-term157

mechanical stability, but also stability of the optical response of the LCVR which is significantly158
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temperature-dependent. The temperature of the enclosure was regulated at 26◦C, a few degrees159

above the ambient temperature, using an on/off control and a heating cord, providing a ±1◦160

stability over long periods of time. Yet, before each experimental acquisition, a thermalization161

step lasting around twenty minutes was carried out, in order to compensate for the additional162

heating of the setup by the laser illumination on the sample.163

The various elements and characteristics of the imaging setup are now detailed in the following164

subsections.165

3.2. Laser illumination and samples166

The illumination source is a highly coherent frequency-doubled optically pumped Nd:YVO4167

laser (COHERENT Verdi V12) with a coherence length of ∼100 m and a wavelength of 532168

nm. A calcite Glan polarizer is placed at the entrance of the setup to ensure perfect vertical169

linear polarization of the beam (typical extinction ration 1:100,000), which undergoes several170

mirror reflections to convey the beam from the laser to the setup entrance (these mirrors are171

not shown in Fig.2). A telescopic arrangement of a microscope objective (x10, 0.25 NA,172

OLYMPUS), a diaphragm and a convex lens L1 (f=200 mm) makes it possible to control the173

width of the homogneneous collimated beam used to shine the sample, and to eliminate unwanted174

reflections/diffraction artifacts. The aperture of the diaphragm is adjusted so as to obtain a175

uniform spot of light on the sample of 2.5 cm in diameter.176

The samples that have been studied consist of thick metallic plates, marble blocks of different177

colours obtained with an homogenous layer of spray paint and a Spectralon reflectance standard.178

These samples allowed us to perform experiments on opaque reflective/scattering materials with179

various depolarization properties ranging from non depolarizing to totally depolarizing samples.180

For each sample, preliminary thermalization was carried out as mentioned above.181

Fig. 3. Representation of the polarimetric analyzer based on voltage-controlled liquid
crystal variable retarder (LCVR) plates.

3.3. Polarization analysis and imaging devices182

On the light analysis/detection side, the imager consists of a polarimetric state analyser (PSA)183

placed between two converging lenses (L2 (f=80 mm) and L3 (f=40 mm)), the whole PSA being184

located upstream of the image sensor. In order to ensure similar conditions as coherent imaging185

applications, the sample plane is conjugated with an intermediate image plane located at the186

center of the PSA using the first converging lens L2. This intermediate image plane is finally187

itself conjugated with the sensor plane with lens L3. As a result, the sample and the sensor188

are located in conjugate planes, ensuring an imaging configuration of speckle observation, also189

termed subjective speckle [25].190
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3.3.1. Polarization State Analyzer (PSA)191

The PSA consists of two voltage-controlled, temperature-stabilized LCVR (MAEDOWLARK),192

named 𝐿𝐶𝑉𝑅1 and 𝐿𝐶𝑉𝑅2, and of a linear polarizer (Thorlabs). These two LCVRs have been193

adjusted so that their fast axes are aligned respectively along the vertical axis (parallel to the194

illumination polarization direction) and at −45◦ from the horizontal axis in a clockwise direction,195

as shown in Fig. 3. As for the polarizer, its axis is aligned vertically. Thus the Mueller matrix of196

such PSA is theoretically given by:197

𝑀𝑃𝑆𝐴 =
1
2

©«

1 −𝑐𝑜𝑠(𝜙2) 𝑠𝑖𝑛(𝜙1)𝑠𝑖𝑛(𝜙2) −𝑐𝑜𝑠(𝜙1)𝑠𝑖𝑛(𝜙2)

−1 𝑐𝑜𝑠(𝜙2) −𝑠𝑖𝑛(𝜙1)𝑠𝑖𝑛(𝜙2) 𝑐𝑜𝑠(𝜙1)𝑠𝑖𝑛(𝜙2)

0 0 0 0

0 0 0 0

ª®®®®®®®¬
(1)

where 𝜙1 and 𝜙2 represent the phase shifts introduced respectively on 𝐿𝐶𝑉𝑅1 and 𝐿𝐶𝑉𝑅2198

when a voltage pair 𝑉𝐿𝐶𝑉 𝑅1 and 𝑉𝐿𝐶𝑉 𝑅2 is applied. After a meticulous alignment step, the199

LCVRs require a conventional calibration stage (which will not be detailed here) in order to200

estimate the bijective polynomial functions 𝑓𝑖 that map 𝜙𝑖 and 𝑉𝐿𝐶𝑉 𝑅𝑖 , i.e., 𝜙𝑖 = 𝑓𝑖 (𝑉𝐿𝐶𝑉 𝑅𝑖),201

with 𝑖 = 1, 2 (An example of such calibration curves is reported in Fig. 10 of the second article202

of this series [19]). This PSA is positioned in the intermediate image plane between L2 and203

L3, to minimize the surface of interaction between the light beam and the PSA elements. As204

described below and in [19], the estimation of the incident Stokes vector S𝑖𝑛 =
[
𝑆0, 𝑆1, 𝑆2, 𝑆3

]𝑇
205

is performed from the set of intensity images recorded, each image resulting from the projection206

of the incident state onto a given analysis polarization state defined by the PSA.207

3.3.2. Diaphragm & image sensor208

To obtain highly resolved speckle patterns on the camera, a tiny aperture diaphragm (pinhole) of209

diameter 𝑑 is placed in front of the detector, on the converging lens nearest to the camera (L3).210

The average size of a speckle grain is indeed given, in an imaging configuration, as [25]:211

𝛿 = 1.22𝜆
2𝐷
𝑑

(2)

where 𝐷 represents the distance between the detector surface and the upstream lens, which is212

equal to 6 cm in our configuration. Four sizes of pinholes ranging from 200 to 500 𝜇m in steps213

of 100 𝜇m were available and were tested in this study.214

The detector is a visible silicon graylevel CMOS camera (PHOTONFOCUS A1312) with a215

full well capacity of 9 × 104 electrons (e−), 4 × 103 e−/s dark current, a readout noise of 110 e−216

and a conversion dynamic range of 12 bits, i.e., 4096 grey levels. The sensor has a resolution of217

1312 x 1082 pixels, with square pixel size of 8 × 8 𝜇m. As a result, the typical size of a grain218

ranges from 0.16 to 0.39 mm on the detector, giving a respective resolution (assuming circular219

speckle grains) of around 300 pixels per grain to 1900 pixels per grain. Such resolutions ensure220

in all cases that the speckle pattern is clearly resolved at the speckle grain scale by the sensor, as221

shown in Fig.1. The choice of the most appropriate diameter 𝑑 = 300 𝜇m and binning factor of222

4 × 4 pixels on the camera are justified below in the next subsection.223

3.3.3. Characterization of the speckle grain size224

In the experimental context addressed, the choice of the pinhole and speckle size it of utmost225

importance. There is indeed a compromise between using a small pinhole diameter and ensuring226

highly resolved speckle fields, but at the expense of a huge limitation of the quantity of light227
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Fig. 4. Experimental estimation of the speckle grain size in pixels at the detector surface
with a 300 𝜇m aperture. (a) The intensity image of the speckle pattern averaged over
20 images. (b) Autocorrelation of the speckle pattern. (c) Normalized autocorrelation
profile at y=401. The size of the speckle grain is determined by the width at half-height
of the autocorrelation peak normalized at y=401.

reaching each pixel, and hence of an increase of exposure time on the camera. We thus228

experimentally characterized the average speckle grain size without PSA, on a metallic plate,229

for the 4 different pinholes available. The intensity image of the interference pattern studied,230

shown in Fig. 4.a for the 300 𝜇m pinhole, results from the averaging of 20 intensity images.231

The power spectral density (as a function of spatial frequencies 𝜈𝑥 , 𝜈𝑦) was classically obtained232

by computing 𝑃𝑆𝐷 𝐼 (𝜈𝑥 , 𝜈𝑦) = |𝑇𝐹 [𝐼 (𝑥, 𝑦))] |2, with TF denoting 2-D Fourier transform, and233

𝐼 (𝑥, 𝑦) denoting the measured intensity at location (𝑥, 𝑦) on the camera. Then, the autocorrelation234

function 𝑅(𝑥, 𝑦) was finally obtained by inverse Fourier transform of 𝑃𝑆𝐷 𝐼 (𝜈𝑥 , 𝜈𝑦) after filtering235

out the intense zero frequency component (DC). The autocorrelation map obtained is displayed236

in Fig. 4.b, and the normalized autocorrelation horizontal profile at the center of the image is237

plotted in Fig. 4.c. The average speckle grain size is then determined by measuring the width at238

half-height maximum of the normalized autocorrelation function. The average width of a speckle239

grain is determined for different diaphragm diameters placed successively upstream of the image240

sensor. These values are shown in Table 1, as well as the corresponding number of pixels per241

speckle grain (without binning on the camera). All configurations clearly lead to very highly242

resolved speckle patterns.243

However, another experimental parameter that can be adjusted on the camera is the binning244

factor, which is commonly used to smooth out measurement noise on the detector, but at the245

expense of a loss in resolution. A thorough study of the influence of the binning factor on the246

quality of estimation of Stokes vectors has been conducted, but which will not be detailed here247

for the sake of brevity (see [26] for more details). Such study allowed us to conclude that a 4 × 4248

binning factor on the detector was an interesting compromise to diminish estimation variance.249

As a result, the final choice of parameters that was retained and which will be used throughout250

this article series correspond to the association of a 4 × 4 binning factor, and a 300 𝜇m pinhole,251

which leads to approximately 25 binned pixels (also termed superpixels below) per speckle grain,252

thereby ensuring at the same time well resolved speckle patterns, satisfactory noise reduction,253

and sufficient intensity reaching the detector.254

The plot of Fig. 5 allows us to check that this compromise is optimal: on the one hand, above255

∼ 10 binned pixels (or superpixels) per speckle grain, the standard deviation of the Stokes256

parameters (here 𝑆0) is approximately constant and depends only on the noise characteristics of257

the camera. On the other hand, for non resolved speckle pattern, the standard deviation does not258

depend anymore on the number of averaged speckle grains per pixel. In between, the crossover259

region corresponds to the transition between non resolved speckle patterns and fully resolved260
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ones. As can be seen in Fig. 5, the proposed compromise to use 25 superpixels per speckle grain261

corresponds well to the situation of a resolved speckle field without any influence on estimation262

precision of the spatial sampling by the camera.263

Table 1. Average speckle grain diameter (in pixels) and average number of pixels
per speckle grain as a function of diaphragm diameter.

Diaphragm
diameter
(𝜇m)

200 300 400 500

Experimental
grain size
(pixels)

26 20 18 11

Average num-
ber of pixels
per grain (no
binning)

676 400 324 121

Fig. 5. Representation of the standard deviation of the 𝑆0 parameter as a function of
the number of "super" pixels per grain.

3.4. SOPAFP approach and polarization analysis states264

In polarimetric imaging, one aims at measuring, at each pixel (𝑖, 𝑗) of the image, the Stokes265

vector (S𝑖𝑛)𝑖 𝑗 (S𝑖𝑛 denoting the distribution of the Stokes vector across the whole image). For266

that purpose, several intensity image measurements are performed on the image sensor, through267

various configurations of the PSA. At each pixel location (𝑖, 𝑗), this process amounts to record268

a vector of measured intensities (𝐼𝑘 )𝑖 𝑗 = S𝑇
𝑃𝑆𝐴,𝑘

.(S𝑖𝑛)𝑖 𝑗 which results from the projection of269

the incident state (S𝑖𝑛)𝑖 𝑗 onto the 𝑘 𝑡ℎ analysis state encoded on the PSA, denoted S𝑃𝑆𝐴,𝑘 ,270

where the index 𝑘 represents the index of the analysis state. Since the process is similar271

at each pixel location, we will drop out the dependency in (𝑖, 𝑗) in the following for clarity272

reasons. The set of measured intensities can be thus written as a 𝑁-dimensional column vector:273

I = [𝐼1, · · · , 𝐼𝑘 , · · · , 𝐼𝑁 ]𝑇 = 𝑊 S𝑖𝑛 where 𝑊 represents the analysis matrix, composed of 𝑁274

vectors of the analysis states S𝑃𝑆𝐴,𝑘 (𝑘 ∈ [1, 𝑁]). Classically, Stokes imaging requires 4275

to 6 intensity image measurements and optimal sensing strategies are well-known in these276

cases [27, 28]. Further considerations about Stokes imaging principles, polarization estimation277
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strategies and optimal configurations will be given in Part 2 of this article series [19], and are not278

presented here for the sake of conciseness.279

However, as stated in Section 2, in the context of polarimetric analysis of a highly resolved280

speckle pattern, the SOPAFP approach was proposed as an alternative sensing method which281

proved particularly well-suited in this context [18, 24]. Indeed, this technique enables the282

polarimetric state to be estimated with greater precision while reducing sensitivity to experimental283

biases. This will be shown in the second paper of this articles series [19], along with a more284

extensive description of the SOPAFP technique, which basically consists in using numerous285

(several tens to several hundreds) probe states S𝑃𝑆𝐴,𝑘 distributed over the surface of the Poincaré’s286

sphere. In that case, the set of measures {𝐼1, · · · , 𝐼𝑘 , · · · , 𝐼𝑁 } at a given pixel location can be287

represented as a particular waveform, which is characteristic of the input Stokes vector S𝑖𝑛 to288

estimate. An example of such waveform is shown in Fig. 6 and consists of the concatenation of289

150 intensity measurements obtained on a given set of 150 polarization analysis states generated290

on the PSA, for a left-handed circular polarization input state.291

Fig. 6. Averaged intensity curve, normalized by the mean value, over the entire image
obtained with a left-hand circularly polarized illumination source and for a given set of
150 projection states. In black: simulated intensity curve theoretically detected by the
camera. In red: experimentally measured intensity curve. Blue: optimized intensity
curve obtained by non-linear regression.

In [24], it was proposed to estimate the Stokes vector from this characteristic waveform292

by carrying out a non linear regression of the curve, which can be theoretically expressed as293

a function of the Stokes vector’s parameters (4 parameters) and of the PSA configuration (2294

parameters). As detailed in the second article of this series, such non-linear regression is efficient,295

but very long in terms of computation time, due to the number of pixels in the image sensor296

(several hundred thousands) and the number of acquisitions (several hundreds). For instance,297

about 42 minutes were required to process acquisitions of 700 × 700 pixels undergoing 4 × 4298

binning, for 150 probe states such as the ones implemented in the above example of Fig. 6. As299

will be shown in the next paper of this series, we have proposed to implement a direct matrix300

inversion that was shown to have the same estimation performances as the non linear regression ,301

but with a gain in processing time of a factor of 1.5 × 103.302

It is well-known in the field of Stokes imaging that estimation errors occuring during inversion303

of such linear system can be minimized through an appropriate choice of analyzing states which304

ensure best conditioning of the sensing linear operator (matrix). For instance, in classical Stokes305

imaging with 4 intensity acquisitions, the optimal states should lie at the vertices of a regular306

tetrahedron within the Poincaré’s sphere. This discussion about the optimal choice of probing307
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states is also reported in the second article of this series, where we demonstrate that even in the308

context of the SOPAFP approach (i.e., with 𝑁 � 4), one can design an optimal set of sensing309

states to ensure best conditioning of the sensing operator. We will also establish that a set of 𝑁=96310

measures appears to be a good tradeoff between estimation quality and acquisition/processing311

delays [19].312

4. Automated acquisition protocol313

Fig. 7. Schematic diagram of the automated acquisition protocol.

As mentioned above, the acquisition protocol is fully automated and implements a high dynamic314

range (HDR) imaging approach, in order to increase the dynamic range of the measurement (and315

thus extend the native 12 bits dynamics of the camera) which is necessary in such a context316

of imaging an interference pattern composed of very bright and dark spots. This consists in317

acquiring and appropriately recombining two images, one with optimized exposure time to avoid318

saturation of the sensor (referred to as optimized image, 𝐼optim
GL ) and a second image which is319

overexposed in order to increase the measurement dynamics in the dark regions of the scene320

(referred to as overexposed image, 𝐼over
GL ). Control of probe states, HDR acquisition and images321

recording has been fully automated by computer using the LabVIEW software. The acquisition322

protocol can be decomposed as follows:323

• Thermalization : As mentioned previously, before each acquisition, the whole imaging324

bench is thermalized at 26 ◦C with laser illumination turned on for about 30 min.325

• Probe states selection: A voltage pair (𝑉 𝑘
𝐿𝐶𝑉 𝑅1,𝑉 𝑘

𝐿𝐶𝑉 𝑅2), corresponding to the 𝑘 𝑡ℎ probe326

state, with 𝑘 ∈ [1, 𝑁] is applied to the PSA LCVRs plates.327

• Exposure time optimization: the exposure time is optimized for each image acquisition,328

through an automated numerical control loop that ensures the following criterion:329

90% max. sensor dynamics ≤ max
{
𝐼GL

}
< 100% max. sensor dynamics, (3)

with 𝐼GL denoting the acquired image in graylevel values. This criterion requires that the330

maximum value of the image (in graylevels) must be less than 100% of the camera dynamic331

range (in graylevels) to avoid any saturation. In addition, this maximum value must reach332

at least 90% of the dynamic range, thus guaranteeing the use of a large part of the camera’s333

native dynamic range. The control loop corresponds to a numerical implementation of a334

PID regulator. The optimized image is then acquired once the exposure time 𝑇exp is set.335

• Overexposed image: A second image is then recorded with a longer exposure time 𝑇over,336

corresponding to the multiplication of the optimized exposure time by an overexposure337
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coefficient of 4. For these optimization conditions to be fulfilled, it is necessary to ensure338

the absence of hot pixels on the sensor. These pixels have abnormally high distorted values,339

generally due to a local defect in the pixel. The camera used in this work has on-board340

correction processing to overcome these biases by applying a correction based on linear341

interpolation of the surrounding pixels.342

• HDR recombination: After acquiring the "optimized" and "overexposed" images and343

normalizing them by their respective exposure times, they can be recombined, for each344

pixel of discrete integer coordinates (𝑝, 𝑞) as:345

𝐼 recomb(𝑝, 𝑞) =


𝐼over (𝑝, 𝑞) = 𝐼 over (𝑝,𝑞)
𝑇over

if 𝐼over
GL (𝑝, 𝑞) < 4095

𝐼optim(𝑝, 𝑞) = 𝐼 optim (𝑝,𝑞)
𝑇exp

otherwise.
(4)

In this way, the pixel value of the recombined image is equal to that of the normalized346

overexposed image unless this pixel is saturated, in which latter case the pixel value of the347

normalized optimized image is selected.348

However, this simple recombination procedure was shown to be unsuccessful to provide349

satisfactory recombined HDR images, which allowed us to identify significant non-linearities350

in the response of the sensor as a function of illumination and of exposure time. Owing to this351

imperfection of the sensor, the above HDR recombination was inoperative. Such defects showed352

that is was necessary to be able to relate the measured graylevels on the camera to calibrated353

photometric quantities, in order to provide rigorous experimental results and trustful polarimetric354

state estimations. To overcome this problem, we propose in the next section a camera calibration355

procedure and intensity image correction protocol that can be applied to any non-linear imaging356

sensor in order to provide satisfactory photometric measurements.357

5. Non-linear sensor calibration/correction procedure358

We first detail the calibration protocol that allowed us to estimate the non-linear response of the359

sensor, and we then report the original image correction technique that was proposed, making it360

possible to provide reliable photometric measurements from the graylevel pixel data acquired,361

and to implement a HDR recombination technique.362

5.1. Camera calibration363

Fig. 8. Measurement of the non-linear intensity response of the camera (average
graylevel value normalized by the exposure time, in blue symbols) as a function of the
exposure time, for three distinct values of the optical power injected in an integrating
sphere. The red symbols correspond to the reference photometric measurement of the
light intensity 𝐼phd obtained with a calibrated photodiode.
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The characterization of the non-linear response of the camera was carried out using the364

illumination laser which was injected in one port of a 40 cm diameter integrating sphere365

(LABSPHERE). The CMOS focal plane was placed in front of the main port (5 cm diameter) of366

the integrating sphere, thereby enabling perfectly homogeneous and isotropic illumination of the367

sensor due to strong scattering of the incident beam by the integrating sphere coated with highly368

scattering Spectralon. The sphere was equipped with a reference photodiode located inside369

the sphere, and coupled to a pico-amperemeter (KEITHLEY) providing us with a trustful and370

calibrated (albeit relative) measurement of the photometric intensity on the sensor. In Fig. 8, one371

can observe the strong non-linearity of the sensor since, at a given power, the ratio of intensity372

normalized by the exposure time 𝑇exp is not constant. For a camera with a linear response, the373

normalized graylevel intensity should be constant at a constant power, which is not the case for our374

sensor, hence highlighting the non-linear nature of the intensity (greyscale) response as a function375

of exposure time of our camera. To fully characterize the camera non-linearities, an automated376

protocol was implemented to simultaneously measure the camera intensity in graylevels 𝐼GL377

(average over the whole sensor) and the photometric intensity 𝐼phd measured with the photodiode,378

while performing a slow sweep of the laser power 𝑃opt coupled with a fast sweep of the camera379

exposure time 𝑇exp (ranging from durations of 0.01 to 1667 ms). In this way, 8 × 103 calibration380

points were measured and recorded. The 12-bit greylevel values measured on the camera are381

displayed in Fig. 9 for these 8 × 103 calibration points, as a function of the exposure time, and for382

various illumination powers. A corresponding 2-D map was obtained for the 8 × 103 calibration383

points, providing the photometric intensity value measured on the reference photodiode as a384

function of illumination power. These two mappings allow us to design an automated and fast385

correction protocol for all the image acquisitions performed after this calibration step.386

Fig. 9. Plot of the graylevel values (12 bits) measured by the camera as a function of
exposure time for various illumination powers.

5.2. Correction protocol387

The above calibration experiment provided us with two mappings of the camera intensity in388

graylevel and of the photometric intensity measured by calibration. The 8 × 103 calibration389

points are located in a non-regular grid mapping the experimental parameters: exposure time and390

optical power. In order to be able to correct acquired data at each pixel for any situation, it is391

necessary to interpolate such calibration set. This was operated by first computing a Delaunay392

tesselation mesh on this calibration data, followed by a linear data interpolation step. The whole393

calibration/correction processing comprises four main steps:394

• Computation of the Delaunay’s triangulation mesh: The calibration procedure proposed395

relies on the computation of a Delaunay triangulation mesh between calibration datapoints396

in the (log(𝑇exp), 𝐼GL) plane (see Fig. 9). Such operation is also referred to as Delaunay397
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tesselation, which consists of connecting all the data points with a triangular mesh that is398

optimized so to as to avoid sliver triangles [29].399

As the 8×103 calibration points are spread over 5 decades of 𝑇exp, and in order to minimize400

the processing time, it appeared irrelevant to use the whole calibration data set (which401

would hav implied computing and handling a huge amount of data in the recorded mesh) to402

process each pixel value of each acquired image. We thus rather computed “local” meshes403

from subsets of the calibration data in the vicinity of the actual frame exposure time 𝑇exp404

as shown in Fig. 10 b. This subset is defined as follows:405 {
𝑖 ∈

[
1; 8 × 103] /

log(𝑇exp) − 0.1 ≤ log(𝑇cal
exp,i) ≤ log(𝑇exp) + 0.1

}
(5)

with log denoting decimal logarithm, and where𝑇exp is the exposure time of the image/pixel406

to be processed, and 𝑇cal
exp,i is the exposure time of the 𝑖th calibration point. A Delaunay407

tessellation mesh is then calculated on the selected calibration points (Fig. 10.b), and408

stored in the computer for further image correction. It can be noted that this calibration409

step has to be performed only once, since the recorded meshs can be then used later on for410

images correction steps detailed below.411

• Positioning pixel value in the calibration mesh: For the pixel with coordinates (p,q)412

in the sensor, the greyscale intensity value to be corrected 𝐼GL(p, q) is positioned in the413

(log(𝑇exp), 𝐼𝐺𝐿) plane (see Fig. 10.a).414

• Mesh cell identification : The coordinates of the three vertices of the mesh surrounding415

𝐼GL (p, q) in the (log(𝑇exp), 𝐼GL) plane are determined (see Fig. 10.b).416

• Data interpolation and photometric correction: Finally, the corrected photometric417

intensity value 𝐼corr (p, q) is obtained using a linear interpolation in triangular coordinates418

of the calibration data available at the three vertices (see Fig. 10.c).419

To perform HDR imaging, this correction protocol has to be applied a second time for the420

pixels corresponding to the overexposed image, hence requiring the use of a second "local"421

Delaunay mesh stored from calibration. HDR recombination must now be carried out on the422

corrected images, using the same criterion as in Eq. (6):423

𝐼 recomb
corr (𝑝, 𝑞) =


𝐼over
corr (𝑝, 𝑞) if 𝐼over

GL (𝑝, 𝑞) < 4095

𝐼
optim
corr (𝑝, 𝑞) otherwise.

(6)

The advantage of this calibration/correction method is that it makes it possible to convert424

(non-linear) camera greyscale data into a photometric quantity (relative, but guaranteeing good425

linearity), while preserving the advantages of the HDR approach. This generic approach could426

be applied to any type of camera, to the expense of a meticulous and time-consuming calibration427

stage, but with calibration datapoints that are not necessarily on a regular grid. The proposed428

correction procedure sufficiently fast in the context of this study where real-time imaging and429

processing is not required (typically 1.3 seconds required for correcting a 700× 700 pixel image).430

5.3. Validation of the calibration/correction protocol431

In order to assess the effectiveness of the calibration/correction protocol proposed above for432

correcting the non-linearity of the sensor, a first validation was carried out on a subset of433

calibration data points. First, we removed from the calibration dataset (Fig. 9) all calibration434

points corresponding to a constant relative photometric intensity of 𝐼𝑝ℎ𝑑 = 1.633. The selected435

points were considered as a test dataset, while the remainder of the calibration points were used as436
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Fig. 10. Illustration of the correction protocol proposed to convert the grayscale
value 𝐼GL (𝑝, 𝑞), detected at pixel (p,q) for an exposure time 𝑇exp, into a calibrated
photometric intensity value 𝐼corr (𝑝, 𝑞). For the sake of readability, a logarithmic scale
is used for the exposure times

.

the calibration dataset for this validation step. Secondly, the entire correction protocol (Delaunay437

tesselation and linear interpolation in triangular coordinates) was applied to correct the test438

dataset from the calibration dataset, and to compute photometric corrected intensity values 𝐼corr.439

This allowed us to compare these corrected intensity values to the ground-truth photometric440

intensity measurements available in the original calibration dataset. Such comparison is shown441

in Fig. 11, where it can be seen that, for a constant photometric intensity value of 𝐼𝑝ℎ𝑑 = 1.633442

(black diamonds and dotted line), the range of corrected intensity values lies within a 5.4% margin443

from the calibrated photometric value (black triangles). This plot demonstrates the efficiency444

of the calibration/correction protocol proposed to ensure reliable photometric quantities in the445

measured images, while simple normalization of the greylevel values by the exposure time is446

very inoperative with such a non-linear sensor (red circles).447

A further validation step on experimental data was conducted to prove the relevance of this448

protocol, as well as the efficiency of the HDR recombination. The calibration/correction protocol449

was applied to Stokes imaging data, obtained experimentally on a metallic plate probed by 80450

polarimetric states distributed uniformly over the Poincaré’s sphere, with a binning factor of 4× 4451

pixels, and with the dual exposure time HDR approach detailed above. From this polarimetric data,452

we computed the 𝑆0 image (total intensity) plotted in Fig. 12 ((a) and (e)), the map of the DOP453

((b) and (f)), and its corresponding histogram ((c) and (g)). The first row of Fig. 12 corresponds454

to the results obtained when the acquired images are simply normalized by their respective455

exposure time and with HDR recombination using Eq. (4), whereas the second row corresponds456

to data after correction of the sensor’s non-linearities and HDR recombination through Eq. (6).457

Although no clear difference can be observed between the intensity images ((a) and (e)), the458
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Fig. 11. Graphical comparison between the greyscale intensity values of the selected
points normalized by the respective exposure time 𝐼𝐺𝐿 /𝑇𝑒𝑥𝑝 (red circles), the intensity
value after correction 𝐼𝑐𝑜𝑟𝑟 (black triangles) and the relative photometric intensity
𝐼𝑝ℎ𝑑 (black diamonds and dotted horizontal line).

maps of the DOP clearly demonstrates the necessity of the non-linear calibration/correction459

stage. Indeed, as expected on a non-depolarizing sample (such as a metallic blade) illuminated460

with linearly polarized light, the DOP value should be equal to one over the whole field of461

view (at least in significantly bright regions where the estimation of the state of polarization462

can be trusted). This is clearly not the case when the data is not preliminary corrected before463

HDR recombination, the histogram of the DOP showing a clearly unexpected bimodal behaviour464

with an average value of 0.27. Much more satisfactory are the map and histogram of the DOP465

obtained (on the same experimental data acquisition) after photometric correction: a majority of466

pixels show high value of the DOP, as expected, with an average value of 0.74 and with very few467

abnormal data (only about 1.2% of the pixels having an unphysical estimated DOP value above468

1). In order to confirm the efficiency of the correction approach implemented, and to demonstrate469

the fact that low values of DOP are obtained in low intensity regions where the estimation of470

the Stokes parameters is less reliable, scatter plots displaying the estimated value of the DOP471

at each location of the image as a function of the 𝑆0 value are provided in Fig. 12 (d) and (h).472

First, the analysis of the plot of Fig. 12 (d) confirms the inability of the simple normalization by473

exposure time to provide satisfactory maps of the DOP. Then, it can be seen in Fig. 12 (h) that474

the correction approach leads to a much more trustworthy distribution of the DOP (expected to475

be unitary across the image for a metallic non depolarizing plate under polarized illumination),476

where low values of the DOP are clearly obtained for low values of the 𝑆0 intensity across the477

speckle pattern. Finally, as these results are in agreement with anterior studies [16], we consider478

that these results validate the efficiency of the proposed calibration/correction protocol.479

In the next section, and in all the remainder of this article series, this calibration/correction480

processing scheme will be applied to all experimental data reported. Of course, the calibra-481

tion/correction protocol described above would be unnecessary when using a camera with a482

satisfactory linear response of its graylevels with illumination power and exposure time, thereby483

saving some post-processing time. However, such a calibration/correction technique can prove484

interesting in any imaging context where relevant relative photometric measures are required,485

and in particular in spectral domains where the sensors technology is less mature than in the486

visible range.487

6. Preliminary results and validation of the experimental setup488

In the last section of this paper, we briefly illustrate the relevance of the choices discussed above489

for the various experimental parameters at stakes for Stokes polarimetric analysis resolved at the490

speckle grain scale. Stokes imaging results obtained on two samples are presented below: on a491

metallic plate (non-depolarizing sample) and on a sample of Spectralon (totally depolarizing492
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Fig. 12. Experimental images of 𝑆0 (first column), DOP (second column) and histogram
of the DOP (third column) without correction (respectively (a), (b), (c)), and after
application of the correction protocol (respectively (e), (f), (g)). The scatter plots
displayed in (d) and (h) show the correlation of the measured DOP values with the
speckle field intensity 𝑆0 respectively before and after correction.

scattering sample). These acquisitions were made with a vertically polarized input light beam493

and a diaphragm diameter of 300 𝜇m. For Stokes measurements, 𝑁 = 80 polarimetric states494

uniformly distributed over the surface of the Poincaré’s sphere, according to the above mentioned495

SOPAFP approach, are probed using the liquid crystal variable delay plate PSA. In addition, the496

two-image HDR approach described in Section 4 is used during acquisition, and the grey-scale497

intensity images are recombined and corrected to obtain photometric intensity images, as stated498

above in the description of the calibration process. A 4 × 4 pixel binning factor is used before499

estimation of the various Stokes parameters and of the DOP, which are deduced from these500

intensity images.501

These first validation results are presented in Fig. 13 for both samples (metallic plate on the502

left-hand side, spectralon on the right-hand side). Plots of Fig. 13 display examples of intensity503

acquisitions (𝑆0) in graylevels in the first row. Then, the two next components 𝑠1 and 𝑠2 of the504

reduced Stokes vector (i.e., Stokes vector normalized by the value of 𝑆0) are mapped in the505

second and third rows, with values between −1 and 1 represented with a green/pink colormap.506

The last component 𝑠3 of the reduced Stokes vector, corresponding to the circular polarization507

contribution, is mapped in the fourth row, with values between −1 and 1 represented with a508

specific blue/red colormap, red color (respectively blue) denoting right (respectively left) circular509

polarization, i.e. negative (respectively positive) ellipticity. Finally, the DOP is computed and510

plotted in the last row in graylevels. These plots are analyzed below:511

6.1. Metal plate512

The first sample considered is a flat, metallic plate roughly polished so that it can scatter light at513

its surface, even at a non-specular angle, thereby producing a speckle field that can be imaged514

in the setup. Although such metallic rough surface can locally introduce retardance due to its515

complex refractive index at oblique incidences, we will consider in first approximation that516

this sample almost does not alter the polarization state of the incident light, which is linearly517

vertically polarized. As a result, only the 𝑠1 component should differ from zero, with unit518

value. This is what is observed in the left column of Fig. 13, with very small values of 𝑠2 and519

𝑠3, while 𝑠1 is almost uniformly very close to 1, at least in significantly bright regions of the520

speckle pattern. In very dark regions indeed, despite the HDR approach implemented, the level521

of confidence in the estimated values of the Stokes components is lower. Another interesting522

feature of non-depolarizing samples is that the speckle pattern spatial distribution should be523
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Fig. 13. Images of the various Stokes parameters and DOP determined for a sample
corresponding to a metal plate in the left column and Spectralon in the right.

independent of the probe states, and hence should be the same in the various maps of the Stokes524

parameters [16,30]. Although this is rather difficult to observe in the plots of Fig. 13, we have525

analyzed the comparative spatial distribution of the speckle pattern intensity for various analyzing526

states, and of the Stokes parameters maps, and we have experimentally checked that the speckle527

spatial distribution was not significantly modified during the whole set of acquisitions, thereby528

demonstrating the validity of our setup to preserve the analyzed complex wavefront throughout529

the measurement.530

Lastly, it can also be checked that the local DOP in the last row shows values very close to 1531

in the constructive interference zones (sufficiently bright regions), which is in agreement with532

initial observations in [16].533

6.2. Spectralon534

The depolarizing nature of the Spectralon sample is due to its high reflectivity (reflectance of535

99%) and its complex microstructure which allows multiple bulk scattering of light within a thin536

layer of the material. Such multiple scattering events induce a local modification of the incident537

polarization state uniformly across the Poincaré’s sphere, leading to a strong and total spatial538

depolarization when the local polarization states are coherently averaged over the surface of a539

single detector for instance. This is clearly observed in the maps of the 𝑠1, 𝑠2 and 𝑠3 parameters540

provided in Fig. 13, confirming the depolarizing nature of this sample. As before, the DOP image541

shows values close to 1 in the constructive interference zones, corresponding to the fact that the542

polarization state within a grain is deterministic, in agreement with anterior observations [16,23].543
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In view of the displayed patterns of the different Stokes parameters, we observe a rapid spatial544

variation of the polarization state across the speckle pattern. This will be of particular interest in545

the last paper of this article series for the study of the polarization behaviour across a speckle546

field and in the vicinity of polarimetric singularities.547

7. Conclusion548

In this article, the implementation of an optimized polarimetric Stokes imaging bench resolved at549

the speckle grain scale was described, along with a justification of all the choices of experimental550

parameters used. The set of parameters described above will be considered in the remainder551

of this article series, either for the theoretical/numerical study of the second paper, or for the552

experimental results and analyses presented in the third paper. In the next paper of this series, we553

conduct a theoretical study and numerical simulation analysis in order to demonstrate the validity554

of the SOPAFP approach to provide optimal precision and accuracy of Stokes measurements,555

and its superiority with respect to standard approaches in terms of robustness of the estimation556

results in the presence of experimental defects in the setup.557
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