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ABSTRACT. In this paper, we have employed a multidisciplinary approach, combining 

experimental techniques and density functional theory (DFT) calculations to elucidate key features 

of the copper coordination environment of the bacterial Lytic Polysaccharide Monooxygenase 

(LPMO) from Serratia marcescens (SmAA10). The structure of the holo-enzyme was successfully 

obtained by X-ray crystallography. We then determined the copper(II) binding affinity using 

competing ligands and observed that the affinity of the histidine-brace ligands for the copper is 

significantly higher than previously described. UV-Vis, advanced Electron Paramagnetic 

Resonance (EPR) and X-ray Absorption Spectroscopy (XAS) techniques, including high energy 

resolution fluorescence detected (HERFD) XAS, were further used to gain insight into the copper 

environment both in the Cu(II) and Cu(I) redox states. The experimental data were successfully 

rationalized by DFT models offering valuable information on the electronic structure and 

coordination geometry of the copper center. Finally, the Cu(II)/Cu(I) redox potential was 

determined using two different methods at ca. 350 mV vs. NHE, and rationalized by DFT 

calculations. This integrated approach not only advances our knowledge of the active site 

properties of SmAA10, but also establishes a robust framework for future studies on similar 

enzymatic systems.   
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Introduction 

Biomass polysaccharides (e.g. cellulose or chitin) are abundant biopolymers that are 

increasingly considered as renewable resources for the production of bio-sourced chemicals or 

biofuels.1 Lytic Polysaccharide Monooxygenases (LPMOs) are copper enzymes that were 

identified in 2010-2011,2,3 and that boost the depolymerization of recalcitrant polysaccharides 

through oxidative mechanisms.4–7 LPMOs catalyze the hydroxylation of an inert C-H bond (at C1 

or C4 position) at the glycosidic bond further leading to chain cleavage (Scheme 1). Hydroxylation 

of the glycosidic bond by LPMOs necessitates an oxygenated co-substrate. The exact nature of 

this co-substrate is still under debate but recent findings have shown that LPMOs can use hydrogen 

peroxide to perform catalytic turn-overs.8,9 It therefore remains unclear whether LPMOs act as 

peroxygenases (i.e. using H2O2) or as monooxygenases (i.e. using O2 and electrons).8–15  

 

Scheme 1. Hydroxylation of chitin (C1 position) catalyzed by LPMOs leading to chain cleavage. 

  

 

LPMOs are abundantly found in cellulotic or chitinolytic fungi and bacteria, but have also been 

evidenced in other organisms, such as oomycetes, viruses, plants or insects. Recent findings 

suggest that they may have wider biological functions beyond the mere oxidation of biopolymers 

as carbon source for the organisms.16 LPMOs have been classified into 8 sub-families as 

“Auxiliary Activity” in the CaZy database (Carbohydrate Active Enzymes, 

http://www.cazy.org/).17 Despite low sequence identity across sub-families, LPMOs exhibit a 
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common immunoglobulin-like fold with a solvent-exposed mono-copper active site located on a 

relatively flat surface that interacts with extended polymeric substrates. The copper center is 

coordinated by two histidine residues: (i) the N-terminal histidine bidentately bound via the 

terminal amine and the proximal nitrogen of the imidazole, and (ii) the distal nitrogen of the 

imidazole of the second histidine (Figure 1). This unusual coordination mode has been named 

“histidine brace” and is found in just a few other cuproproteins such as CopC (a copper 

transporter),18 the B site of pMMO (particulate methane monooxygenase)19 or the periplasmic 

copper-A chaperones (PCuAC) PmoF1 and PmoF2 from methane oxidizing bacteria.20 Second 

coordination sphere residues appear to be less conserved than the copper histidine brace motif. In 

particular, the axial position can be occupied either by a tyrosine or phenylalanine (Figure 1). In 

AA10 LPMOs, an alanine can be found close to the active site although some variability is also 

observed at this position.21 Recent mutations studies highlighted that second sphere residues play 

an important role in catalytic function.22 

 

 

Figure 1. Active sites of typical (A) AA9 (PDB entry 4EIS23) and (B) chitin-active AA10 LPMOs 

(PDB entry 4ALC24) with the histidine brace ligands (C in yellow, N in blue) and the second 
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coordination sphere residues: the axial tyrosine or phenylananine residues and the alanine in the 

case of AA10 (C in teal, O in red).  

Soon after their recent discovery, LPMOs have been the focus of multidisciplinary and intensive 

research, notably due to their potential use for biotechnological applications. However, many 

questions remain unanswered concerning their active site properties and the structural dynamics 

undergone during redox events and catalysis. One key step towards a better understanding of 

LPMO’s structure-function relationships is to obtain precise structural and spectroscopic data of 

the active site at both Cu(II) and Cu(I) redox states. Herein, the active site properties of an 

archetypal chitin-active bacterial enzyme from the AA10 sub-family (one of the most studied 

together with the AA9 sub-family) have been extensively characterized. We specifically focused 

on the LPMO from Serratia marcescens (SmAA10, initially named CBP21) which was the first 

evidenced LPMO in 2010.2 Noteworthy, SmAA10 has emerged as a model enzyme as it is one of 

the most-studied amongst LPMOs.2,25–31 Yet, several biophysical data are missing including the 

crystallographic structure of the Cu-bound enzyme. In the present work, we report the crystal 

structure of the metalated enzyme as well as a comprehensive study of the active site properties at 

both Cu(II) and Cu(I) redox states. We have in particular used advanced Electron Paramagnetic 

Resonance (EPR) techniques, partial fluorescence yield (PFY) and high energy resolution 

fluorescence detected (HERFD) X-Ray absorption (XAS) spectroscopy.32,33 The comparison of 

experimental data with that calculated by Density Functional Theory (DFT) based on structural 

models of the active site provides robust validation of the structural and electronic description of 

the active site. Finally, the Cu(II)/Cu(I) redox potential was measured using two different 

experimental approaches and found at ca. 350 mV vs. NHE, a value higher than that previously 

reported.29 This redox potential value was further supported by DFT calculations. Altogether, this 
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work provides a complete structural and electronic description of the copper active site of 

SmAA10, a model enzyme from the chitin-active AA10 sub-family. Overall, our integrated 

approach establishes a robust framework for future studies on LPMOs and copper-containing 

systems.  

 

Materials and Methods 

Gene cloning, protein expression and purification were performed as previously reported31 and are 

described in Supplementary Information. 

Protein crystallization 

Protein crystallization conditions were screened with the commercial kits Index HT, Crystal, 

and PEG Rx (Hampton Research, USA) using the vapor diffusion method (sitting drops). A 1 μL 

drop of precipitant was manually added to a 1 μL drop containing 10 or 15 mg/mL Cu(II)-loaded 

SmAA10 and 500 μM CuSO4 in 50 mM MES (pH 6.5) and equilibrated against an 80 μL reservoir 

of precipitant solution at 21°C. PEG Rx screen condition C4 (0.1 M citric acid (pH 3.5), 25% w/v 

PEG 3350) and Crystal screen condition A9 (0.1 M citric acid (pH 5.6), 0.2 M ammonium acetate, 

30% w/v PEG 4000) led to initial hits. Optimization of crystallization conditions was further 

performed by a grid screen with the following precipitant conditions: 0.1 M citric acid (pH 3.2 to 

4.0), 20 to 31% w/v PEG 3350. Rod-shaped crystals typically appeared within one to two days. 

Crystallographic data collection and structure refinement 

Before flash-cooling in liquid nitrogen, crystals were cryoprotected by transfer into a precipitant 

solution supplemented with 15% v/v glycerol. The best diffracting crystals were obtained for 
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precipitant solutions containing 0.1 M citric acid (pH 3.7), 25% w/v PEG 3350 (for SmAA10 at a 

concentration of 15 mg/mL). X-ray diffraction data were collected at the European Synchrotron 

Radiation Facility (ESRF, Grenoble, France) on beamline FIP2-BM07 at 100 K at a wavelength 

of 0.9795 Å. The autoPROC34 pipeline chosen from the series of automated reduction pipelines,35 

for which results are available through the web information management system ISPyB36 was used 

for data integration and reduction. A molecular replacement solution was determined with 

PHASER37 implemented in PHENIX38 using as a search probe the atomic coordinates (PDB 

accession code 2BEM) of apo-SmAA10 less ion, and solvent. Iterative cycles of refinement in 

PHENIX38 followed by manual model rebuilding in COOT39 were performed until no further 

improvement of the refinement statistics. After several rounds of refinement, ions, ligands, and 

solvent molecules were included in the model. In the final stages, translation libration screw (TLS) 

refinement was performed. TLS groups were automatically determined using PHENIX.38 Side 

chains of residue K197 (monomers A and B) was disordered and thus excluded from the final 

model. Detailed data collection and refinement statistics are recorded in Table 1. 
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Table 1. Data collection and refinement statistics 

a Values in parentheses refer to the highest shell of data. b Rmerge = Ih - Ih/Ih, where Ih is the average intensity for 

reflection h calculated from replicate reflections. c Pearson correlation coefficient between random half-datasets. d Rcryst = |Fo| - 

|Fc|/|Fo| for reflections contained in the working set. Fo and Fc are the observed and calculated structure factor amplitudes, 

respectively. e Rfree = |Fo| - |Fc|/|Fo| for reflections contained in the test set held aside during refinement. f Per asymmetric unit. 
g Calculated with MolProbity.  

 Wild-type SmAA10 

Unit cell  

    space group symmetry C2 

        a, b, c (Å) 53.6, 106.7, 55.5 

        α, β, γ (deg) 90, 100.0, 90 

  

Data collection  

    wavelength (Å) 0.9795 

    resolution limits (Å) 27.31-1.46 

    total/unique reflections 182343/52821 

    Rmerge
a,b 0.090 (0.985) 

    CC1/2
a,c

 
99.6 (56.7) 

    I/σ(I)a 9.0 (1.1) 

    redundancya 3.5 (3.3) 

    completeness (%)a 98.4 (96.0) 

  

Refinement  

    reflections used in refinement/test set 52791/1998 

    Rcryst
a,d 0.160 (0.304) 

    Rfree
a,e 0.189 (0.330) 

    protein atomsf 2741 

    water moleculesf 402 

    Cu ionsf 2 

    citrate moleculesf 2 

    glycerol moleculesf 2 

  

Rms deviations from ideal geometry  

    bonds (Å) 0.004 

    angles (°) 0.76 

  

Average B factors (Å)  

    protein atoms 17.7 

    water molecules 27.4 

    ligands 23.5 

  

Ramachandran plot (%)g  

    favored 98.9 

    allowed 1.1 

    outliers 0 

PDB accession code 8RRY 
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UV-VIS and Fluorescence  

Fluorescence spectra were recorded on a Horiba Jobin-Yvon Fluoromax-4. UV-Visible 

spectrum was measured on a VARIAN Cary 60 using a HELLMA 1 cm quartz microcuvette (100 

L). Deconvolution was performed using Fityk 1.3 software. 

Binding constant determination 

The affinity of Cu(II) for apo-SmAA10 was measured at 25°C using competing ligands and 

monitoring the fraction of protein bound by tryptophan fluorescence quenching. The measurement 

was based on the use of competing ligands forming 1:1 complexes with Cu(II). Three ligands were 

tested and the affinity constants of the different ligands for Cu(II) were derived from the literature 

(at 25°C and at pH 6.5, with ionic strength of 0.1 M):40 EDTA (N,N,N′,N′-ethylenediamine 

tetraacetic acid) log(EDTA) = 14.9; EGTA (ethyleneglycol-O,O′-bis(2-aminoethyl)-N,N,N′,N′-

tetraacetic acid) log(EGTA) = 12.5 and NTA (nitrilotriacetic acid) log(NTA) = 9.8. 

The apo-SmAA10 was placed in 20 mM MES buffer set at pH 6.5 in the presence of 50 mM 

Na2SO4 (ionic strength I = 0.1 M). Several solutions were then prepared containing from 0 to 1 

equivalent of Cu(II) from a concentrated stock solution of Cu(NO3)2 in water. After 15 minutes, 

the competing ligand was added in equimolar concentration as compared with that of the protein. 

To ensure that the system has reached equilibrium, the same reaction was performed starting from 

L-Cu(II) solutions followed by the addition of the apo-protein to the mixtures. The samples were 

left to equilibrate 24 hours at 25°C. Fluorescence intensities were recorded using ex = 290 nm (5 

nm slit width) and em = 340 nm (5 nm slit width). The fraction of metalated protein was 

calculated using Eq. 1.40  

[PCu] =
𝐹𝑚𝑎𝑥−𝐹

𝐹𝑚𝑎𝑥−𝐹𝑚𝑖𝑛
∗ 𝐶0 Eq. 1 
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With c0 the protein or ligand total concentration, F the fluorescence intensity of the sample, Fmax 

the fluorescence intensity of the apo-protein and Fmin the fluorescence intensity of the fully 

metalated protein.  

The concentration of holo-protein was then used to calculate the other concentrations and the 

dissociation constant (KD) was derived from Eq. 2: 

𝛽𝐿𝐾𝐷 =
[𝐿𝐶𝑢]∗[𝑃]

[𝑃𝐶𝑢]∗[𝐿]
  Eq. 2 

With L the affinity constant of the competing ligand. 

EPR Techniques 

The Echo-Detected Field-Swept spectra (EDFS) have been recorded with an ELEXSYS E-580 

spectrometer (Bruker) equipped with a Super-Q FTu bridge for X-band (9 GHz) and Q-band (35 

GHz). Samples prepared into aqueous buffers have been transferred into 3 × 4 mm (i.d. × o.d.) 

quartz tubes (flash-frozen into liquid nitrogen, and rapidly inserted into precooled dielectric 

resonators, ER 4118X-MD5W X-band and ER 5106QT-2w Q-band). X- and Q-band spectra were 

acquired at 20 K using a Bruker Cryogen-free (Cold-Edge) cooling system. EDFS were acquired 

using the pulse sequence: π/2–τ–π–τ–echo to generate Hahn-echo. Microwave pulse lengths π/2 = 

10-12 ns (Q-band) and π/2 = 16 ns (X-band) have been used; inter-pulse delays of τ = 172 ns (Q-

band) and τ = 136 ns (X-band) have been applied. A two-step phase-cycle has been applied to 

remove all unwanted echoes. Numerical simulation of the EPR spectra was conducted using the 

Matlab toolbox Easyspin 5.2.3.41 Hyperfine sublevel correlation (HYSCORE) experiments have 

been recorded by setting the magnetic field to the maximum of the EDFS spectra. 4-pulse 

HYSCORE spectra were acquired at 20 K at X-band frequencies 9.72 GHz) with a pulse length of 
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16 and 32 ns for π/2 and π, respectively,  set at 132 ns and a 4-step phase cycle. Data were 

processed and analyzed using the Matlab plugin HYSCOREAN41 employing Hamming 

apodization, zero-filling, 2nd order polynomial background correction. Upon diagonal and anti-

diagonal spectral symmetrization, a similar amount of noise for each spectrum has been kept by 

adjusting the minimum contour level percentage accordingly. 

Partial Fluorescence Yield (PFY) XAS data collection and processing 

The experimental configuration and parameters used to collect the PFY-XAS data were adapted 

from a previously reported procedure and is again described here.22 The Cu K-edge PFY-XAS 

were collected at Diamond Light Source (DLS; Oxfordshire, UK) (3 GeV, 300 mA) at I20-

scanning,42,43 equipped with a four-bounce Si(111) monochromator, rhodium-coated harmonic 

rejection mirrors. This configuration provided a flux of ~1 × 1012 photons/sec (when unattenuated) 

at the sample position. The X-ray beam approximated an un-slitted, focused beam spot size of 0.3 

× 0.4 mm2 (v × h; full width at half maximum (FWHM)). The sample of SmAA10-Cu(I) in pH 6.5 

MES (50 mM) was prepared by reduction of SmAA10-Cu(II) using 50 equivalents excess ascorbic 

acid under anaerobic conditions, followed by purification by size exclusion chromatography and 

the addition of saturated glucose solution (30 % v/v) as a glassing agent. Each solution was 

transferred into a Kapton-windowed Delrin cell and frozen in liquid nitrogen. During 

measurement, the sample cell was suspended in a top loading exchange gas pulse tube He cryostat 

maintained at 10 K to minimize photodamage. Scans swept the incident energy from 8859 to 9640 

eV, and the incident energy was calibrated by simultaneous measurement of a Cu foil, with the 

first inflection point of the Cu foil set to 8980.3 eV. Three ionization chambers — one before the 

sample (I0), one after the sample (It), and one after a reference foil (Iref) — were positioned along 

the beam path, and fluorescence data from the sample was recorded by a 64-element monolithic 
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Ge detector. For the fluorescence detector, read-out was performed by an Xspress4 digital pulse 

processor. Damage assessment was performed prior to the collection of the full spectra via a series 

of short, low-resolution scans at the near-edge region. Flux was attenuated in order to ensure that 

each sample spot could survive a 12-minute scan, and full spectra were collected at several fresh 

sample spots. 

The Demeter software package was utilized for data processing.44 Using the Athena module, the 

data were truncated to k = 12.4 Å–1, background subtracted and normalized. Before the edge region, 

a linear regression from 8864 to 8956 eV was used; and a cubic polynomial regression was used 

for the region after the edge, 9136 to 9545 eV. The data were splined (k range: 0–12.4 Å–1, R-

background: 1.0, k-weight: 3). The EXAFS were k3-weighted (to enhance the impact of high-

k data), and Fourier transformed (FT) using a Hanning-windowed k range: 2–12 Å–1. The Artemis 

module was utilized to model and fit the FT-EXAFS equipped with FEFF6 at the back end. The 

fitting range spanned R = 1.0–4.0 Å (non-phase shift corrected), and similar scattering paths were 

grouped together as degenerate when within the ΔR = 0.167 Å resolution. A single E0 variable was 

globally applied for all paths in a given fit, and the amplitude reduction factor (S0
2) was fixed at 

0.9 for all paths. An initial fit was performed using FEFF-calculated paths generated from the 

geometry optimized structure. Atoms used for the FEFF calculation are shown in Figure [3]. The 

initial fit locked path distances and allowed σ2 and E0 to be fit. Path distances (R) were then 

iteratively fit to approach a final fit in which all variables R, σ2, and E0 could be freely floated. 

Information about selected fits is shown in Table S8 and Figure S9. 
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High Energy Resolution Fluorescence Detected (HERFD) XAS data collection and 

processing 

Cu Kα HERFD-XANES data were measured at the ID26 beamline at the European Synchrotron 

Radiation Facility (ESRF, Grenoble, France) (6 GeV and 200 mA).45 A Si(311) double crystal 

monochromator was utilized for upstream energy selection and detection was accomplished using 

a 1 m radius Johann spectrometer equipped with five Si(444) analyzer crystals and a silicon-drift 

detector windowed to the Cu Kα region. Measurement of a Cu foil prior to data collection was 

used to calibrate the incident energy, for which the first inflection point of the Cu foil was set to 

8980.3 eV, and the energy of the spectrometer was set to the Kα1 maximum. The X-ray beam was 

slitted to an approximate beam spot size of 0.1 × 0.2 mm2 (v × h), providing an unattenuated flux 

of ~5 × 1013 photons/sec at the sample position. Samples of SmAA10-Cu(I) were prepared as 

described above. During the measurement, the sample temperature was maintained at 20 K using 

a side loading He cryostat to minimize photodamage. The data were collected by scanning the 

incident energy from 8960 to 9080 eV. An additional series of scans ranging from 8900 to 9500 

eV were collected and used for edge jump normalization. Prior to the collection of the full spectra, 

a series of short scans at the near-edge region were collected to assess sample vulnerability to X-

ray-induced photodamage. Successful acquisition of undamaged spectra was achieved by 

optimization of attenuation of the incident beam as scan time 90-second scan, and a translation 

was made to a fresh sample spot between each scan. 

For the Kα HERFD data, background subtraction and normalization of the data were performed 

on the long-range data (8900 to 9500 eV collection range) using a cubic polynomial regression for 

the post-edge region of 9186–9500 eV. The high-resolution short-range data (8960 to 9080 eV 

collection range) were adjusted to overlay against the normalized data. 



 15 

 

Redox potential determination 

Electrochemical measurements were performed as previously described.31 To enhance the 

kinetics of the heterogeneous electron transfer between SmAA10 and the electrode necessary to 

determine its redox potential, a thin layer configuration and electrode modification by carbon 

nanotubes were used.46,47 A pyrolytic graphite electrode (PG) with surface area 0.071 cm2 was 

polished with 2400 wet emery paper, sonicated in 30% C2H5OH solution, and dried. Then, 7 µL 

of multiwall carbon nanotubes functionalized with NH2-groups (CNT-NH2, Dropsens, Spain) 

dispersed in NMP (0.1 mg/mL) was drop-cast onto the electrode surface and evaporated under 

vacuum for 15 min. A thin layer configuration was created by depositing 2 µL of 1 mM protein on 

the CNT-NH2 surface and immediately covering the electrode with a 7 kDa dialysis membrane, 

fixed in place with a rubber O-ring. 

Cyclic voltammetry was performed in a 3-electrode electrochemical cell comprising a working 

electrode (modified PG), a Pt-wire auxiliary electrode (Pt wire) and Hg/Hg2SO4 (sat. K2SO4) as 

reference electrode. The cell was controlled by a potentiostat Autolab M101 and Nova 2 software 

(Autolab Metrohm, Netherlands), kept under nitrogen atmosphere. Scan rates in the range of 200 

- 0.05 mV/s were used. All the potentials in the text are referred the normal hydrogen electrode 

(NHE). 

Redox titrations were performed under inert atmosphere and at 25°C. LPMO was placed at 200 

M in MES 20 mM set at pH 6.5 in the presence of 5 M of the following redox mediators: 

Ferroin, 1,1-ferrocene dicarboxylic acid, mono carboxylic acid ferrocene and 1,1-ferrocene 

dimethanol. Potentials were adjusted by adding concentrated solutions of freshly prepared 

dithionite or potassium hexachloroiridate (K2IrCl6) solutions and were measured using an Inlab 
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redox micro electrode from Mettler Toledo. For each potential, an aliquot of the solution was 

withdrawn and placed in an EPR tube for further Cu(II) quantification by double integration of the 

EPR derivative signal. For redox titrations, cw X-band EPR measurement were acquired at 120 K 

with a Bruker ELEXSYS and a BVT-3000 temperature controller. 

 

Computational details 

All DFT computations were conducted using the ORCA program 5.0.48,49 Structure 

optimizations were carried out with the BP86 functional50,51 and def2-TZVP basis sets52. The 

def2/J auxiliary basis sets were used for the Coulomb fitting.53 Tight SCF was used as convergence 

criteria together with increased angular and radial integration grids (Grid4 and IntAcc 6.0, 

respectively, in Orca convention). Slow SCF was used as convergence setting and the full Fock 

matrix (DirectResetFreq 1) was recalculated for each SCF step. The steric influence of the protein 

matrix towards the active site geometry was preserved by applying specific constraints on 

designated terminal hydrogens and backbone carbons.54 The enzyme under investigation having 

its active site solvent exposed, all calculations were performed by invoking the implicit solvation 

model CPCM55 (ε = 20, refractive index = 1.33).56 Using the BP86 functional50,51 and def2-TZVP 

basis sets 52, we computed redox potentials from the energy change occurring when the oxidized 

species is reduced in solution57 We employed the universal solvation model based on density 

(SMD)58 in order to evaluate both electrostatic and nonelectrostatic solvation components of the 

solvation process. The reported values are relative potentials referenced to standard hydrogen 

electrode and as such, a 0.630 eV shift was applied to convert the calculated Fc+/Fc reference into 

NHE59 for comparison purpose with experimental data. We performed single-point calculations 

with the B3PW91 functional60,61 and def2-TZVP basis sets52  to obtain electronic structures. EPR 

calculations, namely g-tensors, were obtained from single-point calculations using an adapted 
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version of B3PW9160,61 incorporating 40% Hartree–Fock exchange.62 aug-cc-pVTZ-Jmod 63 was 

used as extended basis set for the copper center while the def2-TZVP basis sets52 were applied to 

describe other atoms. Hyperfine tensors as well as nuclear quadrupole couplings were computed 

from additional single-point calculations employing the B3PW91 functional60,61 together with the 

aug-cc-pVTZ-Jmod63, EPR-II64 and def2-TZVP basis sets52 for the copper, nitrogens and other 

atoms, respectively. UV-vis spectral features were predicted within the TD-DFT framework using 

the BLYP functional50,65 and def2- TZVP basis sets52 Simplified TD-DFT using the TDA66–70 

method was employed to compute electronic transitions. The RI approximation71 was used in 

calculating the Coulomb term to increase computational efficiency, and in each case, up to 70 

excited states were calculated. X-ray absorption spectra were calculated using TD-DFT following 

previously established protocols72–74 with CAM-B3LYP61,65,75 functional with the Tamm-Dancoff 

approximation. Scalar relativistic effects were included using ZORA76 with ZORA-def2-TZVP 

basis sets.77 The Autoaux generation procedure was used to assign auxiliary basis for coulomb 

fitting.78 The chain of spheres approximation (RIJCOSX)79 was employed for the RI 

approximation to the Coulomb integrals in addition to the auxiliary basis. These calculations were 

conducted using the implicit solvation model CPCM55 (ε = 20, refractive index = 1.33). The SCF 

convergence criteria was set with “TightSCF” and “SlowConv” keywords. We plotted the 

absorption spectra with the orca_mapspc program using 0.96 eV and 2.40 eV broadening with 

Gaussian line shape to compare with HERFD and PFY experimental data, respectively. We added 

the contributions from the magnetic dipole, electric quadrupole, and electric dipole to determine 

the oscillator strength. Molecular orbitals and density difference plots were obtained with the 

orca_plot program and the Chemcraft program was used for visualization 

(http://chemcraftprog.com). 

http://chemcraftprog.com/
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Results and Discussion 

Structural characterization of SmAA10 copper active site 

The structure of SmAA10 was previously described for its apo form (with a sodium modeled at 

the place of copper) by both X-ray crystallography and NMR.28,29 Apo SmAA10 crystallized in the 

orthorhombic space group P212121 with three monomers in its asymmetric unit (PDB code 

2BEM),28 and its X-ray crystal structure was solved at 1.55 Å. Its associated mutant Y54A was 

also crystallized but in different conditions yielding a new crystal form diffracting at 1.80 Å, in 

the trigonal space group P3121 with two monomers in the asymmetric unit (PDB code 2BEN). In 

the wild-type apo structure, the histidine brace is preorganized with the two histidine side chains 

(H28 and H114) interacting through a hydrogen bond (2.9-3.0 Å between H28 Nδ and H114 Nε). 

Some flexibility is observed for the side chain of H28 moving further away in the crystal structure 

of SmAA10 Y54A mutant and in the solution structure by NMR (PDB code 2LHS).29 However, 

Cα of H28 and H114 remain within a distance of 7.5-8.0 Å in the crystal structures and of 10.0-

11.2 Å in the solution structure, indicating that the copper binding site is prearranged within the 

protein scaffold. Intriguingly, a sodium ion coordinated by the histidine brace was modeled in the 

active site of monomer C in the wild-type structure. At the time the crystal structure was solved, 

SmAA10 was not yet described as a copper-dependent LPMO, but as a chitin-binding protein 

possibly leading to an incorrect assignment of the metal ion. Nonetheless, the exact nature of the 

bound metal ion in this crystal structure remains unclear given that SmAA10 was not reconstituted 

with Cu(II). This metal ion could possibly be heavier than sodium but with a lower occupancy. 

For instance, it is known that SmAA10 can also bind Zn(II), even though less tightly than Cu(II).29 
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We crystallized Cu(II)-loaded SmAA10 in conditions consisting of citrate as buffer (0.1 M, pH 

3.2 to 4.0), and PEG 3350 as precipitant (20 to 31% w/v), yielding rod-shaped crystals within one 

to two days. The structure was solved at 1.46 Å resolution for this new crystal form belonging to 

the monoclinic space group C2 with 2 monomers in the asymmetric unit (Table 1). The overall 

structure of the two monomers is almost identical with a root-mean-square deviation (rmsd) value 

of 0.18 Å for 169 aligned Cα atoms (Figure 2A). Likewise, no major structural change is observed 

compared to the previously reported structure of SmAA10 (PDB code 2BEM)28 with rmsd values 

ranging from 0.26 to 0.32 Å for 169 aligned Cα atoms depending on superimposed monomers. 

Within our structure, active site copper ions display full occupancy in both SmAA10 monomers. 

The coordination geometry of the histidine brace copper ions is similar to previously characterized 

chitin-active bacterial LPMOs (Table S1).80 In monomer A, the active site metal ion has a three-

coordinate T-shape geometry, which is consistent with a Cu(I) ion, suggesting that X-rays have 

reduced the resting state Cu(II) ion over the course of data collection (Figure 2B), as previously 

described for other LPMOs.21,24,81,82 In contrast, the copper ion in monomer B is in a mixed 

Cu(II)/Cu(I) redox state as judged from active site geometry and ligand occupancy. Even if partial 

reduction of the Cu(II) may have occurred during X-ray diffraction data collection, two additional 

ligands with partial occupancy (~ 40%) are coordinated to the Cu(II) (Figure 2C). In the equatorial 

position, a water molecule is found at 2.6 Å from the copper ion in comparison to 1.8-2.3 Å in 

other Cu(II)-LPMO X-ray crystal structures.80 This unusually long metal-ligand distance can be 

indicative of partial copper photoreduction leading to water discoordination.82 This water molecule 

also donates a hydrogen bound to E60 (distance of 2.7 Å).  
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Figure 2. X-ray crystal structure of SmAA10. (A) Global structure in grey cartoon featuring the 

two conserved active site histidine residues (C in yellow, N in dark blue) coordinating the copper 

ion (in brown), and the phenylalanine in axial (C in teal). (B) and (C) Zoom of the active site in 

monomers A and B corresponding to the Cu(I) and mixed Cu(I)/Cu(II) oxidation state, 

respectively. The first coordination sphere of the latter includes an equatorial water molecule (in 

red) H-bonding with E60 (C in teal, O in red), and a citrate buffer molecule (C in pale green for 

conformer A and in light blue for conformer B, O in red) in two alternative conformations with a 

carboxylate group as a bidentate ligand. (D) Structure of adjacent monomers in the crystal packing. 

Monomers A and B are facing symmetry-related monomers A’ and B’, respectively. Copper-
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copper distance between monomers A is slightly higher than between monomers B, preventing 

their bridging through citrate coordination contrary to what is observed between monomers B. 

 

In axial position, the Cu(II) is coordinated by the carboxylate group of a citrate buffer molecule 

in a bidentate fashion (Figure 2C). Interestingly, this citrate is found in two different conformations 

and bridges two monomers B from adjacent asymmetric units by copper coordination. This 

peculiar citrate coordination between two monomers does not seem to be possible for monomer 

A. Indeed, monomers A are slightly shifted in the crystal packing as indicated by the copper-copper 

distance between two adjacent monomers that increases from 9.1 to 11.1 Å for monomers B and 

A, respectively (Figure 2D). This prevents two neighboring carboxylate groups of a citrate 

molecule to coordinate the two copper ions at the same time. In addition to contributing to a strong 

crystal contact, the presence of the citrate buffer molecule yielded two distinct active site redox 

states: the fully reduced and the still significantly oxidized one (as citrate coordination prevented 

the active site Cu(II) ion to be fully photoreduced by X-rays during data collection). 

 

Cu(II)-binding affinity 

LPMOs are well-known to exhibit strong copper binding. Cu(II) affinity has been mostly 

studied by Isothermal Titration Calorimetry (ITC). Although ITC is often the method of choice to 

measure affinity constants, it can lead to significant underestimation of metal affinity since kinetic 

effects are not always taken into considerations binding competition with buffer molecules can 

exist and since correct metal speciation analysis is often lacking.40 To avoid pitfalls associated 

with ITC, Cu(II) affinity for apo-SmAA10 was re-evaluated using ligand competition and 

monitoring copper binding by intrinsic tryptophan fluorescence quenching (ex= 290 nm and em 
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= 340 nm). We first followed Cu(II) binding to apo-SmAA10 and direct titration of apo-SmAA10 

by Cu(II) resulted in a linear quenching of tryptophan fluorescence up to a breakpoint at ca. one 

equivalent after which fluorescence remains constant (Figure S1), as observed for other bacterial 

LPMOs and other copper enzymes with strong binding affinity for copper.21,83 This is consistent 

with a metal-to-protein binding stoichiometry of 1:1 and a strong binding affinity of SmAA10 for 

Cu(II).  

Chelators such as EDTA, EGTA or NTA with known Cu(II) affinity and forming stable 1:1 

coordination complexes are commonly used in relation to the estimated affinity of the target 

metalloprotein.40 The apo-protein (5 M) was reconstituted with sub-stoichiometric amount of 

Cu(II) (from 1-5 M) to ensure negligible contributions from low affinity ligands (e.g., buffer) 

and from metal ion hydrolysis. The competitor ligand was then added in equimolar concentration 

(5 M) and left to equilibrate before fluorescence was measured to estimate the fraction of 

metalated protein. Exchange of Cu(II) between the two ligands may be slow and to ensure that the 

system has reached equilibrium, we performed the same reaction starting from L-Cu(II) and adding 

apo-protein to the mixture. For SmAA10, EGTA was chosen as the best competitor over EDTA or 

NTA as Cu(II) exchange with the protein was kinetically accessible after 24h (unlike with EDTA) 

and since competition with NTA appeared to be less favorable (Figure S2). The Cu(II) dissociation 

constant for SmAA10 could be estimated at KD = 75 ± 20 fM at 25°C, which attests from the tight 

binding of Cu(II) to the histidine-brace ligands of SmAA10. This value differs by several orders 

of magnitude with that previously measured by ITC (55 nM) for SmAA10.29 Our estimated Cu(II) 

dissociation constant is however consistent with that determined for the copper transporter CopC 

(10-13-10-15 M) which harbors a similar Cu(II) coordination motif (histidine brace),83 highlighting 

the fact that such coordinating motif offers a very strong binding to Cu(II). 
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Theoretical models of the Cu(II) and Cu(I) active sites 

Theoretical calculations were performed in the Density Functional Theory (DFT) framework to 

support the experimental findings (see following sections) and get insight into the structures and 

properties of SmAA10 LPMO active site.  

Geometry optimization of SmAA10-Cu(II) was undertaken on a structural model derived from 

the X-ray crystal structure and using monomer B as template (Figure 2C) while removing the 

citrate ligand and placing a water molecule. This model therefore includes two copper-bound water 

molecules and the two amino acids that directly coordinate the metal ion, namely His28 and 

His114. Second-sphere residues such as Gly29, Ser58, Ala112, Trp178, Ile180 and Phe187 were 

conserved. Distinct interactions between the protein envelope and the copper coordination sphere 

were accounted for with fragments of the amino acids Tyr30, Gln57, Leu59, Thr111, Arg113, 

Ser115, Thr116, Asp179, and Ala186. Long-range effects were included through implicit solvation 

while outer-layer crystallographically resolved solvent molecules were not conserved. The 

resulting DFT model presented in Figure 3A consists of 195 atoms and its key structural 

parameters shown in Table 2 are consistent with the crystallographic structure. The model has a 

five-coordinate Cu ion with two water ligands and two N-terminal histidine ligands. The N3O2 

coordination sphere around the copper centre is compatible with a distorted geometry between 

trigonal bipyramidal and square pyramidal, consistent with crystallographic data. 

 

 

 

A) SmAA10-Cu(II) B) SmAA10-Cu(I) 
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Figure 3. DFT models of SmAA10-Cu(II) (A) and SmAA10-Cu(I) (B) LPMO with the labels of 

the amino acids. Truncated peripheral residues denoted in square brackets and hydrogen atoms 

bonded to carbon centres are omitted for clarity.  

 

Table 2. Selected structural parameters (distances in Å, angles in degrees) of the DFT models of 

the SmAA10-Cu(II) and SmAA10-Cu(I) LPMO active site. Experimental data are provided from 

monomer B (mixed Cu(II)/Cu(I) state) and monomer A (Cu(I)). Atom labelling is displayed in 

Figure S5. 

 Parameters 
Cu-N1 

(H28 Im) 

Cu-

N2(NH2) 

Cu-N3 

(H114) 

Cu-

O2 

Cu-

O1 

N2-Cu-

O2 

N1-Cu-

N2 

N1-Cu-

N3 

N2-Cu-

N3 

Cu(II) 

Calc. 1.975 2.144 2.007 2.431 2.234 121.6 90.8 171.3 93.7 

Exp. 1.97 2.16 1.96 2.60 2.30 116 96 172 92 

Cu(I) 

Calc. 1.918 2.219 1.915 - - - 96.8 156.8 106.2 

Exp. 1.95 2.16 1.89 - - - 97 169 94 

 

The structural model used to describe the Cu(I) form of the active site consists of 189 atoms 

(Figure 3B) and its key structural parameters shown in Table 2. The Cu(I) model was obtained 
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upon optimization of the Cu(II) model, after removing the two water molecules and changing the 

charge of the metal. The Cu(I) ion is bound to the two histidine ligands and features a three-

coordinate T-shape geometry consistent with the solid-state structure of SmAA10 (monomer A), 

with the structural parameters comparing well to the ones obtained in the crystallographic 

structure. The Cu(I) ion is contained within a distorted plane with 3 nitrogen ligands, characterized 

by a calculated twist angle of 52.6 ° (X-Ray: 67.3 °). The distortion is also evidenced by the fact 

that the non-coordinating N-atoms are displaced from the DFT-predicted mean CuN3 plane from 

0.242 to 0.601 Å (X-Ray: from 0.24 to 0.54 Å).  

 

 

Spectroscopic properties of SmAA10-Cu(II) 

EPR spectroscopy. EPR experiments were conducted for the oxidized enzyme placed in MES 

buffer at pH 6.5 (Figures 4 and S3). The echo-detected field-swept (EDSF) spectra were acquired 

by electron spin echo (ESE) detection at X- and Q-bands and processed using pseud-modulation. 

The resulting anisotropic signals are typical for Cu(II) species with the Q-band EDFS spectrum 

displaying well-resolved g-factor and hyperfine splitting pattern allowing their easy and accurate 

determination.  
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Figure 4. Pseudo-modulation of the EDFS (Q-band) recorded at 20 K of SmAA10-Cu(II) placed 

at 200 M in 20 mM MES at pH = 6.5. Black line: experimental spectrum, red line: simulation. 

Simulations of both Q-Band and X-band spectra using the EasySpin program package41 provided 

g-factors and hyperfine coupling constants (hfcs) that are in good agreement with already reported 

ones (Table S2).25 These data were further confronted with computations performed on the 

SmAA10 DFT-model using the B3PW91 functional with 40% and 20% exact exchange admixture, 

respectively (Table 3). To assess the agreement between theory and experiment, we examined the 

axial and rhombic shift parameters (gmax, Amax
Cu, Δg and ΔACu) as well as the isotropic values (giso, 

Aiso
Cu) and the results confirm that our DFT model reproduces quantitatively well the main features 

of the EPR spectrum of SmAA10-Cu(II) at pH = 6.5.  
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Table 3. Comparison of the g-values and copper hyperfine coupling constants of SmAA10-Cu(II) 

obtained from Easypsin simulations of Q-band spectrum and DFT computations. 

 

 

Both simulated and computed parameters provide three g-values that are consistent with a 

pentacoordinate rhombic geometry around the metal centre, intermediate between trigonal 

bipyramid and square pyramid.84 This is consistent with the X-ray and DFT-optimized structures 

of SmAA10-Cu(II). The sets of g-values also suggest that the singly occupied molecular orbital 

(SOMO) describing the ground state is a combination of the dz2 and dx2-y2 orbitals. This is 

corroborated by electronic structure calculations which provide a Singly Occupied Molecular 

Orbital (SOMO, Figure S4) displaying a dominant Cu character (68%) and featuring an extended 

dz2 orbital mixing (40%) into the dx2−y2 (60%), rationalizing thus the observed g-value rhombicity 

(Tables 3 and S2). 

 

 g-values  ACu (MHz) 

 Exp. Calc.  Exp. Calc. 

g1 2.258 2.271  A1
Cu 375 396 

g2 2.114 2.120 A2
Cu 57 84 

g3 2.024 2.048 A3
Cu 268 268 

giso 2.131 2.146 Aiso
Cu 233 249 

g 0.234 0.223 ACu 318 312 
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Figure 5. (A) 2D-HYSCORE spectrum recorded at 20 K of SmAA10-Cu(II) at pH 6.5 and (B) 

corresponding HYSCOREAN fit. 

 

2D hyperfine sublevel correlation experiments (2D HYSCORE) were conducted at X-band to 

investigate in depth the coordination of the copper center. These experiments usually enable the 

proper assignment of various couplings arising from a broad range of nuclei such as 1H, 13C or 

14N. 2D HYSCORE experiments on SmAA10-Cu(II) allow the detection of three distinct pairs of 

cross-peaks in the (+,+) quadrant (Figure 5A). Combining the experimental spectrum with the 

EasypSin-simulated one (Figure 5B) gives access to the values of the weak hfcs with nitrogen 

atoms (Table S3 and Figure S5 for atom labelling). These data are complemented by the simulated 

EDFS spectra that provide three sets of strong hfcs (with the Cu nuclei and 3 nitrogen atoms, Table 

S4). DFT-computations were then performed on the SmAA10-Cu(II) model to predict the nitrogen 

hfcs in close proximity to the copper centre (Tables S5 and S6). Based on the good agreement 

between the simulated and calculated parameters, it is possible to ascribe the strong hfcs to the 

coordinating nitrogen centers of the His28 and His114 residues (N1, N2, N3 in Table S6, see 

Figure S5 for atom labelling). These results are consistent with previously reported data on a 

related chitin-active LPMO enzyme.85 The weak hfcs originates both from the non-coordinated 

nitrogens of the imidazole groups of His28 and His114 and from the Gly29 residue (N4, N5, N6 



 29 

in Table S5, see Figure S5 for atom labelling). These latter assignments are further supported by 

the good agreement between simulated and computed nuclear quadrupole coupling constants K 

(Tables S3 and S5). The comparison between experimental and computed isotropic values for the 

nitrogen hyperfine coupling constants is displayed in Table 4. Overall, by associating advanced 

EPR spectroscopic measurement to DFT calculations, we obtained a precise description of the 

coordination sphere and geometry of the metal centre in SmAA10-Cu(II).  

 

Table 4. Comparison of the isotropic values for nitrogen hyperfine coupling constants of 

SmAA10-Cu(II) obtained from EasySpin simulations and DFT computations. Copper-bound 

nitrogens in bold. 

 

 

 

 

 

UV-Visible spectroscopy. The UV-visible spectrum (Figure 6A & S6A) of SmAA10-Cu(II) 

displays a maximum at 675 nm ( = 120 M-1.cm-1) with a shoulder around 800 nm ( = 95 M-1.cm-

1). Double d-d transitions are consistent with a distorted geometry around the copper center.86 In 

addition, a transition is also observed around 340 nm ( = 230 M-1.cm-1). 

Nuclei N1H28 N2NH2 N3H114 N4H28 N5H114 N6G29 

𝐴𝑖𝑠𝑜
𝑒𝑥𝑝𝑡.

 (MHz) 36.29 39.12 32.75 2.14 1.90 1.36 

𝐴𝑖𝑠𝑜
𝑐𝑎𝑙𝑐. (MHz) 37.74 41.57 32.18 2.24 1.76 0.77 
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Figure 6. (A) UV-visible spectrum of SmAA10-Cu(II) in 20 mM MES at pH 6.5 and (B) 

theoretical fit of the spectral features of the DFT model. 

 

For a better understanding of the optical properties, TD-DFT calculations were undertaken on 

the SmAA10-Cu(II) DFT-model to assign the features of the experimental UV-vis spectrum by 

computing the main transition energies and their relative intensities (Figures 6B and Figure S6B, 

Table S7). Our calculations adequately reproduce the key features of the spectrum in terms of 

energy and intensity, namely the band at 665 nm (calc: max = 665 nm with f =0.086) and the 

shoulder at 800 nm (calc: max = 800 nm with f =0.017) together with the slightly more intense 

absorption around 340 nm (calc: max = 347 nm with f =0.013). The difference density plots 

presented in Figure S7 indicate that the two electronic transitions contributing to the shoulder 

observed at 800 nm are compatible with d-d- transitions while the band found at 665 nm arises 

from three main electronic transition displaying a mixed metal-ligand to metal character. For the 

more intense absorption found at 340 nm, two main transitions are identified and are assigned to 

ligand-to-metal charge transfer (LMCT) transitions. For all TDDFT-calculated electronic 

transitions, the acceptor orbital is the SOMO of Cu(II)-SmAA10 (Figure S4) displaying 68% Cu 
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3d-character and 32% contribution ascribed to the nitrogen atoms from coordinating histidines 

which is further reflected in the nature of the computed UV-vis bands. Our calculations are overall 

in good agreement with the experimental data and corroborate well with our previous conclusions 

regarding the structural and electronic descriptions of Cu(II) ion in SmAA10. 

 

Spectroscopic features of SmAA10-Cu(I) 

The Partial Fluorescence Yield detected (PFY) Cu K-edge data collected on the ascorbic acid-

reduced SmAA10 (Figure 7A) exhibits a rising edge 1s→4p feature at 8983 eV with a shape and 

intensity consistent with a typical 3-coordinate Cu(I) center.87 Furthermore, the k3-weighted 

EXAFS exhibits a bimodal interference pattern at k ~4 Å–1 typically seen in LPMO EXAFS and 

attributed to backscattering to outer shells of the histidine imidazole rings.22,88–90 Initial fits (Table 

S8, Fits 1 and 2) of the Fourier Transformed EXAFS data (k-range 2 to 12 Å–1) using FEFF 

calculated paths generated from the DFT geometry optimized structure suggest that the data could 

be fit with five unique paths (Fit 2). Further optimization of path distances (Fits 3-7) suggests Cu–

NHis distances slightly contracted from the geometry-optimized structure (0.03 Å shorter). 

Overall, however, the path distances do not significantly deviate from the distances suggested by 

the geometry-optimized structure. Attempts to model an additional O ligand as water upon a 4-

coordinate Cu site did not improve the fit. It was found that fits of the Cu-C2/3 path (R = ~3.22 Å) 

recurrently converged upon a model with negative a Debye-Waller factor (σ2), which describes 

the variance in R due to static and thermal disorder (and therefore cannot be negative). Restraining 

the model to σ2 = 2×10–3 Å2 for the path did provide a reasonable fit (Table S8, Fit 8), with 

differences being well within the noise level of the data (Figure S8). Alternatively, increasing the 

degeneracy of the Cu-C2/3 path to N = 3 (Fit 9) provided a slightly better fit. However, a chemical 
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rationalization for the increased degeneracy could not be justified, even when accounting for atoms 

from secondary sphere residues (e.g. F187). Attempts to restrain or correlate σ2
Cu-C2/3 with σ2

Cu-

N5/9 provided unsatisfactory results. The introduction of a Cu···N5/9···C4/6/10/13 multiple scattering 

path, and omission of the weak Cu-C2/3 path (Table S8, Fit 13) provided the more chemically 

sensible fit. However, restraining the σ2 of the Cu-C4/6/10/13 path was found to be necessary (Table 

S8, Fit 14). Further attempts to improve the fit were unsatisfactory. Thus, we conclude that Fit 14 

provides the most reasonable fit grounded within the limits of the expected structure for SmAA10-

Cu(I). 

 

The PFY-detected data resolution is a convolution of the Cu core-hole lifetime energy 

broadening (2.11 eV for Cu Kα1)91 and the broadening contribution based on the Darwin width of 

the monochromator (1.15 eV for Si(111) at 9 keV). The resulting energy broadening is then 

determined to be a theoretical 2.40 eV. In contrast, in High-Energy Resolution Fluorescence 

Detected XAS, the core hole broadening is sharpened to 0.53 eV (ΓAPP derived from K and L3 core 

holes of the intermediate and final states, respectively). The observed energy resolution of the 

experimental configuration was determined to be 0.6 eV based on the elastic line at 8046 eV, 

giving an improved overall spectral broadening of 0.96 eV. Consequently, the 1s→4p rising edge 

feature at 8983 eV in the PFY data was resolved into a sharp peak at 8982.2 eV and a higher-

energy shoulder at 8983.8 eV. The calculated XAS spectrum using DFT model of SmAA10-Cu(I) 

LPMO (Figure 7B) adequately reproduces the rising edge feature associated with the transition to 

Cu(4pz) aligned perpendicular to the plane formed with the two coordinating nitrogen centers of 

the His28 residue. The intensity modulation at energies above the main feature is also captured, 
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and clearly seen when the calculated spectrum is convoluted with a linewidth more comparable 

with the experimental energy resolution. 

 

 

Figure 7. (A) Cu K-edge X-ray absorption data for SmAA10-Cu(I) detected in PFY (blue) and 

HERFD (red) configurations. The Cu K-edge data have been normalized by the edge jump (see 

Supporting Information). (B, top) TDDFT calculated XANES spectra for DFT model of Cu(I)-

SmAA10 LPMO applying an energy shift of –4.24 eV using Gaussian line shape widths of 2.40 

eV (blue) and 0.96 eV (red) together with experimental data (bottom). Note that the y-axis is on 

the right for the calculated spectra and on the left for the experimental data. (C) k3-weighted 
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EXAFS and Fit 14 (Table S8). (D) Non-phase shifted Fourier transform over a k-range of 2 to 12 

Å–1 and Fit 14 (Table S8). 

Additionally, the contributions from each 4p orbital could be inferred from the calculated 

polarizations, shown in Figure 8A. The rising edge main feature at 8982.2 eV is dominated by the 

4pz orbital (perpendicular to Cu-N bonds in His28, as shown in Figure 8B), with contributions 

from the 4px orbital (lying along Cu-terminal amine of His28) especially on the low-energy side 

of the main feature. For the broad features at 8984 and 8987 eV, the 4px is the major source of 

intensity, followed by 4pz. Finally, the 4py orbital (along the Cu-imidazole axis) contributes the 

least throughout, but more importantly towards higher energy. This analysis highlights the 

sensitivity of HERFD XAS to active site geometry, and its promise for broader applications to 

copper-based enzymes and catalysts. 
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Figure 8. A) TD-DFT calculated spectra of SmAA10-Cu(I) K-edge with XYZ polarization 

components with HERFD broadening (0.96 eV). B) Orientation of the histidine brace in the cluster 

model is such that the y axis lies along Cu-N bond involving the His28 imidazole ring and x axis 

is along Cu-NH2 involving the His28 primary amine. 

Redox properties 

SmAA10 Cu(II)/Cu(I) redox potential was previously determined using N,N,N’,N’-tetramethyl-

1,4-phenylenediamine (TMP) as a chromogenic redox indicator at 275 mV vs. NHE (at pH 6).29 

Following a similar protocol with the same redox mediator, we found a similar value of 280 ± 15 

mV vs. NHE (pH 6.5).  

As the previous method is indirect, we investigated the redox properties of SmAA10 using 

cyclic voltammetry. SmAA10-Cu(II) was casted on the surface of a modified PG electrode and 

entrapped using a dialysis membrane. The cyclic voltammograms of SmAA10 demonstrated 

oxidation and reduction currents increase, yet without characteristic peaks at scan rates > 2 mV/s 
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(Figure S10). Well-shaped symmetric peaks typical for the thin layer configuration were only 

obtained at very low scan rates such as 0.05 mV/s (Figure 9A). This indicates that the rate of the 

Cu(II)/Cu(I) SmAA10 redox transition is very slow compared to that observed for other small 

copper containing proteins.92,93 Using cyclic voltammetry, we determined a redox potential of 360 

± 10 mV vs. NHE for Cu(II)/Cu(I) in SmAA10 (as measured for two independent enzyme 

preparations) 

 

Figure 9. A) CV of SmAA10 at 0.05 mV/s B) Redox titration of SmAA10 at 298 K followed by 

EPR. The curve was simulated using Nernst equation and one electron exchanged. 

As the redox potential obtained using a redox indicator or by cyclic voltammetry are not 

consistent (80 mV difference), we further investigated the redox properties of SmAA10 by redox 

titration monitored by EPR. Using this approach, we determined a redox potential value of 350 ± 

10 mV vs. NHE for Cu(II)/Cu(I) SmAA10, which is consistent with that obtained by cyclic 

voltammetry (Figure 9B).  

These results significantly differ from previously reported values obtained by indirect method 

using TMP as a redox indicator. There are few direct electrochemical measurements of redox 

potentials for LPMO enzymes.94–96 The use of indirect method can lead to errors or imprecisions 
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as the choice of the redox indicator as well as the strict control of anaerobicity can induce non-

negligible bias on the measurements. Indeed, Hemsworth et al., have previously reported that the 

choice of the redox indicator could lead to discrepancies in the determination of accurate redox 

potentials.81 For instance, they measured a redox potential for the chitin-active LPMO from 

Bacillus amyloliquefaciens (BaAA10) that ranges from 275 to 370 mV vs. NHE using either 

thionine, TMP, or 2,6-dichlorophenolindophenol as redox indicator. In the present case, we 

validated cyclic voltammetry and redox titration monitored by EPR as preferred techniques for 

consistent redox potential measurement. 

The experimentally-determined redox potential was confronted with DFT calculations using the 

DFT models presented in Figure 3 for both SmAA10-Cu(II) and Cu(I), respectively. Our 

calculations provided a computed redox potential of +348 mV vs. NHE (Tables S9 and S10), a 

value in good agreement with the above measurements thus supporting both the coordination 

geometries of the oxidized and reduced copper ion in SmAA10 and the suggested approach to 

experimentally determine this thermodynamic parameter. 

 

Estimation of the dissociation constant for Cu(I). 

Following an already reported approach,29 we have estimated the dissociation constant of Cu(I) 

to SmAA10 thanks to a thermodynamical cycle and using the redox potentials of SmAA10-Cu(II)/ 

SmAA10-Cu(I) and free Cu(II)/Cu(I) as well as the SmAA10-Cu(II) dissociation constant. Details 

about this calculation are included in Supplementary Information. The value points towards a very 

high affinity for Cu(I) with a calculated KD
I for SmAA10-Cu(I) of 5.6 x 10-17. This value is 

significantly lower than that already reported for SmAA10,29 reflecting the differences in the 

experimentally determined values of redox potential and copper(II) dissociation constant.  



 38 

 

Conclusion 

SmAA10 in a model bacterial LPMO that has been widely investigated in the past. In the present 

paper, we have carried out a comprehensive investigation of the copper active site properties 

combining experimental and theoretical approaches.  

Firstly, we have successfully obtained crystallographic data of the metalated enzyme, 

representing key structural and yet missing data for the investigation of the architecture and 

coordination environment of the copper center. We have then measured the copper binding affinity 

using a robust methodology based on the use of competing ligands and avoiding the pitfalls of 

excess free metal ions and competition with buffer molecules. Following this methodology, we 

determine a significantly tighter copper binding to the histidine brace ligands than previously 

reported. Then, spectroscopic techniques including UV-Visible spectroscopy, advanced EPR 

techniques and PFY and HERFD XAS, have allowed us to probe the electronic structure and 

coordination geometry of the copper active site at both the Cu(II) and Cu(I) redox states. These 

experimental data were rationalized by DFT calculations enriching our comprehension of the 

electronic structure of the copper sites within the histidine brace ligands. Finally, the Cu(II)-Cu(I) 

redox potential was determined using two independent techniques and supported by theoretical 

calculations based on the previously validated DFT models. Notably, the redox potential is 

determined at a higher value than previously reported, shedding light on the electron transfer 

capabilities of the copper center within SmAA10.  

Data on the electronic structure of LPMO active site are of high importance for the debate on 

monooxygenase vs. peroxygenase mechanisms. It is proposed that reduction to the copper(I) state 

precedes binding of the extended substrate and reaction with either O2 or H2O2.15 Notably, binding 
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of the substrate significantly affects the active site properties at the Cu(II) redox state.25,85,97,98 It 

would therefore be essential to obtain accurate electronic descriptions in the presence of substrate. 

It is important to note that SmAA10-Cu(II)/ SmAA10-Cu(I) redox potential is rather high (ca. 350 

mV vs. NHE). A recent investigation has reported that binding of the polysaccharidic substrate 

increases the redox potential of a fungal AA9 LPMO.13 Interestingly, the E1/2 of Cu(II)/Cu(I) redox 

couple of small copper-containing complexes was shown to correlate with the binding energy of 

O2 to Cu(I) with more electron-rich copper centers (lower redox potentials) binding O2 more 

strongly.99 In the same study, a relation has been established between the E1/2 and the ability to 

electrochemically reduce O2 vs H2O2 and it was observed that increasing E1/2 lowers the 

electrocatalytic rate for both O2 and H2O2 reduction but in a different extent, leading to a change 

in the relative magnitude between both reactions. At higher E1/2, reduction of H2O2 was favored 

over the reduction of O2. These findings suggest that binding of the substrate to LPMO could favor 

reaction with H2O2 as compared to O2. This conclusion is in line with findings that oxidation of 

LPMO–Cu(I) is several orders of magnitude faster with H2O2 than with O2.100,101 However, more 

data on substrate-bound LPMO-Cu(I) are necessary to get insight into this important debate. Our 

proposed methodology combining experimental and theoretical approaches provides a solid 

background for such investigations. 

In summary, this study advances our knowledge of the copper active site properties of a model 

bacterial enzyme, SmAA10, emphasizing the importance of combining experimental and 

theoretical approaches. This integrated strategy moreover appears as a powerful methodology to 

the broader understanding of copper-containing metalloenzymes, a key step towards their 

application in biotechnological processes or the rational design of efficient bioinspired catalysts.  
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(54) Gómez-Piñeiro, R. J.; Drosou, M.; Bertaina, S.; Decroos, C.; Simaan, A. J.; Pantazis, D. A.; 

Orio, M. Decoding the Ambiguous Electron Paramagnetic Resonance Signals in the Lytic 

https://doi.org/10.1016/j.coelec.2019.11.004
https://doi.org/10.1021/jacs.9b11147
https://doi.org/10.1002/wcms.1327
https://doi.org/10.1063/5.0004608
https://doi.org/10.1103/physreva.38.3098
https://doi.org/10.1039/b508541a
https://doi.org/10.1039/b515623h


 51 

Polysaccharide Monooxygenase from Photorhabdus Luminescens. Inorg. Chem. 2022, 61 (20), 

8022–8035. https://doi.org/10.1021/acs.inorgchem.2c00766. 

(55) Barone, V.; Cossi, M. Quantum Calculation of Molecular Energies and Energy Gradients 

in Solution by a Conductor Solvent Model. J. Phys. Chem. A 1998, 102 (11), 1995–2001. 

https://doi.org/10.1021/jp9716997. 

(56) Li, L.; Li, C.; Zhang, Z.; Alexov, E. On the Dielectric “Constant” of Proteins: Smooth 

Dielectric Function for Macromolecular Modeling and Its Implementation in DelPhi. J. Chem. 

Theory Comput. 2013, 9 (4), 2126–2136. https://doi.org/10.1021/ct400065j. 

(57) Ho, J. Are Thermodynamic Cycles Necessary for Continuum Solvent Calculation of p K a 

s and Reduction Potentials? Phys. Chem. Chem. Phys. 2014, 17 (4), 2859–2868. 

https://doi.org/10.1039/c4cp04538f. 

(58) Marenich, A. V.; Cramer, C. J.; Truhlar, D. G. Universal Solvation Model Based on Solute 

Electron Density and on a Continuum Model of the Solvent Defined by the Bulk Dielectric 

Constant and Atomic Surface Tensions. J. Phys. Chem. B 2009, 113 (18), 6378–6396. 

https://doi.org/10.1021/jp810292n. 

(59) Pavlishchuk, V. V.; Addison, A. W. Conversion Constants for Redox Potentials Measured 

versus Different Reference Electrodes in Acetonitrile Solutions at 25°C. Inorg. Chim. Acta 2000, 

298 (1), 97–102. https://doi.org/10.1016/s0020-1693(99)00407-7. 

(60) Perdew, J. P.; Wang, Y. Accurate and Simple Analytic Representation of the Electron-Gas 

Correlation Energy. Phys. Rev. B 1992, 45 (23), 13244–13249. 

https://doi.org/10.1103/physrevb.45.13244. 

(61) Becke, A. D. Density‐functional Thermochemistry. III. The Role of Exact Exchange. The 

Journal of Chemical Physics 1993, 98 (7), 5648–5652. https://doi.org/10.1063/1.464913. 

https://doi.org/10.1021/acs.inorgchem.2c00766
https://doi.org/10.1021/jp9716997
https://doi.org/10.1021/ct400065j
https://doi.org/10.1039/c4cp04538f
https://doi.org/10.1021/jp810292n
https://doi.org/10.1016/s0020-1693(99)00407-7
https://doi.org/10.1103/physrevb.45.13244
https://doi.org/10.1063/1.464913


 52 

(62) Drosou, M.; Mitsopoulou, C. A.; Orio, M.; Pantazis, D. A. EPR Spectroscopy of Cu(II) 

Complexes: Prediction of g-Tensors Using Double-Hybrid Density Functional Theory. 

Magnetochemistry 2022, 8 (4), 36. https://doi.org/10.3390/magnetochemistry8040036. 
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TOC Graphic and synopsis 

 

The physicochemical properties of the model bacterial Lytic Polysaccharide Monooxygenase 

(SmAA10 or CBP21) were evaluated with a range of experimental tools combined with DFT 

calculations. 
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