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GEOMETRIC CATEGORIFICATIONS OF VERMA MODULES:

GRASSMANNIAN QUIVER HECKE ALGEBRAS

RUSLAN MAKSIMAU AND CATHARINA STROPPEL

Abstract. Naisse and Vaz defined an extension of KLR algebras to categorify
Verma modules. We realise these algebras geometrically as convolution alge-
bras in Borel–Moore homology. For this we introduce Grassmannian–Steinberg
quiver flag varieties. They generalize Steinberg quiver flag varieties in a non-
obvious way, reflecting the diagrammatics from the Naisse–Vaz construction.
Using different kind of stratifications we provide geometric explanations of the
rather mysterious algebraic and diagrammatic basis theorems.

A geometric categorification of Verma modules was recently found in the
special case of sl2 by Rouquier. Rouquier’s construction uses coherent sheaves
on certain quasi-map spaces to flag varieties (zastavas), whereas our construc-
tion is implicitly based on perverse sheaves. Both should be seen as parts (on
dual sides) of a general geometric framework for the Naisse–Vaz approach.

We first treat the (substantially easier) sl2 case in detail and construct
as a byproduct a geometric dg-model of the nil-Hecke algebras. The ex-
tra difficulties we encounter in general require the use of more complicated
Grassmannian–Steinberg quiver flag varieties. Their definition arises from
combinatorially defined diagram varieties which we assign to each Naisse–
Vaz basis diagram. Our explicit analysis here might shed some light on cate-
gories of coherent sheaves on more general zastava spaces studied by Feigin–
Finkelberg–Kuznetsov–Mirković and Braverman, which we expect to occur in
a generalization of Rouquier’s construction away from sl2.
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Introduction

Let Γ be a quiver without loops, and let g be the associated Kac-Moody Lie
algebra with corresponding quantum group Uq(g). To categorify Uq(g), or more
precisely its negative part Uq(g)

−, Khovanov–Lauda [15] and Rouquier [25] intro-
duced in their seminal works important algebras which are now called KLR algebras.
These algebras depend on the quiver Γ and a dimension vector n (which encodes
the weight space which gets categorified). Given moreover a dominant weight Λ
of g, the algebra Rn has a remarkable finite-dimensional quotient RΛ

n , called the

cyclotomic quotient attached to Λ. It was proven by Kang–Kashiwara [13], that the
cyclotomic quotients RΛ

n yield a categorification of the simple Uq(g)-module Lq(Λ)

of highest weight Λ. This simple module Lq(Λ) is the unique simple quotient of the
Verma module Vq(Λ). It is therefore natural to ask how to categorify the Verma
modules themselves and not only Uq(g)

−. An answer to this question is interesting
from a structural point of view, but also in the context of categorified link invari-
ants, see [23]. It however turned out to be quite difficult (merely because of the
asymmetry in the behaviour of the positive versus negative Chevalley generators) to
find such a categorification. Nevertheless, it was finally achieved by Naisse and Vaz
in [22] for sl2 and then in [24] in general. Let us briefly sketch their construction.

The Naisse–Vaz algebras. Depending still on Γ and n, Naisse and Vaz intro-
duced, [?], a new (Z,Z>0)-bigraded algebra ERn whose degree zero component for
the second grading is the Z-graded KLR algebra Rn. They then show that cate-
gories of modules for ERn can be used to categorify the universal Verma module
Vq (with generic highest weight). Moreover, for each Λ as above, they construct
a special operator dΛ : ERn → ERn of degree −1 (for the second grading) turn-
ing the algebra ERn into a dg-algebra. They prove that the dg-algebra (ERn,dΛ)
has homology concentrated in degree zero and that this homology is isomorphic
to RΛ

n . This means that (ERn,dΛ) is a dg-model, or a sort of resolution, of the

cyclotomic quotient RΛ
n . It is a particularly nice model, since every term of this

resolution is free over Rn. The isomorphism H∗(ERn,dΛ) ∼= RΛ
n is also of interest,

since it categorifies the following two procedures simultaneously: the specialization
Vq → Vq(Λ) of the generic weight to Λ, and the procedure of taking the simple
quotient Vq(Λ)→ Lq(Λ).

The Naisse–Vaz algebra ERn is defined algebraically and in terms of diagrams
which extend the diagrammatic description of [15] in a subtle and intriguing way.
The main new ingredients, the floating dots, are key to the construction. A concep-
tual explanation of their relations and their twists seems however so far missing.

Geometric construction? In case of the KLR algebra Rn, the generators and
relations as well as the grading have natural geometric explanations. In the geo-
metric construction due to Rouquier [26] and Varagnolo-Vasserot [29], which was
extended to positive characteristics in [17], the KLR algebra Rn is realised as a
quiver Hecke algebra that is the equivariant Borel–Moore homology of the corre-
sponding Steinberg quiver flag variety, equipped with the convolution product.

The natural question which arises now is whether this geometric construction
can be extended to give a geometric construction of the Naisse–Vaz algebra in
terms of some equivariant Borel–Moore homology. This question is the main mo-
tivation of our paper, and we will give an affirmative answer. We will introduce
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a Grassmannian–Steinberg variety Ż with a natural group action G and define a
(non-obvious!) convolution product on HG

∗ (Ż). For the resulting Grassmannian

quiver Hecke algebra HG
∗ (Ż) (attached to Γ and n) we show then our main result:

Theorem. There is an isomorphism of graded algebras HG
∗ (Ż) ∼= ERn.

Outline of the construction for the quiver with one vertex. We start our
outline of the construction with the case g = sl2 (i.e., Γ has one vertex and no
arrows). In this case, the KLR algebra Rn is the nil-Hecke algebra NHn which, by
definition, acts faithfully on Poln = k[X1, . . . , Xn]. This action can be extended
to an NHn-action on EPoln = Poln ⊗

∧•
(ω1, . . . , ωn), see §3.2. The algebra ERn

is in case of g = sl2 easy to describe as what we call the exterior power extended
nil-Hecke algebra ENHn, see Definition 3.4. It is the subalgebra of linear endomor-
phisms of EPoln, generated by the operators coming from NHn together with the
multiplications by ω1, . . . , ωn. (It is in fact enough to only take ω1, the other ω’s will
then be included). For a presentation via generators and relations see Lemma A.4.

The Grassmannian–Steinberg variety Ż is also easy to describe here: Let F
be the variety of full flags in Cn and set G = GLn(C). Then the algebra NHn

can be identified with the equivariant Borel-Moore homology HG
∗ (F × F) (as the

Steinberg quiver flag variety is F×F) and the representation Poln can be identified
with HG

∗ (F), [29]. To upgrade Poln to EPoln with a geometric action of ENHn, we
add some Grassmannian varieties Grk(C

n) to the construction, schematically,

Poln ; EPoln corresponds geometrically to F ; F × G := F ×
n∐

k=0

Grk(C
n).

Indeed, since we can identify HG
∗ (F × G) with EPoln as vector space, adding the

direct factor G results in adding
∧•

(ω1, . . . , ωn) to the vector space Poln.
To add now the multiplications by ω1, . . . , ωn to the algebra NHn

∼= HG
∗ (F×F),

one might naively add a copy of G and then get stuck, since there is no apparent
convolution product on HG

∗ (F ×F ×G). Alternatively, we can add two copies of G
to obtain an algebra ENHn := HG

∗ (F ×F ×G ×G) which indeed has a convolution
product and acts faithfully on EPoln ∼= HG

∗ (F×G). This algebra ENHn is however,
bigger than the algebra ENHn we want to reconstruct geometrically. We call this
algebra the doubly extended nil-Hecke algebra, see Definition 3.8, since ENHn not
only contains the multiplications by ω1, . . . , ωn, but additionally some annihilation
operators ω−

1 , . . . , ω
−
n , which make the algebra too large. (In fact this phenomenon

touches an intriguing aspect at the core of the Naisse–Vaz construction: having
the creation operators and not the annihilation operators creates some asymmetry
which is desired to address the aforementioned asymmetry for Verma modules.)

To get a geometric construction of precisely the algebra ENHn, we combine the
two naive approaches. Namely, we extend the Steinberg quiver flag variety F × F
by adding the variety G of Grassmannians, and then define the Grassmannian–
Steinberg quiver flag variety Ż := F × F × G, see Notation 4.38. In §4.11, we
identify the vector space HG

∗ (F × F × G) with a subspace of the algebra ENHn =
HG

∗ (F × F × G × G). We show that this subspace is in fact a subalgebra and that
there is an isomorphism of algebras ENHn

∼= HG
∗ (F × F × G). The crucial insight

hereby is that HG
∗ (F × F × G) has no natural convolution product on itself, but

via an embedding into the algebra ENHn it inherits a (non-obvious) product.
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Cyclotomic quotients via equivariant intersection cohomology. The larger
algebra ENHn encodes moreover the differential on ENHn. For each N ∈ Z>0,
there is an operator dN : ENHn → ENHn turning ENHn into a dg-algebra whose
homology is concentrated in degree zero and isomorphic to the cyclotomic quotient
NHN

n of NHn, see §3.4. We show in Proposition 3.17 that there is an element
dN ∈ ENHn such that the differential dN : ENHn → ENHn is the (super) commu-
tator with dN . The action of dN on the faithful representation induces an operator
dN : EPoln → EPoln which has a nice geometric meaning, Proposition 5.6. We
realise NHN

n in geometric terms, see Theorem 5.10, and explain how the resolution

(ENHn,dN ) of NHN
n is related with the resolution of H∗(Grn(C

N )) by the equivari-
ant intersection cohomology of orbit closures in Hom(Cn,CN ), see Corollary 5.12.

The case g = sl2 is interesting on its own, but also contains already key ideas
of the general construction which we describe next. We want to stress however
that the general case appears to be substantially more involved. Since a precise
description of the difficulties requires a good understanding of the basic sl2 case,
we treat this, often with different proofs as in the general case, first in detail. The
general case however requires new ideas.

This phenomenon of substantially increasing difficulty should be compared with
the situation on the coherent sheaves side. There, a geometric reconstruction of
the Naisse–Vaz categorified Verma module already exists in case of g = sl2, [27].
Rouquier used in [27] (categories of coherent sheaves on) spaces (so-called zastavas)
of quasi-maps to flag varieties, [6], to provide a geometric categorification with the
action of Chevalley generators given by correspondences. Adding a superpotential
and passing to matrix factorizations allows in this framework to construct a simple
quotient of the categorified Verma module, see [27] for details. In the special case
of g = sl2, these spaces are particularly nice and smooth. In general, these zastavas
have a rich complicated structure, [6], [27] which was used in [6] to give a geometric
constructions of the (not categorified) Verma modules themselves.

Outline of the construction for general quivers. Now, let Γ be an arbitrary
finite quiver without loops. We like to upgrade the geometric construction of the
KLR-algebra Rn to ERn. The case g = sl2 suggests the following naive strategy
which is considered in §9.5. We just add the variety G of Grassmannians to each
vertex of the quiver. We then take this enhancement of the geometric construc-
tion of Rn. We form the corresponding generalized Steinberg variety and take its
equivariant homology. (The sizes of the Grassmannian space is encoded by an idem-
potent in ERn). This approach however creates a problem that did not show up
for g = sl2: the Grassmannians interact with the maps given by the representation
of the quiver. Adding Grasmannians naively creates an algebra which is by far too
large. We have to make additional modification of our variety to get exactly the
algebra ERn that we need (and not just a bigger algebra). Solving this problem is
the most complicated part of the paper.

For the vertices that are sources of the quiver we see in §10.1, that there is
however an easy solution: it suffices to add the additional Grassmannian–Steinberg
condition that the Grassmannian spaces that we have added are in the kernel of
the quiver representation maps, see Definition 10.3. We obtain in Theorem 10.5 a
geometric construction of a natural subalgebra of ERn, namely the source algebra
where the Grassmannian dimension vectors are supported at sources of the quiver.
However, as shown in Example 10.8, it is in general not possible to reduce the size
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of the algebra far enough by adding extra conditions on the Grassmannian spaces.
In general, we have to do something more sophisticated.

In general, we add a second copy of the quiver representation space and do a
twist mixing the two copies, Definition 10.9, Example 10.12. This trick is motivated
by the diagram varieties discussed in Appendix B. The idea behind this is that the
mysterious Naisse-Vaz basis elements, see Proposition 8.3, in ERn should be realised
in terms of fundamental classes of certain varieties whose definition is predicted by
the diagrammatics. Outside sl2, this is however too naive. This is due to some non-
transversality problems, which we believe not to occur for the source algebra. We
introduce therefore the aforementioned twists to resolve these non-transversality
issues, see Appendix B for a detailed treatment and examples.

Incorporating the crucial twisted Springer conditions from Definition 10.16 to
the naive construction, we obtain in Theorem 10.21 a geometric construction of an-
other natural subalgebra of ERn, namely the sink algebra where the Grassmannian
dimension vectors are supported at sinks of the quiver.

In §11 we are finally able to define the general Grassmannian–Steinberg varieties
Ż in Definition 11.1. As in the geometric construction of KLR, [29], we consider
now coloured (with colours being the vertices of Γ) versions of F , G, see §7.

For the construction of Ż we then proceed in steps, see §11.1,

(i) We add the variety of Grassmannians to the usual quiver flag variety to
obtain the Grassmannian Springer variety, see Definition 7.3,

Y = F̃ × G ⊂ En ×F × G, where F̃ = {(α,V) | α preserves V} ⊂ En ×F .

(ii) We add a second copy of the representation space and twist to obtain Yφ,
see Definition 10.16.

(iii) We build the Steinberg variety Z̈φ = Yφ ×En⊕En
Yφ.

(iv) We consider a (natural) asymmetric subvariety Żφ = Yφ×En⊕En
Y

φ
0 ⊂ Z̈φ.

(v) We define the Grassmannian–Steinberg variety as the subvariety Ż ⊂ Żφ of

points (α, β,V,V
∼

,W ) satisfying the Grassmannian–Steinberg conditions

αh((V
r ∩Wi)

⊥ ∩Wi) ⊂ (Vr ∩Wj)
⊥ ∩Wj ,

for any arrow h : i→ j in Γ and any r ∈ [0;n], see (11.1).

In case of sl2, step (i) is the passage from F to F ×G, step (ii) does nothing. Step
(iii) gives then F × F × G × G with the subvariety F × F × G obtained in step

(iv). The last step does again nothing and we obtain Ż = F × F × G. Apart
from constructing a variety and showing that its homology has the correct size, the
mayor challenge is to show that it inherits a convolution product. This is done
similarly to sl2, but is technically more involved, since we do not always have nice
pavings for all the involved varieties in general.

We finish this introduction with remarks putting our construction also in context.

Further results and applications.

Pavings and Gells. To control the size and the grading of the involved Borel–Moore
homologies we introduce several types of pavings. In case of sl2 one can work with
well-known pavings coming from Schubert cells and and in fact many decomposi-
tions would do the job for us. In the general case, the situation is much more tricky.
There, we need to have a paving which is adapted to both, the asymmetric subva-
riety we define and secondly to the mysterious algebraic and diagrammatic bases.
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We therefore introduce first for sl2, see §6, and then in general in §7.5, more clever
decompositions of the varieties into Gells. These are analogs of the Schubert cell
decomposition of flag varieties, but they in addition incorporate some interaction
with the added Grassmannian varieties and with the quiver representations in a
more clever way. We believe that the combinatorics of these Gells is interesting on
its own. For some explicit examples see Appendix B.

Dg-model of cyclotomic quotients. A geometric construction of cyclotomic quotients
of RΛ

n is often related to adding shadow vertices to quiver representations, possibly

with stability conditions, see e.g. [30], [28]. Building on this idea, see Notation 5.7,
we construct in case of g = sl2 in §5.4 not only the cyclotomic quotient, but instead
the whole resolution (ENHn,dN ) of RΛ

n geometrically and provide as a byproduct
a new geometric perspective on the cyclotomic KLR algebras.

Diagram varieties. To understand the rational behind our definitions it might be
helpful to have a look at Appendix B, where we indicate how the diagrams from [24]
encode the varieties. We believe that the notion of diagram varieties is a powerful
notion and interesting to study further.

Higher floating dots. In §9.6 we treat the higher floating dots and in particular
realise in Proposition 9.20 their action on the faithful representation geometrically.
The construction also provides a geometric interpretation of the recursion formulas.

Geometric Naisse-Vaz program. As mentioned already, another approach towards
a geometric realisation of the Naisse–Vaz constructions is given in [27] by the con-
struction of a categorification of Verma modules for g = sl2. The two constructions
are quite different and from our point of view complementary (and most likely dual
to each other). In the paper [27], Rouquier provides directly a geometric categori-
fication of Verma modules using the geometry of zastavas. What we do, is the
geometric construction of the algebra ERn itself, without doing the categorification
explicitly. It would be nice to have a common framework for both constructions.
Our approach might help thereby to make the explicit translation to the original
(algebraic and diagrammatic) construction.

Acknowledgments. We thank Pedro Vaz for his explanation of how the Naisse-Vaz
algebras work and Alexandre Minets for useful discussions on how to do computa-
tions in convolution algebras. R. M. is grateful for the support and hospitality of
the MPI for Mathematics in Bonn, where a big part of this work was done. C. S.
is supported by Gottfried Wilhelm Leibniz-Preis of the DFG.

Conventions and notation. We fix throughout the paper a ground field k which
we assume for simplicity to be of characteristic 0. If not stated otherwise, tensor
products, homomorphisms etc. are taken over k; for instance ⊗ = ⊗k, End(V ) =
Endk(V ). By an algebra we mean an associative algebra (over k, if not specified
otherwise) with unit 1. For a, b ∈ Z such that a 6 b, we abbreviate [a; b] =
{a, a+1, a+2, . . . , b} and denote by Sn the symmetric group generated by the simple
transpositions si = (i, i+1), 1 ≤ n− 1 with composition e.g. (2, 3)(1, 2) = (1, 3, 2).
For 1 ≤ k ≤ n we denote by w0,k the longest element in Sk ⊂ Sn. If not stated
otherwise, grading always means Z-grading.
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1. KLR algebras and their extended versions

Let Γ = (I, A) be a finite quiver without loops. We denote by I the set of
vertices and by A the set of arrows of Γ. For a ∈ A let s(a) ∈ I be its source and
t(a) ∈ I its target. For i, j ∈ I let hi,j be the number of arrows from i to j in Γ.
For i 6= j define the polynomials Qi,j(u, v) = (u − v)hi,j (v − u)hj,i . A word in I is
a finite sequence (including the empty sequence) of elements in I. We will define a
category with objects words in I and morphisms between words given by diagrams
with I-labelled strands built from

i j

and

i

and

i

(1.1)

We always read such diagrams from bottom to top.
1.1. KLR algebras. Consider the k-linear strict monoidal category Rfree defined
as follows: on the level of objects it is generated by the elements in I, i.e., objects
are just word in I and the tensor product on objects is concatenation of words, with
the empty word being the unit. On the level of morphisms Rfree is generated by
morphisms ij → ji, i→ i (and the identity morphisms i→ i) for any i, j ∈ I given
by the diagrams displayed in (1.1). The label at the bottom indicates the source
(and determines the target). We interpret the label as a colour on each strand.
The tensor product of morphisms is given by placing diagrams horizontally next to
each other. Composition of morphisms means stacking diagrams vertically (the top
morphisms follows the bottom morphism, and the composition is defined whenever
the colours of the strands match, and is by convention zero otherwise.) Thus
an arbitrary morphism is a linear combination of diagrams obtained by stacking
vertically and horizontally the generating diagrams (1.1) such that colours match.

We use the usual diagrammatical abbreviations, such as

i j

:=

i j

=

i

◦

j i j

and p(X1, X2)

i j

where p(X1, X2) ∈ k[X1, X2]. This polynomial should be viewed as a k-linear
combination of monomials and Xa

1X
b
2 is interpreted as the identity diagram with a

dots on the first strand (coloured i) and b dots on the second strand (labelled j).

Definition 1.1. The diagrammatic KLR category R is the quotient of the k-linear
strict monoidal category Rfree by the local relations (1.2) - (1.6) on morphisms.

i i

= 0 and

i j

= Qi,j(X1, X2)

i j

if i 6= j (1.2)
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i j

=

i j i j

=

i j

if i 6= j, (1.3)

i i

−

i i

=

i i

=

i i

−

i i

(1.4)

ji k

=

ji k

unless i = k 6= j, (1.5)

ji i

−

ji i

=
Qi,j(X3, X2)−Qi,j(X1, X2)

X3 −X1

i j i

if i 6= j. (1.6)

Here, a monomial in a box over n strands polynomial in the box

Let now n ∈ Z>0I be a dimension vector of Γ. We can view n as a formal
Z>0-linear combination of the vertices i ∈ I, and write n =

∑
i∈I ni · i, where ni

is the dimension at the vertex i. We set n = |n| =
∑

i∈I ni. We denote by In

the subset of In consisting all ordered sequences having dimension vector n, that
is all i = (i1, i2, . . . , in) with ir ∈ I such that i appears ni times in the sequence.
Interpreting sequences as objects in R we have that HomR(i, j) = {0}, if i and j

have not the same dimension vector.

Definition 1.2. The KLR algebra Rn = Rn(Γ) is the k-algebra
⊕

i,j∈In HomR(i, j).

For each i = (i1, . . . , in) ∈ In we have in Rn the idempotent

1i =

i1 i2

· · ·

in

. (1.7)

Remark 1.3. More concretely, see [15], elements in the algebra Rn are linear com-
binations of KLR diagrams of weight n, that is of planar diagrams containing |n|
strands such that the following holds: the strands connect |n| points on a hori-
zontal line at the bottom with |n| points on another horizontal line located above.
Each strand is labelled by an element of I and there are ni strands with label i.
Two strands are allowed to cross transversally, but there are no triple-intersections.
Strands are allowed to carry dots, but only away from crossing. These diagrams are
considered modulo isotopies (in particular, a dot is allowed to move along a strand,
but not slide past a crossing) and modulo the defining relations (1.2) – (1.6) of R.
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We name some morphisms from Rn, since they will play an important role:

Xr1i :=

i1 ir−1

· · ·

ir

• · · ·

ir+1 in

, τr1i :=

i1 ir−1 ir ir+1 ir+2 in

· · · · · · . (1.8)

Definition 1.4. We consider Rn as a graded algebra by setting, for r ∈ [1;n − 1],
deg(Xr1i) = 2 and deg(τr1i) = 2hir,ir+1 − 2δir,ir+1 , where δ is the Kronecker delta.

Remark 1.5. The convention for deg(τr1i) is taken here to have the degree equal
to the degree of the operator acting on the polynomial representation.

Definition 1.6. Given a reduced expression w = sr1 . . . srt in Sn, let τw = τr1 . . . τrt .
Whenever we write τw we assume a reduced expression has been chosen for w ∈ Sn.

1.2. Naisse-Vaz extensions of KLR algebras. To define the algebras ERn =

ERn(Γ) from [24, §3] we use an extension of the monoidal category Rfree from §1.1.

Consider the k-linear strict monoidal supercategory1 C defined as Rfree but with
additional odd endomorphisms ◦ai of the tensor unit for i ∈ I, a ∈ Z>0. These
morphisms are taken modulo the relations (1.2)-(1.6) from R and additionally

i

a

j
=





i

a− 1

i
−

i

a− 1

i
if i = j and a > 0,

∑
t,r

(−1)rqtrij

i

ta+ r

j
if i 6= j,

(1.9)

i j

a

j =

i j

a

j
+
∑

t,r

qtrij
∑

h+ℓ=
r−1

(−1)h

i

t

j

ℓa+ h

j
if i 6= j,

(1.10)

where the qtrij ∈ k are defined by the expansion Qi,j(u, v) =
∑

t,r q
tr
ij u

tvr.

Definition 1.7. The ◦ai are called floating dots. We call i its colour and a its twist.
We moreover use the abbreviation ◦i = ◦0i for floating dots with twist zero. Let

Ωa
r,i1i :=

i1

· · ·

ir

a

i

ir+1

· · ·

in

, Ω1i := Ω0
1,i11i :=

i1

i1

i2

· · ·

in

(1.11)

1That is a monoidal category enriched in vector superspaces, i.e. each morphism space is a
superspace and composition induces an even linear map, see e.g. [2, Definition 1.4] for a definition.
We also use the convention that when we work over a field of characteristic 2, then we assume
additionally that each odd endomorphism of the tensor unit squares to zero.
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Definition 1.8. The diagrammatic Naisse–Vaz category ER is the quotient of C by
the ideal given by the additional relation that a floating dot on the left is zero:

a

i

i1 i2

. . .

in

= 0.

Definition 1.9. We denote by ERn the k-algebra
⊕

i,j∈In HomER(i, j).

Observe that, as for R, nonzero morphisms only exist between objects having
the same dimension vector. By definition of a monoidal supercategory, the floating
dots anti-commute; in particular the Ωa

r,i1i square to zero, diagrammatically (1.12).
Elements in ERn are linear combinations of diagrams like the KLR diagrams

from Rn except that they might have some additional small circles arising from the
floating dot generators. Finitely many floating dots can appear in each diagram, but
(1.9) allows to inductively move floating dots to the left. In the resulting nonzero
diagrams, floating dots occur only directly to the right of the leftmost strand and
carry the same colour as this strand. From now on we omit therefore to indicate
this unique interesting colour, see e.g. (1.12) and (1.13). By the super relations, one
might reduce then to diagrams with at most one circle in each region. We have then
a more minimalistic (and concrete) presentation of ERn, see [24, Corollary 3.17]:

Lemma 1.10. As an (ordinary) algebra, ERn is isomorphic to the algebra gener-
ated by Rn and Ω1i for i ∈ In modulo the relations (1.12) and (1.13).

In Lemma 1.10, products are set to be zero in case the labels do not match.

i1 i2

· · ·

in

= 0, (1.12)

i j

· · · = −

i j

· · · . (1.13)

Definition 1.11. We consider ERn as a Z-graded algebra by putting

deg(1i) = 0, deg(Xr) = 2, deg(τr1i) = 2hir,ir+1 − 2δir ,ir+1 , deg(Ω1i) = 2(ni1 − 1).

Definition 1.12. We refer to ERn, viewed as graded algebra via Definition 1.11, as
the Naisse–Vaz-algebra (associated with n).

Our goal is to provide a geometric construction of the Naisse–Vaz algebras.

2. Convolution algebras

We pass now to geometry and recall here the fundamental notion of a convolution
algebra from [4, §2.7]. We do an equivariant version, [5], [9].

Let Y be a smooth complex manifold and let X be a complex algebraic variety
(possibly singular). Let L be a complex algebraic group acting smoothly on Y and
algebraically on X . Denote by HL

∗ (X) the L-equivariant Borel–Moore homology of
X . By the assumption on Y , its (equivariant) Borel–Moore homology HL

∗ (Y ) can
be identified with its (equivariant) cohomology H∗

L(Y ). Let RL = H∗
L({pt}) be the

L-equivariant cohomology of a point.
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Definition 2.1. Assume that there is an L-invariant proper map p : Y → X . Set

Z = Y ×X Y. (2.1)

Let p1, p2 : Y × Y → Y be the projections to the first and the second component
respectively. Consider the maps p1,2, p1,3 and p2,3 from Y × Y × Y to Y × Y
forgetting respectively the third, the second and the first factor.

Lemma 2.2. Assume the setup of the opening paragraph of this section.

1.) There is an algebra structure on HL
∗ (Z) with multiplication given by

a ⋆ b = (p1,3)∗(p
∗
1,2(a) ∩ p∗2,3(b)), for a, b ∈ HL

∗ (Z). (2.2)

The unit is the fundamental class of the diagonal (isomorphic to Y ) in Z.
2.) The algebra HL

∗ (Z) acts on HL
∗ (Y ) by

a ⋆ b = (p1)∗(a ∩ p∗2(b)), for a ∈ HL
∗ (Z), b ∈ HL

∗ (Y ). (2.3)

Example 2.3. One might pick X = {pt} and Y any complex projective variety.
Then Z = Y × Y and HL

∗ (Z) can be identified with EndRL(H
∗
L(Y )). The HL

∗ (Z)-
action (2.2) on HL

∗ (Y ) ∼= H∗
L(Y ) is the natural action of EndRL(H

∗
L(Y )) on H∗

L(Y ).

2.1. Torus fixed points localization. Assume that G is a reductive complex
algebraic group and T ⊂ G is a maximal torus. Let X be a G-variety. Then by
[11, §III, Proposition 1], there is an action of the Weyl group W on H∗

T(X) and we
have2 HG

∗ (X) ≃ (HT
∗ (X))W . This allows us to include HG

∗ (X) into HT
∗ (X).

Now, assume that X has an action of T (not obligatory of G). We consider
T-equivariant Borel–Moore homology, see e.g. [1] for details.

View HT
∗ (X) as RT-module and let HT

∗ (X)loc = Frac(RT) ⊗RT HT
∗ (X) be its

localization. Assume that the set XT of T-fixed points in X is non-empty and finite.
By the localization theorem, the push-forward of the natural inclusion XT ⊂ X
induces an isomorphism HT

∗ (X)loc ∼= HT
∗ (X

T)loc.

Definition 2.4. We call the obvious map loc : HT
∗ (X) →֒ HT

∗ (X)loc ≃ HT
∗ (X

T)loc
the localization map. If HT

∗ (X) is free over RT, then this map is in fact injective.

The localization map allows us to do computation using T-fixed points. For
x ∈ XT, let [x] ∈ HT

∗ (X) be the push-forward of the fundamental class of the
point x to X . Then {[x], x ∈ XT} is a basis of HT

∗ (X)loc over Frac(RT). We will
often do homology calculations using this basis. Now, assume that X and Y are
G-varieties and that Y is smooth. As in (2.1), set Z = Y ×X Y . Assuming that Y T

is non-empty and finite, we have ZT ⊂ Y T × Y T, and we can label T-fixed points
of Z by pairs (x, y) with x, y ∈ Y T.

For a finite-dimensional representation M of T we denote by eu(M) ∈ RT the
character of ΛdimMM . For x ∈ Y T we set eu(Y, x) = eu(TxY ).

The following lemma is crucial for doing computation on the T-fixed points, see
e.g. [18, Propositions 2.10, 2.11] and [29, Lemma 2.19 (b)].

Lemma 2.5. The localization maps satisfy the following for x, y, z ∈ Y T.

1.) The inclusion HT
∗ (Z) →֒ HT

∗ (Z
T)loc is an algebra homomorphism for the

product [(x, y)] ⋆ [(y′, z)] = δy,y′ eu(Y, y)[(x, z)] on HT
∗ (Z

T)loc.

2Here, the assumption that the characteristic of k is zero is crucial!
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2.) With the action map from Lemma 2.2 the following diagram commutes

HT
∗ (Z)⊗HT

∗ (Y ) −−−−→ HT
∗ (Y )

y
y

HT
∗ (Z

T)loc ⊗HT
∗ (Y

T)loc −−−−→ HT
∗ (Y

T)loc,

where HT
∗ (Z

T))loc acts on HT
∗ (Y

T)loc by [(x, y)] ⋆ [y′] = δy,y′ eu(Y, y)[x].

In particular, the HG
∗ (Z)-action on HG

∗ (Y ) is faithful.

Remark 2.6. Lemma 2.5 holds in more general settings, where for instance the
space is not algebraic, as long as we have HT

∗ (Y ) ⊂ HT
∗ (Y )loc ∼= HT

∗ (Y
T)loc and

HT
∗ (Z) ⊂ HT

∗ (Z)loc ∼= HT
∗ (Z

T)loc. In practice, this can often be achieved by
constructing nice pavings of Y and Z.

Now, assume Z ⊂ Z is closed and that

Z ◦ Z := {(x1, x3) ∈ X ×X | (x1, x2), (x2, x3) ∈ Z for some x2 ∈ X} ⊂ Z.

then the following is a consequence of the definitions.

Lemma 2.7. The rule (2.2) turns HG
∗ (Z) into an algebra, and the push-forward

of the inclusion Z ⊂ Z induces an algebra homomorphism HG
∗ (Z)→ HG

∗ (Z).

Remark 2.8. The push-forward HG
∗ (Z)→ HG

∗ (Z) may not be injective in general.
Thanks to the following commutative diagram this map is however injective if the
localization map HG

∗ (Z) → HT
∗ (Z

T)loc is injective, see Definition 2.4 (to ensure
that, it suffices for instance to show the existence of a nice paving of Z).

HG
∗ (Z) −−−−→ HG

∗ (Z)
y

y

HT
∗ (Z

T)loc −−−−→ HT
∗ (Z

T)loc.

3. Nil-Hecke algebra and its extended versions

We start with the first part of the paper, namely the treatment of the sl2 case,
i.e., we assume that our quiver Γ has only one vertex and no arrows. The dimension
vector n is then just a positive integer n. The KLR algebra Rn is in this case the
nil-Hecke algebra NHn. We briefly recall this algebra and its extension ENHn.

We will define several k-algebras via some faithful representations. Equivalent
definitions in terms of generators and relations can by found in Appendix A.

3.1. Nil-Hecke algebra. First, we recall some generalities about the nil-Hecke
algebras, see [16, §4] and [14, §2.2] for more details.

Let n be a positive integer. Set Poln = k[X1, . . . , Xn]. The symmetric group Sn
acts (from the left) on Poln such that sr exchanges Xr with Xr+1.

Definition 3.1. The nil-Hecke algebra NHn is the subalgebra of End(Poln) generated
by the following endomorphism of Poln for i ∈ [1;n] and r ∈ [1;n− 1]:

• the element Xi ∈ NHn acting as multiplication with Xi ∈ Poln on Poln,
• the element Tr ∈ NHn acting by the Demazure operator ∂r = 1−sr

Xr−Xr+1
.

We view Poln as a graded algebra by putting the generators in degree 2. Note
that this induces a grading on NHn with Xi of degree 2 and Tr of degree −2.
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3.2. The extended nil-Hecke algebra ENHn. Set EPoln = Poln ⊗
∧

n, where∧
n =

∧•
(ω1, . . . , ωn) is the exterior algebra in n generators. The Sn-action on Poln

can be extended to an Sn-action on EPoln by algebra automorphisms such that

sr(ωi) =

{
ωi if i 6= r,

ωr + (Xr −Xr+1)ωr+1 if i = r
(3.1)

and we obtain well-defined Demazure operators ∂r = 1−sr
Xr−Xr+1

on EPoln. Note that

∂r(ωr) = −ωr+1, and ∂r(ωi) = 0 if i 6= r, and thus the NHn-action on Poln extends
to EPoln. (This can be verified by checking the relations in Lemma A.1.)

Notation 3.2. Consider the set Λ(n) = ∪nk=0Λk(n) with

Λk(n) = {λ = (λ1, λ2, . . . , λn) ∈ {0, 1}
n |

n∑

r=1

λr = k}.

For each λ ∈ Λ(n) we set ωλ = ωik ∧ ωik−1
∧ . . . ∧ ωi1 where i1 < . . . < ik are the

numbers of the positions i such that λi = 1. We denote |λ| =
∑n

r=1 λr and often
identify λ with the set {i1, i2, . . . , ik} of cardinality k.

Remark 3.3. The inversion in the indices of ωλ may look strange. We chose this
convention to avoid signs in the geometric construction of the creation operators in
Proposition 4.21 and Proposition 4.23. The choice creates signs for the annihilation
operators, but they are less important for this paper. Viewing the elements of Λ(n)
as subsets λ of {1, 2, . . . , n} is useful, because it allows to use set-theoretical oper-
ations auch as unions, intersections, etc. as we tacitly did already in Notation 3.2.
For instance, |λ| is the cardinality of λ.

Definition 3.4. The extended nil-Hecke algebra ENHn is the subalgebra of End(EPoln)
generated by the following endomorphisms of EPoln for i ∈ [1;n] and r ∈ [1;n− 1]:

• the element Xi ∈ ENHn acting as left multiplication with Xi ∈ EPoln,
• the element ωi ∈ ENHn acting as left multiplication with ωi ∈ EPoln,
• the element Tr ∈ ENHn acting by the Demazure operator ∂r from (3.1).

Remark 3.5. Viewing the exterior algebra as a graded algebra with ωi in degree
2(n− i), the algebra ENHn inherits a Z-grading:

deg(Xi) = 2, deg(ωi) = 2(n− i), deg(Tr) = −2.

We pick deg(ωi) different from [24] to fit it better with the geometry. This is just
an unimportant renormalisation which could have been chosen already in [24].

Elements from ENHn are in fact already determined by their action on Poln:

Lemma 3.6. Given a nonzero element h of the extended nil-Hecke algebra ENHn,
there exists a polynomial P ∈ Poln ⊂ EPoln such that hP 6= 0.

The subalgebras NHn and
∧

n of ENHn provide a PBW-type decomposition:

Lemma 3.7. There is an isomorphism ENHn
∼= NHn ⊗

∧
n of vector spaces.

This isomorphism is induced from the multiplication. A proof of Lemma 3.6 and
Lemma 3.7 is given in Appendix A where we also give a presentation of ENHn.
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3.3. The doubly extended nil-Hecke algebra ENHn. We extend the action of
the algebra ENHn on EPoln to an action of a bigger algebra ENHn on the same
vector space. We do this by viewing multiplication on the left by ωi as creation
operator ω+

i ∈ End(EPoln) and additionally define the annihilation operator ω−
i as

ω−
i (Q) = 0 and ω−

i (ωiQ) = Q

for any Q = Pωi1 . . . ωik with P ∈ Poln and distinct i1, . . . , ik not equal to i.

Definition 3.8. The doubly extended nil-Hecke algebra ENHn is the subalgebra of
End(EPoln), generated by the following endomorphisms:

• the element Xi ∈ ENHn acting as left multiplication by Xi ∈ EPoln,
• the element ω+

i ∈ ENHn acting by the creation operator ω+
i ,

• the element ω−
i ∈ ENHn acting by the annihilation operator ω−

i ,
• the element Tr ∈ ENHn acting by the Demazure operator ∂r.

Note that Poln ⊂ ENHn commutes with ω+
i and with ω−

i .

Notation 3.9. Similarly to the definition of the monomial ωλ ∈ ENHn in Nota-
tion 3.2, we can define monomials ω±

λ ∈ ENHn in the following way:

ω+
λ = ω+

ik
∧ ω+

ik−1
∧ . . . ∧ ω+

i1
, ω−

λ = ω−
i1
∧ ω−

i2
∧ . . . ∧ ω−

ik
.

The opposite conventions ensure ω+
λ (1) = ωλ and ω−

λ (ωλ) = 1 without signs.

The following justifies the name doubly extended nil-Hecke algebra.

Proposition 3.10. The following set is a basis of ENHn:

{TwX
a1
1 . . . Xan

n ω+
λ ω

−
µ ; w ∈ Sn, ai ∈ Z>0, λ, µ ∈ Λ(n)}.

A proof of this result is given in Appendix A. It directly implies the following.

Corollary 3.11. Multiplication induces isomorphisms of vector spaces

ENHn
∼= ENHn ⊗

∧
n
∼= NHn ⊗

∧
n⊗

∧
n .

Notation 3.12. The algebra ENHn contains idempotents 1k, k ∈ [0;n] projecting to
the components of EPoln given by the exterior algebra degree k, in formulas

10 = ω−
1 . . . ω−

n ω
+
n . . . ω+

1 , 1k =
∑

λ∈Λk(n)

ω+
λ 10ω

−
λ .

3.4. Application: A dg-enrichment of ENHn via the superalgebra ENHn.
Throughout this section we fix a nonnegative integer N .

Notation 3.13. Let dN : ENHn → ENHn be the unique linear operator which satis-
fies dN (Xi) = 0, dN (Tr) = 0, dN (ω1) = XN

1 and the graded Leibniz rule dN (PQ) =
dN (P )Q+ (−1)degPPdN(Q) for homogeneous P,Q ∈ NHn, see Lemma A.3.

If we equip (for a moment) the algebra ENHn with the Z-grading given by
deg(Xi) = deg(Tr) = 0 and deg(ωi) = 1, then dN turns ENHn into a dg-algebra
(ENHn,dN ) with differential dN of degree −1. By [24, Prop. 4.14], its homology
is particularly nice, recovering an important algebra:

Proposition 3.14. Let r ∈ Z. Then

Hr(ENHn,dN ) =

{
NHN

n if r = 0,

0 if r 6= 0.
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where NHN
n denotes the cyclotomic nil-Hecke algebra corresponding to N , that is

the quotient of NHn by the ideal generated by XN
1 .

Remark 3.15. If n > N , then the algebra NHN
n is zero, see [12, Theorem 2.34].

We get a new point of view on the differential dN when we realize ENHn as a
subalgebra of ENHn, but with ENHn viewed as a superalgebra with even generators
Xi, Tr and odd generators ω±

i (this is well-defined by §1 or more explicitly by
Lemma A.4). Let [•, •] denote the supercommutator in ENHn.

Definition 3.16. Define inductively polynomials P1, P2, . . . , Pn ∈ Poln by P1 = XN
1

and Pr+1 = −∂r(Pr) for r ∈ [1;n− 1], and set dN =
∑n

i=1 Piω
−
i ∈ ENHn.

Proposition 3.17. Let h ∈ ENHn. Then dN (h) = [dN , h] as elements in ENHn.

Proof. Since both, dN and the super commutator [dN , •], satisfy the graded Leibniz
rule (by definition respectively thanks to the super Jacobi identity) it is enough to
check the statement on the generators h ∈ {Xi, Tr, ωi} of ENHn.
Case h = Xi: Since the ω−

r commute with polynomials, [dN , Xi] = 0 = dN (Xi).
Case h = Tr: Note that Tr commutes with each summand in dN except of Prω

−
r and

Pr+1ω
−
r+1, and also with ω−

r and Pr+1. Thus [dN , Tr] = [Pr, Tr]ω
−
r +Pr+1[ω

−
r+1, Tr].

For P ∈ Poln, we have [P, Tr] = ∂r(P )((Xr+1 −Xr)Tr − 1). We get in particular

[P, Tr]
3.16
= Pr+1((Xr −Xr+1)Tr + 1) and [ω−

r+1, Tr]
A.4
= [Xrω

−
r , Tr] = [Xr, Tr]ω

−
r =

((Xr −Xr+1)Tr − 1)ω−
r . Thus, [dN , Tr] = 0 = dN (Tr).

Case h = ω1: Only the first summand XN
1 ω−

1 in dN does not commute with ω+
1 .

But then we have [dN , ω+
1 ] = [XN

1 ω−
1 , ω

+
1 ] = XN

1 [ω−
1 , ω

+
1 ] = XN

1 = dN (ω1). �

Notation 3.18. Denote by dN : EPoln → EPoln the linear map given by the action
of dN ∈ ENHn. It is characterized by obeying the graded Leibniz rule, commuting
with the action of NHn and satisfying dN (ω1) = XN

1 .

Proposition 3.17 provides a dg-enrichment of the ENHn-module EPoln:

Corollary 3.19. (ENHn,dN ) is a dg-algebra and (EPoln, dN ) a dg-module.

4. Construction of the Grassmannian quiver Hecke algebra

In this section we discuss geometric constructions of the nil-Hecke algebra and
their (doubly) extended versions. For NHn this is well-known and will be recalled
first. For the extended versions, the constructions are new and provide in particular
geometric versions of creation and annihilation operators.

4.1. The setup and important varieties. Let V be an n-dimensional complex
vector space. Let G = GL(V ) with a choice T ⊂ B ⊂ G of a maximal torus and a
Borel subgroup. Consider the variety F = G/B of full flags in V . We will usually
denote an element of F by V = V• = (0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vn−1 ⊂ V ).

There is an isomorphism of algebras H∗
G(F)

∼= k[X1, . . . , Xn], where Xk is the
equivariant Chern class of the line bundle Vk/Vk−1. We also have an isomorphism
of algebras RT = H∗

T({pt})
∼= k[T1, . . . , Tn], where T1, . . . , Tn are the basic char-

acters of T. We consider the usual Sn-action, denoted by w(P )(T1, . . . , Tn) =
P (Tw(1), . . . , Tw(n)) for w ∈ Sn, on RT = k[T1, . . . , Tn].

For k ∈ [0;n] let Gk = Grk(V ) be the Grassmannian variety of k-dimensional
vector subspaces in V and let Yk = F × Gk.



16 R. MAKSIMAU AND C. STROPPEL

Definition 4.1. We set G =
∐n

k=0 Gk and call it the variety of Grassmannians. We
set Y = F × G =

∐n
k=0 Yk and call it the (Grassmannian) extended flag variety.

These varieties come equipped with the obvious (diagonal) G-action.

The following geometric construction of the nil-Hecke algebra is well-known con-
necting Lemma 2.2 with Definition 3.1.

Proposition 4.2. There is an isomorphism of algebras HG
∗ (F × F) ∼= NHn iden-

tifying the HG
∗ (F × F)-action with the NHn-action on HG

∗ (F) = Poln from §3.1.

We consider the Steinberg extended flag variety Z̈ = Y ×Y, Z̈k1,k2 = Yk1 ×Yk2 .

We would like to describe the convolution algebra HG
∗ (Z̈) with its action on HG

∗ (Y).

Notation 4.3. Whenever we write V, V
∼

or W,W
∼

without specification we mean a
point in F respectively in G. A point in Z̈ is denoted as (V,V

∼

,W,W
∼

). Hereby V

always refers to the first and V
∼

to the second flag, similar for W and W
∼

.

4.2. The representation HG
∗ (Y).

Lemma 4.4. For any G-variety X, there is a canonical isomorphism

H∗
G(F ×X) ∼= H∗

T(X). (4.1)

Remark 4.5. The left hand side of (4.1) has an action of H∗
G(F) = k[X1, . . . , Xn]

and the right have side has an action of RT = H∗
T({pt}) = k[T1, . . . , Tn]. The

isomorphism identifies the multiplications by Xr on the left and by Tr on the right.

Proof. The isomorphism of varieties

G×B X ∼= G/B×X, (g, x) 7→ (gB, gx). (4.2)

induces H∗
G(F ×X) ∼= H∗

G(G×B X) = H∗
B(X) = H∗

T(X). �

Definition 4.6. For λ ∈ Λk(n), see Notation 3.2, let

Cλ = {(V,W ) ∈ Yk | dim((Vr ∩W )/(Vr−1 ∩W )) = λr , ∀r ∈ [1;n]}.

Denote by Sλ the class [Cλ] ∈ HG
∗ (Yk), the equivariant Schubert class3 for λ.

Setting X = G in (4.2) gives the following (see also [8, Proposition 4.12]):

Corollary 4.7. There is an isomorphism HG
∗ (Y) ∼= k[X1, . . . , Xn]⊗

∧•(ω1, . . . , ωn)
of H∗

G(F) = k[X1, . . . , Xn]-modules sending Sλ to ωλ for each λ ∈ Λk(n).

From now on we identify HG
∗ (Y) with k[X1, . . . , Xn]⊗

∧•
(ω1, . . . , ωn) as a module

over H∗
G(F) = k[X1, . . . , Xn] such that the element Sλ corresponds to ωλ.

4.3. Euler classes in (extended) flag varieties. We will now do explicit calcu-
lations with fixed points and classes in Frac(RT) = k(T1, . . . , Tn), the fraction field
of RT = k[T1, . . . , Tn], in particular with Euler classes in extended flag varieties.

For this fix a basis e1, e2, . . . , en in V such that B and T are the upper triangular
respectively the diagonal matrices. Let U = (0 ⊂ U1 ⊂ U2 ⊂ · · · ⊂ Un−1 ⊂ V ) be
the full flag in V whose stabilizer is B, i.e., Uj = 〈e1, e2, . . . , ej〉.

Each permutation w ∈ Sn can be seen as permutation matrix (aij) ∈ G, where
(aij) = δi,w(j). Then FT = {fw | w ∈ Sn}, where fw = w(U).

Let Bw = wBw−1 be the stabilizer of the flag fw ∈ F and bw its Lie algebra.
Let nw be the nilpotent radical of bw. Set also nw1,w2 = nw1 ∩ nw2 and mw1,w2 =

3Note that Sλ corresponds via (4.1) to the usual, see e.g. [9], equivariant Schubert class on G.
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nw1/nw1,w2 . Let Pw1,w2 be the minimal parabolic subgroup of G containing both
Bw1 and Bw2 , and let pw1,w2 be its Lie algebra. We record a direct consequence:

Lemma 4.8. We have pw,wsr/bw
∼= mwsr,w and m∗

w,wsr
∼= mwsr,w for any w ∈ Sn,

r ∈ [1;n− 1]. Moreover, eu(mw,wsr) = Tw(r) − Tw(r+1).

Via the inclusion H∗
G(F) ⊂ H∗

T(F)loc from §2, any P ∈ k[X1, . . . , Xn] = H∗
G(F)

can be viewed as an element in H∗
T(F)loc and then be written as

P =
∑

w∈Sn

PwA
−1
w [fw], where Aw = eu(F , fw). (4.3)

Lemma 4.9. For any w ∈ Sn, the Euler class Aw = eu(F , fw) equals

Aw =
∏

16i<j6n

(Tw(j) − Tw(i)). (4.4)

Proof. Via the isomorphism G/Bw
∼= F , gBw 7→ gfw, the tangent space Tfw(F) is

isomorphic to g/bw ∼= (nw)
∗ and clearly eu(nw) =

∏
16i<j6n(Tw(i)− Tw(j)). �

The T-fixed points in F ×F are the pairs fw1,w2 := (fw1 , fw2) of fixed points in

F . For w ∈ Sn let Ow be the diagonal G-orbit of fId,w in F×F and Ow its closure.

Lemma 4.10. For any simple transposition s ∈ Sn we have

eu(Os, fw,w) = eu((nw)
∗ ⊕mws,w) and eu(Os, fw,ws) = eu((nw)

∗ ⊕mw,ws).

Proof. Consider the isomorphism G×Bw
Pw,ws/Bw → Os, (g, p) 7→ (gfw, gpfw). It

realizes Os as a fibration over G/Bw with fibre Pw,ws/B. The tangent spaces to
Pw,ws/Bw at fwBw and fwsBw are isomorphic to mws,w respectively mw,ws. �

The T-fixed points in Gk are canonically parametrized by Λk(n). Namely, the
fixed point corresponding to λ ∈ Λk(n) is the vector subspace gλ of V spanned by
the basis vectors ei such that λi = 1. We obtain directly:

Lemma 4.11. The Euler class Aλ = eu(Gk, gλ) is explicitly

Aλ =
∏

i∈λ,j 6∈λ

(Tj − Ti). (4.5)

We parametrise the T-fixed points in Yk = F × Gk by Sn × Λk(n) by denoting
xw,λ = (fw, gw(λ)). Here, the twist of λ by w is chosen such that xw,λ ∈ Cλ. Denote

Aw,µ := Aw · Aw(µ) = eu(Yk, xw,µ) ∈ k[T1, . . . , Tn]. (4.6)

We will later compute the HG
∗ (Y ×Y)-action on HG

∗ (Y) using the localization the-
orem and repeatedly the following lemma, which is a special case of Lemma 2.5 2.).
We denote by xw1,w2,µ1,µ2 = (xw1,µ1 , xw2,µ2) the T-fixed points of Y × Y.

Lemma 4.12. The HG
∗ (Y × Y)-action on HG

∗ (Y) satisfies

[xw1,w2,µ1,µ2 ] ∗ [xw,µ] =

{
Aw,µ[xw1,µ1 ] if w2 = w, µ2 = µ,

0 otherwise.
(4.7)

Consider the polynomial Swλ (µ) ∈ k[T1, . . . , Td] ∼= H∗
T({xw,µ}) defined as the

pullback of Sλ ∈ HG
∗ (Yk) ⊂ HT

∗ (Yk) along the inclusion {xw,µ} → Yk. In the basis
of T-fixed points, Sλ =

∑
w,µ S

w
λ (µ)A

−1
w,µ · [xw,µ].
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The following characterization of the Swλ (µ) is a reformulation of [8, Lemma 3.8].
To state it consider a partial order on Λk(n) given by λ > µ if

∑r
i=1 λi >

∑r
i=1 µi

for each r ∈ [1;n]. Set inv(λ) = {(i, j)| 1 6 i < j 6 n, λi > λj}.

Lemma 4.13. Fix λ ∈ Λk(n) and w ∈ Sn. There is a unique family of polynomials
S
w
λ (µ) ∈ k[T1, . . . , Tn], parametrized by µ ∈ Λk(n), such that Swλ (µ) ∈ H∗

T({xw,µ})
is the restriction of some class x ∈ H∗

G(Yk) ⊂ H∗
T(Yk) to the T-fixed point xw,µ,

and the following properties hold:

(i) The support of Swλ lies above λ.
(ii) S

w
λ (λ) = Aw · w(

∏
(i,j)∈inv(λ)(Tj − Ti)).

(iii) For each µ > λ, the degree of Swλ (µ) is #(inv(λ)) +
(
n
2

)
.

Remark 4.14. Note that by convention, (iii) allows Swλ (µ) to be zero, since zero is
of any degree. Lemma 4.13 directly implies that Swλ (µ) = w(SIdλ (µ)).

Proof. We claim that S
w
λ (µ) = AwS̃

w
w(λ)(w(µ)), where S̃

w
λ (µ) = eu(Bwgλ, gµ) is the

polynomial denoted S
w
λ (µ) in [8]. Consider, similar to (4.2), isomorphisms

Yk = F × Gk ≃ G/Bw × Gk ≃ G×Bw
Gk, (4.8)

where the last one is (gBw,W ) 7→ (g, g−1(W )). The composition (4.8) identifies
the subvariety Cλ ⊂ Yk with G×Bw

Bwgw(λ) ⊂ G×Bw
Gk. We obtain then

S
w
λ (µ) = eu(Cλ, xw,µ) = eu(G/Bw, fw)·eu(Bwgw(λ), gw(µ)) = AwS̃

w
w(λ)(w(µ)). (4.9)

Now we apply [8, Lemma 3.8] to the polynomials S
w
λ (µ)A

−1
w (noting that S

w
λ (µ) is

automatically divisible by Aw) and the lemma follows. �

The following "wall-crossing formula" is proved in [8, Prop. 3.12].

Lemma 4.15. Let w ∈ Sn and r ∈ [1;n− 1]. Then the following holds

S
wsr
λ (µ) =

{
S
w
λ (sr(µ)) + (Tw(r) − Tw(r+1))S

w
sr(λ)

(sr(µ)) if λr > λr+1,

S
w
λ (sr(µ)) otherwise.

Remark 4.16. The proof of Lemma 4.13 and also its relation to ordinary equivariant
Schubert classes might become more transparent when we have a closer look at the
isomorphism H∗

G(F ×X) ∼= H∗
T(X) in Lemma 4.4 under localisation. Assume for

this that X is a smooth G-variety such that XT = {xν}ν is finite. Note that
the Weyl group Sn of G acts on XT. Assume moreover that the localisation map
H∗

T(X) ⊂ H∗
T(X)loc is injective.

Let now h ∈ H∗
T(X). Then we can write h =

∑
ν hν [xν ] for some hν ∈ Frac(RT).

On the other hand, we can view h as an element of H∗
G(F ×X) and do the local-

ization for F ×X . We consider H∗
G(F ×X) ⊂ H∗

T(F × X) ⊂ H∗
T(F ×X)loc. In

the basis of fixed points xw,ν := (fw, xw(ν)) of F ×X , the element h becomes

h =
∑

w,ν

w(hν)A
−1
w [xw,ν ] ∈ H∗

T(F ×X)loc.

Now let’s specialise to X = G and h = Sλ ∈ H∗
T(G). Its localization in H∗

T(G)loc
looks like Sλ =

∑
µ S̃

Id
λ (µ)A−1

µ [gµ], where S̃ is as in the proof of Lemma 4.13. We

then get indeed S
w
λ (µ) = w(S̃Idλ (µ))Aw, since for Sλ ∈ H∗

G(F × G) we have

Sλ =
∑

w,µ

S
w
λ (µ)A

−1
w,µ[xw,µ].
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This is also compatible with (4.9) and Remark 4.14.

4.4. The Sn-action on HG
∗ (Y). Recall that H∗

G(G) = H∗
T(G)

Sn . The Sn-action
here extends to an action on H∗

T(G)loc ⊃ H∗
T(G), explicitly w(P [gµ]) = w(P )[gw(µ)]

for w ∈ Sn, µ ∈ Λ(n) and P ∈ Frac(RT), see Notation 3.2. Using the isomorphism
H∗

T(G) = H∗
G(Y) from (4.1) we get an induced Sn-action which extends to HT

∗ (Y)loc.
It satisfies

z(A−1
w,µ[xw,µ]) = A

−1
wz−1,z(µ)[xwz−1,z(µ)]. (4.10)

To describe the action on H∗
G(Y) = k[X1, . . . , Xn]⊗

∧•
(ω1, . . . , ωn) concretely, write

P =
∑

w,µ

PwA
−1
w,µ[xw,µ], in particular [Y] =

∑

w,µ

A
−1
w,µ[xw,µ], (4.11)

for P ∈ k[X1, . . . , Xn], and then write Pωλ, for λ ∈ Λ(n), as

Pωλ =
∑

w,µ

PwS
w
λ (µ)A

−1
w,µ[xw,µ]. (4.12)

Lemma 4.17. The group Sn acts on HG
∗ (Y) = k[X1, . . . , Xn]⊗

∧•(ω1, . . . , ωn) by

sr(Pωλ) =

{
sr(P )

(
ωλ + (Xr −Xr+1)ωsr(λ)

)
if λr > λr+1,

sr(P )ωλ otherwise.
(4.13)

Remark 4.18. Note that (4.13) uses on the right hand side the usual action of sr on
P . The lemma in fact implies that the action (4.13) is by algebra automorphisms
which then justifies the notation on the left hand side of (4.13).

Proof. We compute for z ∈ Sn.

z(Pωλ)
(4.12)
= z(

∑

w,µ

PwS
w
λ (µ)A

−1
w,µ[xw,µ])

(4.10)
=

∑

w,µ

PwS
w
λ (µ)A

−1
wz−1,z(µ)[xwz−1,z(µ)]

=
∑

w,µ

PwzS
wz
λ (z−1(µ))A−1

w,µ[xw,µ].

Let us see what this gives for z = sr. By Lemma 4.15 we have the following:
If λr 6 λr+1 then S

wsr
λ (sr(µ)) = S

w
λ (µ), thus sr(Pωλ) = Psrωλ.

If λr > λr+1, then S
wsr
λ (sr(µ)) = S

w
λ (µ) + (Tw(r) − Tw(r+1))S

w
sr(λ)

(µ). �

Importantly, the Sn-action on Lemma 4.17 agrees with the action in [24, §3.2.1]
and is the starting point of our geometric approach to the Naisse–Vaz algebra. We
show later in this section that ENHn

∼= HG
∗ (Z̈) by comparing the faithful actions

of the two algebras on EPoln ∼= HG
∗ (Y). For each generator x of the algebra ENHn

we will find some x ∈ HG
∗ (Z̈) which acts by the same endomorphism.

4.5. Demazure operators. For r ∈ [1;n−1], consider the subvariety ∆r ⊂ Y×Y
defined by the condition that the two Grassmannian spaces agree and the two flags
are the same except maybe at the rth component. Define

Tr = −[∆r] ∈ HG
∗ (Z̈), and [∆r] =

∑

w1,w2,µ1,µ2

Aw1,w2,µ1,µ2 [xw1,w2,µ1,µ2 ]. (4.14)

Lemma 4.19. Explicitly, Tr is given by the formulas

Aw1,w2,µ1,µ2 =

{
A
−1
w1,µ1

(Tw2(r) − Tw2(r+1))
−1 if (w1, µ1) ∼r (w2, µ2),

0 otherwise,
(4.15)
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where (w1, µ1) ∼r (w2, µ2) if (w1, µ1) = (w2, µ2) or (w1, µ1) = (w2sr, sr(µ2)).

Proof. Let µ1 = sr(µ2) and w1 = w2sr. Abbreviating w = w1, µ = µ1 we have

Aw1,w2,µ1,µ2

def
= eu(∆r, xw,wsr,µ,sr(µ))

−1 = eu(Osr , fw,wsr)
−1 · A−1

w(µ)

4.10
= eu(n∗w ⊕mw,wsr)

−1 · A−1
w(µ)

4.4
= A

−1
w A

−1
w(µ) eu(mw,wsr)

−1

= A
−1
w,µ(Tw(r) − Tw(r+1))

−1 ass
= A

−1
w1,µ1

(Tw2(r+1) − Tw2(r))
−1.

Let µ = µ2 and w1 = w2. Abbreviating w = w1, µ = µ we have

Aw1,w2,µ,µ2

def
= eu(∆r , xw,w,µ,µ)

−1 = eu(Osr , fw,w)
−1 · A−1

w(µ)

4.10
= eu(n∗w ⊕mwsr,w)

−1 · A−1
w(µ)

4.4
= A

−1
w A

−1
w(µ) eu(mwsr,w)

−1

= A
−1
w,µ(Tw(r+1) − Tw(r))

−1 ass
= A

−1
w,µ(Tw2(r+1) − Tw2(r))

−1.

This shows the first case in (4.15). Clearly, we get zero otherwise. �

We recover the action of the Demazure operators ∂r, see Definition 3.1:

Proposition 4.20. The action of Tr ∈ HG
∗ (Z̈) on HG

∗ (Y) agrees with ∂r.

Proof. Abbreviate s = sr. By (4.12), (4.14), the action of Tr is given by

[∆r] ⋆ Pωλ = (
∑

w1,w2,µ1,µ2

Aw1,w2,µ1,µ2 [xw1,w2,µ1,µ2 ]) ⋆ (
∑

w,µ

PwS
w
λ (µ)A

−1
w,µ[xw,µ])

(4.7)
=

∑

w,w1,µ,µ1

Aw1,w,µ1,µPwS
w
λ (µ)[xw1,µ1 ].

By (4.15), the coefficient of [xz,ν ] is here equal to

A
−1
z,ν

PzS
z
λ(ν)

(Tz(r) − Tz(r+1))
+ A

−1
z,ν

PzsS
zs
λ (s(ν))

(Tzs(r) − Tzs(r+1))
= A

−1
z,ν

PzS
z
λ(ν)− PzsS

zs
λ (s(ν))

Tz(r) − Tz(r+1)
.

Using (4.12) and (4.10) we deduce that this agrees with the coefficient of [xw,µ] in

the decomposition of −∂r(Pωλ) =
Pωλ−sr(Pωλ)

Xr+1−Xr
in the basis of T-fixed points. �

4.6. Creation operators. For k ∈ [1;n] we consider the following Grassmannian
inclusion subvariety of Yk+1 × Yk,

Z̈⊃,k = {((V,W ), (V
∼

,W
∼

)) ∈ Yk+1 × Yk | W ⊃W
∼

,V = V
∼

}. (4.16)

If ǫr denotes the element λ ∈ Λ1(n) satisfying λi = δi,r, the fundamental class

[Z̈⊃,k] can be written as [Z̈⊃,k] =
∑

µ1,µ2,w1,w2
B
+
w1,w2,µ1,µ2

[xw1,w2,µ1,µ2 ], where

B
+
w1,w2,µ1,µ2

=

{
A
−1
w1,µ1

∏
i∈µ2

(Tw1(t) − Tw1(i))
−1 if w1 = w2, µ1 = µ2 + ǫt,

0 otherwise.

Proposition 4.21. Convolution with the fundamental class [Z̈⊃,k] defines a map
which, via Corollary 4.7, is the creation operator ω+

n : HG
∗ (Yk)→ HG

∗ (Yk+1).

Proof. Again by (4.7) and we get [Z̈⊃,k]⋆Pωλ =
∑

w,w1,µ,µ1
B
+
w1,w,µ1,µ

PwS
w
λ (µ)[xw1,µ1 ].

The coefficient of [xz,ν ] in this expression is

A
−1
z,νPz

∑

t∈ν

S
z
λ(ν\{t})∏

i∈ν\{t}(Tz(t) − Tz(i))
.

Now, the statement follows from Lemma 4.22 below and Remark 4.14. �
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Lemma 4.22. The equivariant Schubert classes Sλ := S
Id
λ satisfy the formula

∑

t∈µ

Sλ(µ\{t})∏
i∈µ\{t}(Tt − Ti)

=

{
Sλ∪{n}(µ) if n 6∈ λ,

0 if n ∈ λ.
(4.17)

Proof. Abbreviate the left hand side of (4.17) as Dλ(µ). Note that they are polyno-
mials by Lemma 4.13(ii) and, by the computation in the proof of Proposition 4.21,

they arise as restrictions of the class x = [Z̈⊃,k] ⋆ ωλ ∈ H∗
G(F × Gk)

∼= H∗
T(Fk).

To show (4.17) in case n 6∈ λ, it therefore suffices to verify that Dλ(µ) satisfies the
characterising properties (i)-(iii) from Lemma 4.13.

To see (i), assume Dλ(µ) 6= 0 for some µ. Then there exists t ∈ µ such that
Sλ(µ\{t}) 6= 0. Then, by Lemma 4.13(i), µ\{t} > λ which implies µ > λ ∪ {n} by
definition of the ordering. Thus (i) holds.

To see (ii), note that

Dλ(λ ∪ {n}) =
Sλ(λ)∏

i∈λ(Tn − Ti)
= Sλ∪{n}(λ ∪ {n}). (4.18)

Here the second equality holds by Lemma 4.13(ii), and the first equality holds, since
in the definition of Dλ(λ∪{n}) only the summand for t = n is nonzero. (The other
terms vanish due to the support condition for the equivariant Schubert classes in
Lemma 4.13(i), because λ ∪ {n}\{t} < λ). Thus (ii) holds.

Since (iii) is obviously true, we proved (4.17) in case n 6∈ λ.
Assume now n ∈ λ. Using the already proved case we can write

Sλ(µ\{t}) =
∑

t′∈µ\{t}

Sλ\{n}(µ\{t, t
′})∏

i∈µ\{t,t′}(Tt′ − Ti)
.

Plugging this into the definition of Dλ(µ) we obtain

Dλ(µ) =
∑

t,t′∈µ,t6=t′

Sλ\{n}(µ\{t, t
′})∏

i∈µ\{t}(Tt − Ti)
∏

i∈µ\{t,t′}(Tt′ − Ti)
= 0,

because the summand for (t, t′) cancels with the summand for (t′, t). �

For the Grassmannian inclusion variety (4.16) let ξ ∈ HG
∗ (Z̈⊃,k) be the Chern

class of the line bundle given by W/W
∼

and let Xr ∈ HG
∗ (Z̈⊂,k), for r ∈ [1;n], be the

Chern class of the line bundle corresponding to the tautological quotient Vr/Vr−1.

Proposition 4.23. Let r ∈ [1;n− 1]. The push-forward to HG
∗ (Y × Y) of

n∏

p=r+1

(Xp − ξ) ∈ HG
∗ (Z̈⊃,k) (4.19)

acts on HG
∗ (Y) by the creation operator ω+

r : HG
∗ (Yk)→ HG

∗ (Yk+1).

Proof. We can write the push-forward X ∈ HG
∗ (Y × Y) of the class (4.19) in the

fixed point basis as X =
∑

µ1,µ2,w1,w2
B
+,r
w1,w2,µ1,µ2

[xw1,w2,µ1,µ2 ], where

B
+,r
w1,w2,µ1,µ2

=

{
A
−1
w1,µ1

∏
n
p=r+1(Tw1(p)−Tw1(t)))∏
i∈µ2

(Tw1(t)−Tw1(i))
if w1 = w2, µ1 = µ2 + ǫt,

0 otherwise.
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The coefficient of [xz,ν ] in X ⋆ Pωλ is then, again by (4.7) and (4.12) equal to

A
−1
w,µPw

∑

t∈µ

∏n
p=r+1(Tw(p) − Tw(t))S

w
λ (µ\{t})∏

i∈µ\{t}(Tw(t) − Tw(i))
.

Now, the statement follows from Lemma 4.24 below and Remark 4.14. �

Lemma 4.24. Let r ∈ [1;n−1]. The equivariant Schubert classes Sλ := S
Id
λ satisfy

∑

t∈µ

∏n
p=r+1(Tp − Tt)Sλ(µ\{t})∏

i∈µ\{t}(Tt − Ti)
=

{
(−1)|λ>r|Sλ∪{r}(µ) if r 6∈ λ,

0 if r ∈ λ.
(4.20)

Proof. Denote by Dλ(µ) the left hand side of (4.20). This is a polynomial, by
Lemma 4.13(ii) and arises by restriction of x = X ⋆ ωλ ∈ H∗

G(F × Gk)
∼= H∗

T(Gk).
Assume r 6∈ λ. To verify (4.20) it suffices to verify again the characterising prop-

erties (i)-(iii) from Lemma 4.13 for (−1)|λ>r|Dλ(µ). For (i) assume that Dλ(µ) 6= 0
for some µ. Then there exists t ∈ µ such that Sλ(µ\{t}) 6= 0. This implies µ\{t} > λ
and thus µ > λ ∪ {t}. For (ii) we have

(−1)|λ>r |Dλ(λ ∪ {r}) =

∏
p6∈λ,p>r(Tp − Tr)Sλ(λ)∏

i∈λ,i<r(Tr − Ti)
= Sλ∪{r}(λ ∪ {r}).

The second equality holds by Lemma 4.13 whereas the first one holds since only
the summand for t = r survives in the definition of Dλ(λ ∪ {n}). (The others are
zero because λ ∪ {r}\{t} < λ for t < r.) Thus (ii) holds, and (iii) is obvious.

Now, assume t ∈ λ. Using the already proved case we calculate

Sλ(µ\{t}) = (−1)|λ>r|
∑

t′∈µ\{t}

∏n
p=r+1(Tp − Tt′)Sλ\{r}(µ\{t, t

′})
∏

i∈µ\{t,t′}(Tt′ − Ti)
,

Dλ(µ) =
∑

t,t′∈µ,t6=t′

∏n
p=r+1(Tp − Tt)

∏n
p=r+1(Tp − Tt′)Sλ\{r}(µ\{t, t

′})
∏

i∈µ\{t}(Tt − Ti)
∏

i∈µ\{t,t′}(Tt′ − Ti)
= 0,

since the summands for (t, t′) and (t′, t) cancel each other. �

4.7. Annihilation operators. Similarly to Z̈⊃,k we consider the opposite Grass-
mannian inclusion subvariety

Z̈⊂,k = {((V,W ), (V
∼

,W
∼

)) ∈ Yk × Yk+1 | W ⊂W
∼

,V = V
∼

}. (4.21)

Proposition 4.25. Convolution with the fundamental class [Z̈⊂,k] induces, via
Corollary 4.7, the (signed) annihilation operator (−1)kω−

1 : HG
∗ (Yk+1)→ HG

∗ (Yk).

Proof. Writing [Z̈⊂,k] =
∑

w1,w2,µ1,µ2
B
−,k
w1,w2,µ1,µ2

[xw1,w2,µ1,µ2 ] we have

B
−,k
w1,w2,µ1,µ2

=

{
A
−1
w1,µ1

∏
i6∈µ2

(Tw1(i) − Tw1(t))
−1 if (w1, µ1) = (w2, µ2 − ǫt),

0 otherwise.
(4.22)

The coefficient of [xw,µ] in the product [Z̈⊂,k] ⋆ Pωλ equals

A
−1
w,µ

∑

t6∈µ

S
w
λ (µ ∪ t)∏

i6∈µ∪{t}(Tw(i) − Tw(t))
.

Now the statement follows from Lemma 4.26 below and Remark 4.14. �
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Lemma 4.26. The equivariant Schubert classes Sλ := S
Id
λ satisfy the formula

∑

t6∈µ

Sλ(µ ∪ {t})∏
i6∈µ∪t(Ti − Tt)

=

{
Sλ\{1}(µ) if 1 ∈ λ,

0 if 1 6∈ λ.
(4.23)

Proof. The proof is similar to the proof of Lemma 4.22. We are therefore brief.
Denote by Dλ(µ) the left hand side of (4.23) which arises by restriction from x =

[Z̈⊂,k] ⋆ ωλ ∈ H∗
G(F × Gk)

∼= H∗
T(Gk), see the proof of Proposition 4.25.

Assuming 1 ∈ λ we again check the properties (i)-(ii), since (iii) is obvious.
If Dλ(µ) 6= 0 for some µ, then there exists t ∈ µ such that Sλ(µ∪{t}) 6= 0. Thus

µ ∪ {t} > λ and therefore µ > λ\{1} proving (i). For (ii) note that

Dλ(λ\{1}) =
Sλ(λ)∏

i6∈λ(Ti − T1)
= Sλ\{1}(λ\{1}).

Knowing the case 1 /∈ λ, we deduce the case 1 /∈ λ by computing

Sλ(µ ∪ {t}) =
∑

t′ 6∈µ∪{t}

Sλ∪{1}(µ ∪ {t, t
′})∏

i6∈µ∪{t,t′}(Ti − Tt′)
and

Dλ(µ) =
∑

t,t′ 6∈µ,t6=t′

Sλ∪{1}(µ ∪ {t, t
′})∏

i∈µ∪{t}(Ti − Tt)
∏

i6∈µ∪{t,t′}(Ti − Tt′)
= 0. �

Abusing notation, we denote by ξ ∈ HG
∗ (Z̈⊂,k) also the Chern class of the line

bundle given by W
∼

/W for the opposite Grassmannian inclusion variety, (4.21).

Proposition 4.27. Let r ∈ [1;n− 1]. The push-forward to HG
∗ (Y × Y) of

r−1∏

p=1

(Xp − ξ) ∈ HG
∗ (Z̈⊂,k) (4.24)

agrees with the (signed) annihilation operator (−1)kω−
r : HG

∗ (Yk+1)→ HG
∗ (Yk).

Proof. Write the push-forward X ∈ HG
∗ (Y × Y) of (4.24) as

X =
∑

µ1,µ2,w1,w2

B
−,r
w1,w2,µ1,µ2

[xw1,w2,µ1,µ2 ],

B
−,r
w1,w2,µ1,µ2

=




A
−1
w1,µ1

w1(
∏r−1

p=1(Tp−Tt))∏
i6∈µ2

(Tw1(i)−Tw1(t))
if w1 = w2, µ1 = µ2 − ǫt,

0 otherwise.

The coefficient of [xw,µ] in the product X ⋆ Pωλ is

A
−1
w,µ

∑

t6∈µ

∏r−1
p=1(Tw(p) − Tw(t))S

w
λ (µ ∪ t)

∏
i6∈µ∪{t}(Tw(i) − Tw(t))

.

The statement follows from Lemma 4.28 below and Remark 4.14. �

Lemma 4.28. Let r ∈ [1;n− 1]. The polynomials Sλ(µ) := S
Id
λ (µ) satisfy

∑

t6∈µ

(
∏r−1

p=1(Tp − Tt))Sλ(µ ∪ {t})∏
i6∈µ∪t(Ti − Tt)

=

{
(−1)|λ<r|Sλ\{r}(µ) if r ∈ λ,

0 if r 6∈ λ.
(4.25)
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Proof. We argue as for (4.20). Denote by Dλ(µ) the left hand side of (4.25).
First, assume r ∈ λ. We check that (−1)|λ<r|Dλ(µ) satisfies the properties of
Lemma 4.13 (by the proof of Proposition 4.27 it arises by restriction from x =∏r−1

p=1(Xp− z)⋆ωλ ∈ H∗
G(F ×Gk)

∼= H∗
T(Gk)). The support of Dλ lies above λ\{r},

since if Dλ(µ) 6= 0, then there exists t 6∈ µ such that Sλ(µ ∪ {t}) 6= 0 and t > r.
This implies µ ∪ {t} > λ and thus µ > λ\{r} which shows property (i). Now,

Dλ(λ\{r}) = (
r−1∏

i=1

(Ti − Tr))Sλ(λ)
∏

i6∈λ

(Ti − Tr)
−1

= (−1)|λ<r|(
∏

i∈λ,i<r

(Tr − Ti))Sλ(λ)
∏

i6∈λ,i>r

(Ti − Tr)
−1 = (−1)|λ<r|Sλ\{r}(λ\{r}).

Here, the first equality holds, since only the summand for t = r survives in

Dλ(λ\{r}), because λ\{r} ∪ {t} < λ if t > r and
∏r−1

p=1(Tp − Tt) = 0 if t < r.

Thus (ii) and obviously (iii) holds. If now r 6∈ λ we can use

Sλ(µ ∪ {t}) = (−1)|λ<r|
∑

t′ 6∈µ∪{t}

(
∏r−1

p=1(Tp − Tt′))Sλ∪{r}(µ ∪ {t, t
′})

∏
i6∈µ∪{t,t′}(Ti − Tt′)

and deduce

Dλ(µ) = (−1)|λ<r|
∑

t,t′ 6∈µ,t6=t′

(
∏r−1

p=1(Tp − Tt)(Tp − Tt′))Sλ∪{r}(µ ∪ {t, t
′})

∏
i∈µ∪{t}(Ti − Tt)

∏
i6∈µ∪{t,t′}(Ti − Tt′)

= 0. �

4.8. The ⋆-product on H∗
T(G). Let a ∈ [1;n] and X ∈ H∗

T(Ga). Let iµ be the
inclusion iµ : {gµ} → Ga of the fixed point labelled by µ ∈ Λa(n). Consider the
polynomial X(µ) = i∗µX and let [gµ] be the push-forwand of the fixed point gµ to

Ga. Since (iµ)
∗(iµ)∗ = Aµ, we can write X =

∑
µ∈Ga

X(µ)A−1
µ [gµ] in H∗

T(Ga)loc.

If now X ∈ H∗
T(Ga)loc we can similarly describe it via a family of rational functions

X(µ) labelled by µ ∈ Λa(n). Given such X and Y ∈ H∗
T(Gb)loc define

(X ⋆ Y)(µ) =
∑

µ1⊔µ2=µ

|µ1|=a,|µ2|=b

X(µ1)Y(µ2)

Qµ1,µ2

, where Qλ,ν =
∏

i∈λ,j∈ν

(Ti − Tj). (4.26)

It is easy to see that ⋆ is associative and that ⋆ yields a graded algebra structure
on H∗

T(G)loc. We next show that ⋆ preserves H∗
T(G) ⊂ H∗

T(G)loc.

Lemma 4.29. For λ, ν ∈ Λ(n), the following holds in H∗
T(G) :

Sλ ⋆ Sν =

{
(−1)s(λ,ν)Sλ⊔ν if λ ∩ ν = ∅,

0 otherwise,
(4.27)

where s(λ, ν) := |{(i, j) | i ∈ λ, j ∈ ν, i < j}.

Proof. We prove (4.27) by induction on ν. If |ν| = 1 then ν is of the form ν = ǫr
and the statement is equivalent to Lemma 4.24. Thus we have Sλ ⋆Sν⊔{r} = Sν ⋆Sǫr
for (λ, ν ⊔ {r}) with r 6∈ ν. Assuming now (4.27) for (λ, ν), we calculate

Sλ ⋆ Sν⊔{r} = (−1)s(λ,ν)+s(ν,ǫr)Sλ⊔ν ⋆ Sǫr =

{
(−1)s(λ,ν⊔{r})

Sλ⊔ν⊔{r} if r 6∈ λ,

0 otherwise.
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We used hereby the identity (−1)s(λ,ν)+s(ν,ǫr)+s(λ⊔ν,ǫr) = (−1)s(λ,ν⊔{r}), which fol-
lows4 from the associativity of wedges: (ωλ ∧ ων) ∧ ωr = ωλ ∧ (ων ∧ ωr). �

Corollary 4.30. The subspace H∗
T(G) of H∗

T(G)loc is a subalgebra. Moreover,

H∗
T(G) ∼= Poln ⊗

∧
(ω1, . . . , ωn) such that Sλ 7→ ωλ.

4.9. Geometric construction of the ⋆-product. In this section we give a geo-
metric construction of the ⋆-product H∗

T(Ga)×H∗
T(Gb)→ H∗

T(Ga+b) from (4.26) for
any a, b ∈ [1;n] such that a+b 6 n. The construction will use some extra hermitian
scalar product which we introduce first.

Fix now a (hermitian) scalar product on V . Let U ⊂ G = GL(V) be the maximal
compact subgroup formed by unitary transformations.

Remark 4.31. Since there is no difference between G-equivariant and U-equivariant
(co)homology, we will, to simplify notation, often write G-equivariant (co)homology
even if the variety is only U-stable (and we really mean U-equivariance). This is
particularly convenient, since it is enough to find a U-invariant isomorphism be-
tween two G-varieties to be able to identify their G-equivariant (co)homology. It
is not even necessary to have an algebraic isomorphism, a homeomorphism suf-
fices. Similarly, when we mean U-equivariant (co)homology, we may simply write
T instead of U even if the variety does not carry a T-action.

Fix k1, k2 ∈ Z such that n > k1 > k2 > 0. Let Gk1⊃k2 denote the 3-step partial
flag variety in V with subspaces of dimension k1 and k2. In other words, Gk1⊃k2 is
the subvariety of Gk1 × Gk2 where the subspaces are contained in each other.

Lemma 4.32. There is a diffeomorphism γk1,k2 : Gk1⊃k2
∼= Gk1⊃k1−k2 .

Proof. Using the scalar product on V , we can define the following map

Gk1⊃k2 → Gk1⊃k1−k2 , (V ⊃W ⊃W
∼

⊃ {0}) 7→ (V ⊃W ⊃W
∼ ⊥
∩W ⊃ {0}).

In other words, given a flag (V ⊃ W ⊃ W
∼

⊃ {0}) in Gk1⊃k2 , we can replace the

k2-dimensional subspace W
∼

by its orthogonal complement in W and obtain a flag
in Gk1⊃k1−k2 . This obviously defines a diffeomorphism. �

Remark 4.33. This diffeomorphism is only U-invariant, and not G-invariant. It still
induces by Remark 4.31 an isomorphism in G- or T-equivariant cohomology.

Definition 4.34. Let ιk1,k2 : H
∗
T(Gk1−k2)→ H∗

T(Gk1⊃k2) be the composition

H∗
T(Gk1−k2)

p∗

−→ H∗
T(Gk1⊃k1−k2)

γk1,k2−−−−→ H∗
T(Gk1⊃k2),

where the first map is the pullback with respect to p : Gk1⊃k1−k2 → Gk1−k2 which
forgets one component of the flag. Assume now a, b ∈ [1;n]. Pick integers n > k1 >

k2 > k3 > 0 such that k1 − k2 = a, k2 − k3 = b. We then have the inclusions

ιk1,k2 : H
∗
T(Ga)→ H∗

T(Gk1⊃k2), ιk2,k3 : H
∗
T(Gb)→ H∗

T(Gk2⊃k3)

ιk1,k3 : H
∗
T(Ga+b)→ H∗

T(Gk1⊃k3).
(4.28)

We view T-fixed points in Gk1⊃k2 as T-fixed point of Gk1 × Gk2 . They are of the
form (gµ1 , gµ2), where µ1 ∈ Λk1(n), µ2 ∈ Λk2(n) and µ1 ⊃ µ2. Let us write gµ1,µ2

instead of (gµ1 , gµ2) and similarly for Gk2⊃k3 and Gk1⊃k3 .

4Note that ωλ ∧ ων = (−1)s(λ,µ)ωλ∪ν .
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Proposition 4.35. The usual convolution product

H∗
T(Gk1⊃k2)×H∗

T(Gk2⊃k3)→ H∗
T(Gk1⊃k3)

with respect to the inclusions

Gk1⊃k2 ⊂ Gk1 × Gk2 , Gk2⊃k3 ⊂ Gk2 × Gk3 , Gk1⊃k3 ⊂ Gk1 × Gk3

restricts along (4.28) to the ⋆-product H∗
T(Ga)×H∗

T(Gb)→ H∗
T(Ga+b) from (4.26).

Proof. This follows directly from Lemma 4.36 below. �

Lemma 4.36. In the notation from (4.28) we have for X ∈ H∗
T(Ga), Y ∈ H∗

T(Gb),

(ιk1,k2X) ⋆ (ιk2,k3Y) = ιk1,k3(X ⋆ Y).

Proof. It is enough to verify this on the T-fixed points. For any µ1 ∈ Λk1(n),
µ2 ∈ Λk2(n) and µ3 ∈ Λk3(n) we have

(ιk1,k2X)(µ1, µ2) = X(µ1\µ2) and eu(Gk1⊃k2 , gµ1,µ2) = Aµ1Qµ1\µ2,µ2

with Qµ1\µ2,µ2
as in (4.26). Thus we can write

ιk1,k2X =
∑

µ1⊃µ2

A
−1
µ1

Q−1
µ1\µ2,µ2

X(µ1\µ2)[gµ1,µ2 ],

and similarly

ιk2,k3Y =
∑

µ2⊃µ3

A
−1
µ2

Q−1
µ2\µ3,µ3

Y(µ2\µ3)[gµ2,µ3 ].

Then, using [gµ1,µ2 ] ⋆ [gµ2,µ3 ] = Aµ2 [gµ1,µ3 ], which holds by Lemma 2.5 2.), we get

(ιk1,k2X) ⋆ (ιk2,k3Y ) =
∑

µ1⊂µ2⊂µ3

A
−1
µ1

Q−1
µ1\µ2,µ2

Q−1
µ2\µ3,µ3

X(µ1\µ2)Y (µ2\µ3)[gµ1,µ3 ].

On the other hand, we have

ιk1,k3(X ⋆ Y) =
∑

µ1⊂µ3

A
−1
µ1

Q−1
µ1\µ3,µ3

(X ⋆ Y)(µ1\µ3)[gµ1,µ3 ]

=
∑

µ1⊂µ2⊂µ3

A
−1
µ1

Q−1
µ1\µ3,µ3

Q−1
µ1\µ2,µ2\µ3

X(µ1\µ2)Y(µ2\µ3)[gµ1,µ3 ].

The statement follows then from the following obvious equality

Qµ1\µ2,µ2
Qµ2\µ3,µ3

= Qµ1\µ2,µ2\µ3
Qµ1\µ2,µ3

Qµ2\µ3,µ3
= Qµ1\µ2,µ2\µ3

Qµ1\µ3,µ3
. �

4.10. The isomorphism HG
∗ (Z̈) ∼= ENHn. We now are able to give a geometric

construction of the doubly extended nil-Hecke algebra:

Theorem 4.37. There is an isomorphism of algebras HG
∗ (Z̈) ∼= ENHn.

Proof. The algebra ENHn acts faithfully on EPoln by Definition 3.8, and HG
∗ (Z̈)

acts faithfully on HG
∗ (Y) ∼= EPoln, by Lemma 2.5 with Remark 2.6. Moreover, for

each generator of the algebra ENHn we have constructed in Propositions 4.20, 4.21,
4.23, 4.25, 4.27, an element of HG

∗ (Z̈) acting on the polynomial representation by
the same operator. This implies immediately that there is an injective homomor-
phism ENHn →֒ HG

∗ (Z̈). To prove that this is an isomorphism, we check that the
graded dimensions of the algebras agree.

We already know by Proposition 4.2, that the graded dimensions of NHn and
HG

∗ (F ×F) agree. Moreover, by Corollary 3.11, we have an isomorphism of graded
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vector spaces ENHn
∼= NHn⊗

∧
n⊗

∧
n. Since Z̈ = F ×F ×G×G and H∗(G) ∼=

∧
n

as graded vector spaces, the graded dimensions of HG
∗ (Z̈) and ENHn agree. �

4.11. The Grassmannian quiver Hecke algebra. We next construct the ex-
tended nil-Hecke algebra using the following Grassmannian–Steinberg variety:

Notation 4.38. Set Ż = F × F × G =
∐n

k=0 Żk, where Żk = F × F × Gk.

Our goal is to turn HG
∗ (Ż) into an algebra isomorphic to ENHn ⊂ ENHn.

Let k ∈ [0;n] and fix integers n > k1 > k2 > 0 such that k1 − k2 = k and recall
the partial flag varieties from §4.9. Consider the following diagram

Z̈k1,k2

ι
←− F ×F × Gk1⊃k2

γ
−→ F × F × Gk1⊃k

π
−→ Żk,

Here, ι and π are the obvious maps coming from Gk1⊃k2 ⊂ Gk1 × Gk2 and from
forgetting the k1-dimensional flag component, and γ is the diffeomorphism induced
by γk1,k+2 from Lemma 4.32.

Lemma 4.39. The linear map

ιk1,k2 : H
G
∗ (Żk)→ HG

∗ (Z̈k1,k2), ιk1,k2 = ι∗γ
∗π∗

is injective and thus identifies HG
∗ (Żk) with a subspace of HG

∗ (Z̈k1,k2).

Proof. Indeed, π∗ is injective, because π is a Grassmannian bundle. The map ι∗ is
injective, because the push-forward of the inclusion Gk1⊃k2 → Gk1 ×Gk2 is injective
(we can see this using a cell decomposition). �

Taking the direct sum by all possible k1 and k2 such that n > k1 > k2 > 0, we
get an identification of HG

∗ (Ż) with a vector subspace of HG
∗ (Z̈). We would like to

show that this vector subspace is a subalgebra.
For this, we use that HG

∗ (Z̈) acts faithfully on HG
∗ (Y). Abusing the terminology,

we will say that HG
∗ (Ż) acts on HG

∗ (Y), by which we just mean the restriction of

the HG
∗ (Z̈)-action to the subspace HG

∗ (Ż). To relate the multiplication in HG
∗ (Z̈)

with the ⋆-product from §4.11, we identify HG
∗ (Y) ∼= HT

∗ (G) as in Lemma 4.4.

Proposition 4.40. The following diagram, relating the HT
∗ (G×G)-action on HT

∗ (G)
at the top to the convolution action of HG

∗ (Z̈) on HG
∗ (Y) the bottom, commutes.

HT
∗ (G × G)×HT

∗ (G) −−−−→ HT
∗ (G)y∼= (4.1)
y∼= (4.1)

HG
∗ (F × G × G)×HG

∗ (Y) HG
∗ (Y)

y∆∗

yId

HG
∗ (Z̈)×HG

∗ (Y) −−−−→ HG
∗ (Y).

Here ∆: F × G × G → F ×F × G × G = Z̈ is the diagonal inclusion.
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Proof. The statement follows from the commutativity of the localized diagram

HT
∗ (G × G)loc ×HT

∗ (G)loc −−−−→ HT
∗ (G)locy
y

HT
∗ (F × G × G)loc ×HT

∗ (Y)loc HT
∗ (Y)locy
y

HT
∗ (Z̈)loc ×HT

∗ (Y)loc −−−−→ HT
∗ (Y)loc.

which can be checked on the basis of T-fixed points using Remark 4.16. �

Projection onto the factors directly implies the following refinement:

Corollary 4.41. The following diagram commutes

HT
∗ (Ga)×HT

∗ (Gb) −−−−→ HT
∗ (Ga+b)y∼= (4.1)
y∼= (4.1)

HG
∗ (Ya)×HG

∗ (Yb) HG
∗ (Ya+b)y∆∗

yId

HG
∗ (Ża)×HG

∗ (Yb) HG
∗ (Ya+b)yιa+b,b

yId

HG
∗ (Z̈a+b,b)×HG

∗ (Yb) −−−−→ HG
∗ (Ya+b),

where the horizontal maps are the ⋆-product respectively the HG
∗ (Z̈)-action on HG

∗ (Y),
and ∆: Ya → Ża denotes the diagonal inclusion.

As a direct consequence we obtain the geometric creation operators. For this
let ωλ be the push-forward of ωλ ∈ HG

∗ (Y) to HG
∗ (Ż) with respect to the diagonal

inclusion Y = F × G → Ż = F × F × G. The notation is consistent:

Corollary 4.42. Acting with ωλ ∈ HG
∗ (Ż) on HG

∗ (Y) multiplies by ωλ ∈
∧

n.

Proposition 4.43. The vector subspace HG
∗ (Ż) of HG

∗ (Z̈) has basis

{TwX
aωλ;w ∈ Sn, a ∈ Z

n
>0, λ ∈ Λ(n)}.

In particular, this vector subspace is a subalgebra.

Proof. The statement on the basis follows by standard arguments based on the
cellular fibration lemma, see [4, §5.5]. The consequence holds then by Corollary 4.41
and Corollary 4.42. �

We call HG
∗ (Ż) the Grassmannian quiver Hecke algebra (attached to sl2 and n).

4.12. The Naisse-Vaz algebra as Grassmannian quiver Hecke algebra. The
Grassmannian quiver Hecke algebra relates to the quiver Hecke algebra from [29]
as the Naisse–Vaz algebra relates to the KLR algebras from [14], [25]:

Theorem 4.44. The algebra HG
∗ (Ż) is isomorphic to ENHn.
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Proof. Both algebras act faithfully on HG
∗ (Y) ∼= EPoln (see Lemma 2.5 with Re-

mark 2.6, and Definition 3.4). By Propositions 4.20, 4.21, 4.23, ENHn embeds into

HG
∗ (Ż). Now, compare Proposition 4.43 with Lemma 3.7. �

Remark 4.45. The isomorphism in Theorem 4.44 becomes compatible with the
grading from Remark 3.5 if we use the shifted grading on HG

∗ (Ż) with HG
r (Żk) in

degree 2 dimYk + k2− k− r. The correction k2− k encodes that ωn ∧ . . .∧ωn−k+1,
which corresponds to the fundamental class [Yk], has degree k2 − k.

Remark 4.46. The name Grassmannian quiver Hecke algebra indicates that we ex-
tend the quiver Hecke algebra by extra Grassmannians. This notion should not be
confused with the notion of quiver Grassmannians, see e.g. [7], [3], which would
mean that we change the full flags to (Grassmannian) partial flags. The Grassman-

nian quiver Hecke algebra for sl2, is a subalgebra of HG
∗ (Z̈).

5. Geometric construction of the differentials

In this section we construct the differential from Proposition 3.17 geometrically.

5.1. The differential dN on EPoln. Recall the differential dN : EPoln → EPoln
from Notation 3.18. We now reconstruct this differential geometrically using the
push-forward Zk,N ∈ HG

∗ (Y × Y) of (−1)k[Z̈⊂,k] ∩ ξN ∈ HG
∗ (Z̈⊂,k), see (4.21).

Proposition 5.1. The element Zk,N acts as dN : HG
∗ (Yk+1)→ HG

∗ (Yk).

Proof. Proposition 4.25 gives the statement for N = 0. It also implies that the
action satisfies the graded Leibniz rule, see §3.4, and commutes5 with the action
of the nil-Hecke algebra (i.e. with ∂1, . . . , ∂n−1 and X1, . . . , Xn). By Notation 3.18
it remains to show that Zk,N acts on ω1 by multiplication with XN

1 . This holds
thanks to the extra twist ξN in comparison to the N = 0 case. �

Remark 5.2. Algebraically, dN is defined via the action of dN ∈ ENHn which is a
Poln-linear combination of the ω−

r ’s. Geometrically, the situation is reversed and
dN appears more natural than the ω−

r ’s. Proposition 4.27 and Proposition 5.1
express then ω−

r as Poln-linear combination of the various differentials dN .

To interpret dN we incorporate the twist by ξN into the construction.

5.2. The differential dN on ENH. For the rest of this section fix N ∈ Z. We
first build a dependence on N into our varieties. For this, consider the affine space
A = Hom(V,CN ) and define the following upgraded versions (all depending on N)

Ŷ = {(V,W, γ) | γ(W ) = 0} ⊂ Y × A and ̂̈Z = Ŷ ×A Ŷ (5.1)

of the extended flag varieties Y and Steinberg variety Z̈. Define for k, k1, k2 ∈ [1;n]

Ŷk = Ŷ ∩ (Yk × A) and ̂̈Zk1,k2 = Ŷk1 ×A Ŷk2 .

Let Z̈⊃ be the subvariety of Z̈ given by W ⊃ W
∼

and set Z̈k1⊃k2 = Z̈⊃ ∩ Z̈k1,k2 .

Let us define ̂̈Z⊃, ̂̈Zk1⊃k2 ,
̂̈Z⊂,k,

̂̇Zk = ̂̈Zk,0 and ̂̇Z =
∐n

k=0
̂̇Zk as preimages of

Z̈⊃, Z̈k1⊃k2 , Z̈⊂,k, Żk = Z̈k,0 and Ż =
∐n

k=0 Żk respectively with respect to the

morphism ̂̈Z → Z̈ which forgets the A-factor.

5This is geometrically obvious: the correspondences deal with different factors of the varieties.
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We equip HG
∗ ( ̂̈Z) with the convolution product using the inclusion ̂̈Z ⊂ Ŷ × Ŷ.

The algebras HG
∗ ( ̂̈Z) and HG

∗ (Z̈) are usually different. Their interplay will be
crucial, see Proposition 5.3 and Proposition 5.6.

Proposition 5.3. The pullback HG
∗ (Z̈⊃)→ HG

∗ ( ̂̈Z⊃) is an algebra isomorphism.

Proof. The morphism Ŷk → Yk is a vector bundle with the fibre over (V,W ) being

Hom(V/W,CN ). Similarly, the morphism ̂̈Zk1⊃k2 → Z̈k1⊃k2 is a vector bundle

with the fibre Hom(V/W,CN ) over (V, Ṽ,W,W
∼

). For µ ∈ Λk(n), let Wµ ⊂ V be
the vector space representing the T-fixed point gµ ∈ Gk. Let Qµ ∈ RT ≃ k[T1, . . . Tn]
be the Euler class of Hom(V/Wµ,C

N ).
We compare the products in the two algebras using the torus fixed point local-

ization. The T-fixed points of Y are (w, µ) := (fw, gµ), w ∈ Sn, µ ∈ Λ(n), and of

Z̈ they are (w1, w2, µ1, µ2) := (fw1 , fw2 , gµ1 , gµ2). (Note we use a different labelling
(w, µ) 6= xw,µ as before; now µ is not twisted by w.) The point (w1, w2, µ1, µ2) is

in Z̈⊃ if and only if µ1 ⊃ µ2. The maps ̂̈Z⊃ → Z̈⊃ and Ŷ → Y induce bijections

on T-fixed points. We can write h ∈ HG
∗ (Z̈⊃) and its pullback ĥ ∈ HG

∗ ( ̂̈Z⊃) as

h =
∑

w1,w2,µ1,µ2

hw1,w2,µ1,µ2 [(w1, w2, µ1, µ2)], ĥ =
∑

w1,w2,µ1,µ2

ĥw1,w2,µ1,µ2 [(w1, w2, µ1, µ2)]

for some hw1,w2,µ1,µ2 ∈ k(T1, . . . , Tn) and then ĥw1,w2,µ1,µ2 = Q−1
µ1

hw1,w2,µ1,µ2 .
The coefficient of [(w1, w3, µ1, µ3)] in [(w1, w2, µ1, µ2)]⋆ [(w2, w3, µ2, µ3)], viewed

as element in HT
∗ (
̂̈Z⊃)loc, agrees now up to the factor Qµ2 with the corresponding

coefficient in HT
∗ (Z̈⊃)loc. Since Q−1

µ1
Q−1

µ2
Qµ2 = Q−1

µ1
, the pullback map preserves

the multiplication, i.e. HG
∗ (Z̈⊃)→ HG

∗ ( ̂̈Z⊃) is an algebra isomorphism. �

Remark 5.4. Proposition 5.3 is in general wrong if we remove the ⊃-condition:

The map ̂̈Zk1,k2 → Z̈k1,k2 is not a vector bundle; its fibre over (V, Ṽ,W,W
∼

) is

Hom(V/(W+W
∼

),CN ) whose dimension is not even locally constant. The restriction

to the part satifying the (W ⊃W
∼

)-condition is however a vector bundle.

In Proposition 4.43 we identified HG
∗ (Ż) with a subalgebra of HG

∗ (Z̈) using

Żk1−k2 ← Z̈k1⊃k1−k2 ≃ Z̈k1⊃k2 → Z̈k1,k2 .

Similarly, we can identify HG
∗ ( ̂̇Z) with a subalgebra of HG

∗ ( ̂̈Z) using the upgrades

̂̇Zk1−k2 ←
̂̈Zk1⊃k1−k2 ≃

̂̈Zk1⊃k2 →
̂̈Zk1,k2 .

The arguments from Proposition 5.3 show that the two algebras agree:

Corollary 5.5. The pullback HG
∗ (Ż)→ HG

∗ ( ̂̇Z) is an isomorphism of algebras.

We now use6 HG
∗ ( ̂̇Z) to give a geometric construction of dN ∈ ENHn.

Proposition 5.6. The action of the fundamental class [ ̂̈Z⊂,k] ∈ HG
∗ ( ̂̇Z) agrees

with the differential (−1)kdN : HG
∗ (Ŷk+1)→ HG

∗ (Ŷk).

6The cohomology class used for this will live in the ⊂-part of the algebra (not in the ⊃- part).

That is why the replacement of Z̈ by ̂̈
Z was important!



GEOMETRIC CATEGORIFICATION OF VERMA MODULES 31

Proof. The case N = 0 holds by Proposition 4.25. For general N we get an extra
multiplication by a power of the first Chern class of the line bundle given by the
quotient W

∼

/W of the Grassmannian spaces. Now argue as for Proposition 5.1. �

5.3. A geometric construction of cyclotomic nil-Hecke algebras. We now
construct NHN

n , see Proposition 3.14, geometrically.

Notation 5.7. We abbreviate F̂ = F×A and consider F̂ ×A F̂ = F×F×A. Denote
by I ⊂ A the subvariety of injections in A = Hom(V,CN ).

Identify in this section NHn = HG
∗ (F̂ ×A F̂) = HG

∗ (F × F × A).

Theorem 5.8. The pullback map

HG
∗ (F × F × A)→ HG

∗ (F × F × I) (5.2)

is surjective and its kernel coincides with the kernel of NHn → NHN
n . In particular

we get an isomorphism of algebras NHN
n
∼= HG

∗ (F × F × I).

Proof. If n > N , then the statement is trivial, because NHN
n is zero and I is empty.

Let us assume n ≤ N . We first claim that XN
1 is in the kernel of (5.2). By definition,

the element X1 ∈ HG
∗ (F×F×A) is the first Chern class of the line bundle on F×A

given by the first subspace of the flag, pushed forward to HG
∗ (F ×F ×A) along the

diagonal in F × F . We now pull back. For γ ∈ I we can identify, via γ(V1) ⊂ C
N ,

the restricted line bundle with a subbundle of a trivial bundle with fibre CN . By
definition of A, the Nth power of this Chern class is zero and the claim follows.
Now we have

dimHG
∗ (F × F × I) = dimH∗(F × F × I/G) = dimH∗(F ×F ×Grn(C

N )), (5.3)

since the G-action is free by the definition of I. This implies that the map in (5.2) is

surjective. It remains to show that the dimension of (5.3) equals dimNHN
n . Since

dimNHN
n = n!

N !

(N − n)!
= (n!)2

(
N

n

)
= dimH∗(F × F ×Grn(C

N )),

by the basis theorem [12, Theorem 2.34], see [19] for an overview, we are done. �

5.4. The geometric dg-model of the cyclotomic nil-Hecke algebras. We
encountered in Proposition 3.14 a dg-model for NHN

n . The dg-algebra (ENHn,dN )

has served there as a "resolution" of NHN
n . We give now a geometric interpretation.

Notation 5.9. For k ∈ [0;n] let Ak = {γ ∈ A | dimKer γ = k}, in particular,
A0 = I. Let IC(Ak) be the simple perverse sheaf supported on the closure Ak,
whose restriction to Ak is a shift on the trivial local system.

The variety Ak has a small resolution of singularities:

A× Gk ⊃ Ãk = {(γ,W ) | γ(W ) = 0} −→ Ak, (γ,W ) 7→ γ.

Observe that Ãk is reminiscent of the geometric construction from §5.3. Indeed, we

have Ŷk = F × Ãk. So, the algebra HG
∗ ( ̂̈Z) is the algebra of (n!× n!)-matrices over

the Ext- algebra of the intersection cohomology sheaf L =
⊕n

k=0 IC(Xk).

Recall the identification ENHn
∼= HG

∗ (Ż) ∼= HG
∗ ( ̂̇Z) from Theorem 4.44 and

Corollary 5.5. Now Propositions 5.6 and 5.8 provide a geometric reformulation of
the resolution in Proposition 3.14:
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Theorem 5.10. Consider the complex HG
∗ ( ̂̇Z•) supported in degrees, denoted •,

from [0;n] with differential dN . This complex has homology concentrated in degree
zero and this homology is isomorphic to HG

∗ (F × F × I).

We work here with ̂̇Zk
∼= F ×F × Ãk, but the statement holds equivalently with

F × F removed. Moreover, H∗
G(Ãk) ∼= H∗

G(Gk). By removing F × F and replacing
Borel–Moore homology by cohomology we obtain the following

Corollary 5.11. There is a resolution of H∗
G(I) = H∗(Grn(C

N )) of the form

H∗
G(Gn) →֒ H∗

G(Gn−1)→ . . .→ H∗
G(G1)→ H∗

G(G0).

Using H∗
G(Ãk) = H∗

G(IC(Ak)), this can be reformulated in terms of sheaves in
the following way.

Corollary 5.12. There is a resolution of H∗
G(A0) = H∗(Grn(C

N )) of the form

H∗
G(IC(An)) →֒ H∗

G(IC(An−1))→ . . .→ H∗
G(IC(A1))→ H∗

G(IC(A0)).

6. Geometric bases: Cells and Gells

In this section we introduce different decompositions of Ż = F × F × G which
result in geometric constructions of different Poln-bases of ENHn.

6.1. Basic pavings. Recall the isomorphism of algebras ENHn
∼= HG

∗ (Ż) from

Theorem 4.44 using the varieties Ż from Notation 4.38.
Fix k ∈ [0;n] and assume for this section that we have a finite decomposition

Żk =
∐

θ∈Θ

Oθ (6.1)

with disjoint parts, labelled by some linearly ordered set Θ. Set Żk,6θ =
∐

ν6θ Oν .

Definition 6.1. We call the decomposition (6.1) a basic paving if the following holds:

(b-i) For each θ ∈ Θ, the subspace Żk,6θ of Żk is closed.
(b-ii) Each Oθ is a smooth real7 U-stable manifold.
(b-iii) The projection F ×F ×Gk → F onto the first component restricted to Oθ,

is a locally trivial fibration Oθ → F with (complex) affine fibres (then the
push-forward induces an isomorphism HG

∗ (Oθ) ∼= HG
∗ (F)).

The word basic refers to the fact that it provides a basis in cohomology, namely
assume the decomposition (6.1) is a basic paving, then HG

∗ (Żk) is a free Poln-

module of rank |Θ|. Indeed, we get a filtration HG
∗ (Żk)

6θ = HG
∗ (Żk,6θ) on HG

∗ (Żk)

such that each associated graded HG
∗ (Żk)

6θ/HG
∗ (Żk)

<θ is isomorphic to Poln ∼=
HG

∗ (F) ∼= HG
∗ (Oθ). Moreover, this filtration is stable by the left Poln-action and,

in view of (b-iii), the left Poln-action on HG
∗ (Żk)

6θ/HG
∗ (Żk)

<θ ∼= HG
∗ (Oθ) ∼= Poln

is just the action by the left multiplication with polynomials. A Poln-basis of the
associate graded can then be lifted to a Poln-basis in HG

∗ (Żk).

7In the case of Gells studied below, Oθ is a priory a real and not a complex manifold. The
fibres of Oθ → F are however just complex affine spaces by Lemma 6.19.
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6.2. Adapted basic pavings. From now on we identify HG
∗ (Ż) ∼= ENHn via

Theorem 4.44 with the shifted grading from Remark 4.45. We moreover fix a
subset B = {bθ | θ ∈ Θ} ⊂ HG

∗ (Żk) of homogeneous, pairwise distinct elements bθ.

Definition 6.2. Assume (6.1) is a basic paving. We call the decomposition (6.1)

strongly adapted to B if each bθ is contained in the image of HG
∗ (Żk,6θ) and its re-

striction to HG
∗ (Oθ) is a constant nonzero polynomial in Poln ∼= HG

∗ (F) ∼= HG
∗ (Oθ).

Lemma 6.3. Assume there exists a basic paving (6.1) strongly adapted to B, then

B is a Poln-basis of HG
∗ (Żk).

Proof. By the assumption, {bθ}θ∈Θ induces a Poln-basis of the associated graded

of HG
∗ (Żk), which implies that it is also a Poln-basis in HG

∗ (Żk). �

Since strongly adaptedness is not easy to check we consider a weaker notion:8

Definition 6.4. We call a basic paving (6.1) weakly adapted to B if, for each θ ∈ Θ,

deg(bθ) = 2 dimYk − 2 dimOθ + k2 − k. (6.2)

By Remark 4.45, weakly adapted is indeed weaker than strongly adapted.

Lemma 6.5. Assume that the basic paving (6.1) is weakly adapted to B. If B is

Poln-linearly independent or a Poln-spanning set, then B is a Poln-basis of HG
∗ (Żk).

Proof. For each θ ∈ Θ we can find an element b′θ ∈ HG
∗ (Żk,6θ) ⊂ HG

∗ (Żk) such
that its restriction to HG

∗ (Oθ) ∼= Poln is 1. Then (6.1) is strongly adapted to the
set B′ = {b′θ}θ∈Θ. Thus, B′ is a Poln-basis by Lemma 6.3. By (6.2), b′θ and bθ have
the same degrees. By the assumptions, B forms then a Poln-basis as well. �

6.3. Relative position of flags. We will now construct some weakly adapted9

pavings. First, we recall the notion of a relative position of two full flags in V .

Definition 6.6. Let V,V
∼

∈ F . Then (V,V
∼

) is in relative position w ∈ Sn, denoted

w = rel(V,V
∼

), if dim(Va ∩ V
∼
b) = |[1; a] ∩ w([1; b])| for all a, b ∈ [1;n].

The relative position of partial flags can be reduced to this notion as follows.
Given a composition ν = (ν1, ν2, . . . , νt) of n, a partial flag V in V is of type ν if it
is of the form V = ({0} = V0 ⊂ V1 ⊂ . . . ⊂ Vt = V ) with dim(Vr/Vr−1) = νr for
r ∈ [1; t]. Let Sν be the parabolic subgroups of Sn corresponding to ν. We will use
this notion for full flags (then ν = (1, 1, . . . , 1) and Sν = {Id}) or for Grassmannians
(then ν is of the form (k, n− k) and Sν = Sk × Sn−k).

Assume that V is a partial flag of type ν and V
∼

is a partial flag of type µ. Complete
them to full flags and let w ∈ Sn be their relative position. This depends on the
chosen completions, but the double coset SνwSµ ∈ Sν\Sn/Sµ does not and is by

definition the relative position, rel(V,V
∼

), of (V,V
∼

). We sloppily write w = rel(V,V
∼

).

6.4. Cells and Gells. We still fix k ∈ [0;n]. We equip Sn with the Bruhat order.
We also fix the induced ordering on any set S of (double) cosets in Sn (obtained
by embedding S into Sn sending a coset to its representative of minimal length).

8We denote by "dim" always the complex dimension. In case of a real variety, "dim" is half of
the real dimension. This situation appears in the case of Gells in §6.4.3.

9We believe that they are in fact strongly adapted, but will not dicuss this.
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6.4.1. Upper and lower cells.

Definition 6.7. Let Θup be the set Sn × (Sn/(Sk × Sn−k)) with the lexicographic
order on Θup. For (w, λ) ∈ Θup define the upper cell10

Oup
w,λ = {(V,V

∼

,W ) | rel(V,V
∼

) = w, rel(V,W ) = λ} ⊂ Żk. (6.3)

For the following we identify Sn/(Sk × Sn−k) = Λk(n) via x 7→ x([1; k]).

Proposition 6.8. The decomposition Żk =
∐

(w,λ)∈Θup
Oup

w,λ from (6.3) is a basic

paving and weakly adapted to Bup := {ωλTw}w∈Sn,λ∈Λk(n) ⊂ ENHn.

Proof. With the grading from Remark 3.5 and Remark 4.45 we have

deg(Twωλ) = −2ℓ(w) + 2nk − k(k + 1)− 2ℓ(λ).

On the other hand dimOup
w,λ = dimF + ℓ(w) + ℓ(λ), where ℓ(λ) denotes the length

of the shortest coset representative corresponding to λ ∈ Λk(n) = Sn/(Sk ×Sn−k).
Thus,

2 dimYk + k2 − k − 2 dimOup
w,λ = 2dimGk + k2 − k − 2ℓ(w)− 2ℓ(λ) = deg(Twωλ),

and therefore (6.2) holds which we wanted to show. �

Varying over all k gives what we call the geometric upper basis of HG
∗ (Ż), since

the diagrams of this basis have floating dots only on the top of the diagram.

Definition 6.9. Denote by Θlow the set Sn × (Sk × Sn−k)\Sn equipped with the
lexicographic ordering. For (w, λ) ∈ Θk

low define

Olow
w,λ = {(V,V

∼

,W ) | rel(V,V
∼

) = w, rel(W,V
∼

) = λ} ⊂ Żk. (6.4)

Identifying (Sk × Sn−k)\Sn = Λk(n), x 7→ x−1([1; k]), the following holds.

Proposition 6.10. The decomposition Żk =
∐

(w,λ)∈Θlow
Olow

w,λ from (6.4) is a basic

paving and weakly adapted to Blow := {Twωλ}w∈Sn,λ∈Λk(n) ⊂ ENHn.

Varying over all k gives what we call the geometric lower basis of HG
∗ (Ż)

Remark 6.11. Since the dimensions and the degrees for the upper and lower basis
agree, the basic paving (6.3) is weakly adapted to Blow, similar for (6.4) and Bup.
For strongly adaptedness this is different. We expect that (6.3) is strongly adapted
to Bup and not to Blow; similarly for (6.4) with respect to Blow (and not Bup).

6.4.2. G-cells. So far we considered cells defined via relative positions with respect
to the flag V (upper cells) respectively V

∼

(lower cells). We next construct basic
pavings by considering instead the relative position with respect to the Grassman-
nian subspaces W . For this we will introduce the notion of G-cells.

Definition 6.12. Assume V ∈ F and W ∈ Gk with rel(V,W ) = x ∈ Sn/(Sk×Sn−k).
View x as element of Sn by taking the coset representative of minimal length, and
let VW be the unique full flag such that rel(V,VW ) = x.

10Their images in F × F and F × Gk (for the left copy of F) correspond to usual Schubert
cells.
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Remark 6.13. If V = (V1 ⊂ V2 ⊂ . . . ⊂ Vn = V ) then VW is the full flag given by

V
W = (V1∩W ⊂ · · · ⊂ V

n−1∩W ⊂W ⊂ V
1+W ⊂ V

2+W ⊂ · · · ⊂ V
n−1+W ⊂ V ).

(The equalities appearing here must be removed to get a true n-step full flag.) Thus
V
W contains W and it is "as close as possible" to V amongst all such full flags.

Definition 6.14. Set ΘGk
= (Sn/(Sk × Sn−k)) × (Sk × Sn−k) × ((Sk × Sn−k)\Sn)

and define the G-cell corresponding to (x, y, z) ∈ ΘGk
as

OG
x,y,z = {(V,V

∼

,W ) | rel(V,W ) = x, rel(VW ,V
∼W ) = y, rel(W,V

∼

) = z} ⊂ Żk.

We equip ΘGk
with the twisted(!) lexicographic ordering which orders the triples

(x, y, z) by comparing first x, then z, then y.

Proposition 6.15. The decomposition Żk =
∐

(x,y,z)∈ΘGk

OG
x,y,z is a basic paving

which is weakly adapted to BGk defined as

{Txω1ω2 . . . ωkTyTz}(x,y,z)∈ΘGk
or {TxTyω1ω2 . . . ωkTz}(x,y,z)∈ΘGk

. (6.5)

Varying over all k gives what we call11 a G-cells basis of HG
∗ (Ż).

Proof. Only condition (b-iii) for basic pavings is not obvious. It can be proved
exactly as in Lemma 6.19 below which treats a harder situation. To show the
weakly adaptedness note that for any two elements in (6.5) with the same label the
degrees agree. So it suffices to assume BGk is the first set. We calculate

deg(Txω1ω2 . . . ωkTyTz) = −2ℓ(x)− 2ℓ(y)− 2ℓ(z) + 2nk − k(k + 1),

and dimOG
x,y,z = dimF + ℓ(x) + ℓ(y) + ℓ(z). Thus, deg(Txω1ω2 . . . ωkTyTz) equals

2 dimGk + k2 − k − 2ℓ(x)− 2ℓ(y)− 2ℓ(z) = 2 dimYk + k2 − k − 2 dimOG
x,y,z.

This proves the proposition. �

6.4.3. Gells. We next introduce an interesting twisted version of G-cells which we
call Gells. We give a special name to this notion because it will be very important
in §9, where we do general quivers. The choice of name comes from the fact that
Gells are in some sense "Grassmannian-based cells".

Using Gells we will construct a basic paving adapted to a basis containing only
ω1 and no ω2, ω3, . . . , ωn, cf. Lemma 1.10. Gells may seem to be unconvincing
in case of sl2, where we have many other, much nicer, bases of ENHn available.
However, for more general quivers only this complicated basis works and Gells will
play a much more important role there. The definition of Gells requires to work
with orthogonal complements of flags and actions of the group U instead of G.

We fix a (hermitian) scalar product on V.

Definition 6.16. Let V ∈ F , W ∈ Gk. We denote by V⊥W the modification of the
flag VW from Definition 6.12 where the part of the flag contained in W is replaced
by its dual flag inside of W , and the remaining part is kept; more precisely

V
⊥W = ((Vn−1 ∩W )⊥ ∩W ⊂ (Vn−2 ∩W )⊥ ∩W ⊂ · · · ⊂ (V1 ∩W )⊥ ∩W

⊂W ⊂ V
1 +W ⊂ V

2 +W ⊂ · · · ⊂ V
n−1 +W ⊂ V ).

Remark 6.17. If rel(V,W ) = rel(V,VW ) = x, then rel(V,V⊥W ) = xw0,k, where w0,k

is the longest element in Sk.

11Using Lemma 6.5 one can see that they are indeed bases, justifying the name.
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Definition 6.18. For (x, y, z) ∈ ΘGk
define the corresponding Gell as

OGell
x,y,z = {(V,V

∼

,W ) | rel(V,W ) = x; rel(V⊥W ,V
∼W ) = y; rel(W,V

∼

) = z} ⊂ Żk.

Lemma 6.19. The varieties OGell
x,y,z satisfy condition (b-iii).

Proof. We examine the fibres of the map OGell
x,y,z → F , (V,W,V

∼

) 7→ V. For given V,

the W satisfying rel(V,W ) = x are parameterised by Cℓ(x). For given V and W the

V
∼

satisfying rel(V⊥W ,V
∼

) = yz are parametrised by Cℓ(yz). For every such choice

of V
∼

we automatically have rel(W,V
∼

) = rel(V
∼
W ,V

∼

) = z and rel(V⊥W ,V
∼
W ) = y, by

definition of V
∼
W . We have a locally trivial fibration with complex affine fibres. �

This shows that, with the ordering ΘGk
from Definition 6.14, the decomposition

into Gells is a basic paving (the conditions (b-i) and (b-ii) are obvious).

Example 6.20. The minimal Gell OGell
Id,Id,Id ⊂ Żk contains all (V,V

∼

,W ) such that the

subspaces in V and V
∼

agree in dimension ≥ k, equal W in dimension k and form
orthogonal flags in dimensions ≤ k.

The fundamental classes of minimal Gells motivate the special elements of ENHn:

Ωk,n = ω1T1ω1T2T1ω1 . . . . . . ω1Tk−2Tk−2 . . . T1ω1Tk−1Tk−2 . . . T1ω1. (6.6)

Diagrammatically, this element is the
permutation diagram of the longest
element in Sk, viewed inside Sn, with
k floating dots inserted, at most one
in each region. Each floating dot is
separated from the left hand side by
exactly one strand and different float-
ing dots correspond to different strands.

For example, for (n, k) = (6, 4) it is

Ω4,6 =

.

Gells can be used to provide a basis of BGell of HG
∗ (Ż).

Proposition 6.21. For fixed k, the basic paving
∐

(x,y,z)∈ΘGk

OGell
x,y,z is weakly

adapted to BGell
k = {TxΩk,nTyTz}(x,y,z)∈ΘGk

⊂ ENHn, i.e., we have

deg(TxΩk,nTyTz) = 2 dimYk − 2 dimOGell
x,y,z + k2 − k. (6.7)

In particular, BGell =
⋃

0≤k≤n B
Gell
k is a Poln-basis of HG

∗ (Ż).

Proof. We can just refer to the statement on G-cells from Proposition 6.15, since
deg(TxΩk,nTyTz) = deg(Txω1ω2 . . . ωkTyTz) and dimOGell

x,y,z = dimOG
x,y,z. �

This Gell basis is a special case of the Poln-bases of ENHn from [24, Thm. 3.16].

Remark 6.22. Checking weakly adaptedness is merely a matching of degrees and
dimensions. As a result, several basic pavings are weakly adapted to a given basis
and a given paving can be used to construct many bases. For instance, the paving
by Gells is also weakly adapted to the G-cells bases. In contrast to this example, we
expect that the examples we gave proofs for are in fact strongly adapted. Strongly
adaptedness reflects more of the geometry in algebra and more of the algebra in
geometry. Currently we however do not have a proof for these stronger statements.
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7. Coloured geometry and its coloured combinatorics

From now on fix as in §1 a general finite quiver Γ = (I, A) without loops together
with a dimension vector n =

∑
i∈I ni · i ∈ Z>0I. Let |n| :=

∑
i∈I ni = n. Finally

fix an I-graded complex vector space V =
⊕

i∈I Vi of graded dimension n.
Let Gn =

∏
i∈I GL(Vi) with its standard torus T formed by diagonal matrices.

We denote by En =
⊕

a∈A Hom(Vs(a), Vt(a)) the affine variety of representations of
Γ of dimension vector n equipped with the action of Gn =

∏
i∈I GL(Vi).

We provide in this section combinatorial and geometric notions depending on
Γ. In case Γ = ({•}, ∅) we recover many constructions from Part I (which were
usually denoted by the same symbol there). We refer to the elements in I, i.e.
the vertices of Γ, as colours. By coloured geometry and coloured combinatorics, we
mean geometry and combinatorics for more than one colour.

7.1. Coloured geometry.

Notation 7.1. Elements in In will be denoted by bold letters, such as i, j, and
their components by the same not bold letter, for instance i = (i1, i2, . . . , in). Let
In ⊂ In be given by the tuples i, where |{j | ij = k}| = nk. The group Sn acts on
In and In such that w(j) = i means jr = iw(r) for r ∈ [1;n].

For i ∈ In, let Fi be the variety of flags V = ({0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V ),
which are homogeneous with respect to the decomposition V =

⊕
i∈I Vi, and for

each 1 ≤ r ≤ n the graded dimension of Vr/Vr−1 is equal to ir. Set F =
∐

i∈In Fi.

We say α ∈ En preserves V ∈ F if V is a sequence of subrepresentation of α.
Set Fn =

∏
i∈I F(Vi), where F(Vi) is the usual flag variety in the vector space

Vi. Independently of i ∈ In, the variety Fi is always isomorphic to Fn. However
whether α preserves V depends essentially on i.

Definition 7.2. A Grassmannian dimension vector is a vector k = (ki)i∈I with
ki ∈ Z such that 0 6 ki 6 ni. Let Jn =

∐
i∈I [0;ni] be the set of such vectors.

Consider the following varieties associated with k ∈ Jn where |k| =
∑

i∈I ki.

Gk =
∏

i∈I

Grki
(Vi), G =

∐

k∈Jn

Gk, and Gk =
∐

k∈Jn,|k|=k

Gk for fixed k. (7.1)

Definition 7.3. We define the Grassmannian–Springer quiver variety

Y = F̃ ×G ⊂ En×F ×G, where F̃ = {(α,V) | α preserves V} ⊂ En×F . (7.2)

We denote elements of Y as triples (α,V,W ), where α ∈ En, V ∈ F , W ∈ G.

The decomposition F =
∐

i∈In Fi induces decompositions F̃ =
∐

i∈In F̃i and

Y =
∐

i∈In Yi. Moreover, (7.1) induces decompositions Y =
∐n

k=0 Yk =
∐

k∈Jn
Yk.

Set also Yi,k = Yi ∩ Yk and Yi,k = Yi ∩ Yk.

Definition 7.4. Consider the following variety

Z̈ = Y ×En
Y ⊂ En ×F × G × F × G. (7.3)

Points in Z̈ are usually denoted as tuples (α,V,V
∼

,W,W
∼

) (that is we first list the

flags and then the Grassmannian spaces). Via the inclusion Z̈ ⊂ Y ×Y, the variety

Z̈ inherits many decompositions and subvarieties. We introduce notation for certain
unions of connected components of Z̈ as follows:
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Z̈i,j = Z̈ ∩ (Yi × Yj), Z̈k1,k2
= Z̈ ∩ (Yk1

× Yk2
), Z̈k1,k2 = Z̈ ∩ (Yk1 × Yk2),

Z̈(i,k1),(j,k2)
= Z̈ ∩ (Yi,k1

× Yj,k2
), Z̈(i,k1),(j,k2) = Z̈ ∩ (Yi,k1 × Yj,k2 ).

We define the Grassmannian–Steinberg variety Ż involving only one copy of G:

Definition 7.5. For k ∈ [0;n] we define Żk = Z̈k,0 and Ż =
∐n

k=0 Żk.

Alternatively, we could define Ż as Y ×En
Y0. We denote points in Ż as tuples

(α,V,V
∼

,W ). Similar to Z̈, we use additional notation for subvarieties of Ż, namely

Żi,j = Ż ∩ (Yi × Yj,0), Żk = Ż ∩ (Yk × Y0) = Z̈k,0,

Żi,j,k = Ż ∩ (Yi,k × Yj,0) = Z̈(i,k),(j,0), Żi,j,k = Ż ∩ (Yi,k × Yj,0) = Z̈(i,k),(j,0).

7.2. Coloured permutations. In this subsection we will identify permutations
w ∈ Sn with the associated permutation diagram, for example w ∈ S5 given by
(w(1), . . . , w(5)) = (4, 5, 3, 1, 2) is identified with the diagram with five black strand
connecting the ith point at the bottom with the w(i) point at the top. We can take
any other reduced diagram, i.e. where the number of crossings is equal to ℓ(w).

A coloured permutation D = (w, c) is a permutation diagram w with a colouring
c, which means each strand is labelled by an element of I, see Example 7.6 for
I = {g, b, r}. We identify the set of coloured permutations with

In × Sn = {coloured permutations} = Sn × In,

(i, w) 7→ D = (w, c) 7→ (w, j)

where j respectively i is the colour sequences read off at the bottom and at the top.

Example 7.6. Here are instances of (coloured) permutation diagrams

=

g b r r b
i j

permutation diagram w coloured permutation coloured crossing
In formulas, the coloured permutation here is (w, (g, b, r, r, b)) = ((r, b, r, g, b), w).

Remark 7.7. One could define I-coloured permutations as reduced expressions of
morphisms in the free symmetric monoidal category generated by the set I.

Remark 7.8. Purely diagrammatically, the coloured permutation (w, j) looks like
the diagram τw1j from §1, but the two should not be confused. Coloured permuta-
tion do for instance not depend on a choice of a reduced expression.

The following count of crossings of the form (7.6) does make sense for coloured
permutations12 as well as KLR diagrams.

Definition 7.9. Assume D is a coloured permutation.

• Let (D) be the number of crossings such that i = j.
• Let (D) be the multiplicity of crossings such that i→ j in Γ.

12One can easily check that the count is independent of the chosen drawing of the permutation.
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• Let (D) be the multiplicity of crossings such that j → i in Γ.

By multiplicity we mean hereby that if there are r arrows between i and j of the
specified direction, we count the crossing with multiplicity r. Sometimes we just
write (w), (w), (w), if D = (w, i) and i is clear clear from the context.

Example 7.10. We illustrate the counting for the coloured permutation D = (w, j)
from Example 7.6. Consider first the quiver Γ1 : • • • . The possible
coloured crossings are of the form

xrr = 1 xgg = 0 xbb = 1 xrb = 1 xgb = 1 xbr = 2 xbg = 0 xrg = 0 xgr = 2.

Below every crossing we displayed how often it appears in D = (w, j). We calculate

(w, j) = xrr+xgg+xbb = 2, (w, j) = xrb+xgb = 2, (w, j) = xbr+xbg = 2.

Note that crossings which involve one red and one green strand are irrelevant.
To illustrate how sensitive these numbers are to the given quiver, let us first add

a second arrow from the red vertex to the black vertex and then also consider the
quiver which has two arrows from red to black and one arrow from black to red (no
arrows at the green vertex). Thus we consider the following quivers

Γ2 : • • • and Γ3 : • • • .

For Γ2 we get extra multiplicities, namely

(w, j) = xrr+xgg+xbb = 2, (w, j) = 2xrb+xgb = 3, (w, j) = 2xbr+xbg = 4.

For Γ3 crossings involving black and red contribute twice and we get

(w, j) = xrr+xgg+xbb = 2, (w, j) = 2xrb+xbr = 4, (w, j) = 2xbr+xrb = 5.

Remark 7.11. We will use such countings to obtain various dimensions formulas in
geometry. For KLR diagrams, the counts encode their degrees in the KLR algebra,
see Definition 1.4. We have for example deg(τw1j) = 2 · (w, j)− 2 · (w, j).

7.3. Some dimension formulas. Given V ∈ Fi, denote by X(V) its fibre under

the morphism F̃i → Fi, i.e. the subvariety of En given by the representations that
preserve the flag V. We will use now coloured permutations to do calculations with
dimensions related to the fibres X(V).

If V ∈ Fi and V
∼

∈ Fj then the relative position rel(V,V
∼

) of the two flags is a
permutation w ∈ Sn such that w(j) = i. It is useful to think of the relative position
as being encoded by the coloured permutation (w, j), since it carries the information
about the coloured types (i and j) of the flags. We will do this from now on.

Definition 7.12. Given quivers (I, A1) and (I, A2) with the same set of vertices, we
define13 their sum as the quiver (I, A) where A is the disjoint union of A1 and A2.

Each quiver having at least one arrow can be presented as a sum of quivers with
one arrow. Thus, this notion allows to do reduction to a one-arrow quiver in proofs
involving quantities which are additive with respect to the sum of quivers.

Proposition 7.13. Assume V ∈ Fi and V
∼

∈ Fj with relative position rel(V,V
∼

) = w.

Then we have dimX(V)− dim(X(V) ∩X(V
∼

)) = (w, j).

13It is indeed a coproduct in an appropriate category of quivers with vertex set I.
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Proof. Since both sides of the proposed equation are additive with respect to the
sum of quivers, it is enough to assume that the quiver has at most one arrow.
The case of no arrow is obvious. Thus we assume that the quiver has exactly
one arrow i→ j (but possibly more vertices). Then (w, j) is the number of pairs

(r, t) ∈ [1;n]2 such that jr = i and jt = j and r < t, w(r) > w(t). By definition, the

vector spaces X(V), X(V
∼

) can be described as spaces of (n× n)-matrices specified
by the vanishing of certain matrix entries. The (r, t)-matrix entries for the above

pairs (r, t) are exactly the ones which are zero for X(V
∼

) but not zero for X(V). �

Let F(w, j) = F(i, w, j) ⊂ Fi×Fj be the subvariety containing the pairs of flags

in relative position w. Let F̃(w, j) be the preimage of F(w, j) under the projection

F̃i ×En
F̃j → Fi × Fj. Both, F̃i → Fi and F̃(w, j) → F(w, j), are vector bundles.

Let dimα F̃i and dimα F̃(w, j) be their ranks, that is the dimensions of the fibres.14

Corollary 7.14. For w ∈ Sn such that w(j) = i, we have

dimα F̃i − dimα F̃(w, j) = (w, j).

Proof. This is just a reformulation of the statement in Proposition 7.13. �

Corollary 7.15. For w ∈ Sn such that w(j) = i, we have

dim F̃i − dim F̃(w, j) =
1

2
deg(τw1j).

Proof. We have dim F̃i = dimα F̃i+dimFi, dim F̃(w, j) = dimα F̃(w, j)+dimF(w, j).
Now, the statement follows from Corollary 7.14 and from the obvious equality
dimFi − dimF(w, j) = − (w, j) together with 1

2 deg(τw1j) = (w, j) − (w, j).
�

Assume V ∈ Fi. As explained in §7.1, there is an isomorphism Fi
∼= Fn. In other

words, the data of a flag V ∈ Fi is the same as the data of a flag Vi ∈ F(Vi) for
each i. The components of the flag Vi are just the intersection of the components
of the flag V with Vi, with repetitions removed.

Now take a second flag V
∼

∈ Fj and describe it again by a family of flags V
∼

i ∈

F(Vi). Let w = rel(V,V
∼

) be the relative position of V and V
∼

. The permutation
w is naturally coloured by i on the top. Moreover, knowing the relative position
w ∈ Sn of the flags V and V

∼

is the same thing as knowing the relative position
w(i) ∈ Sni

of the flags Vi and V
∼

i for each i. We can see the permutation wi in the
coloured permutation w just by ignoring all strands which are not of colour i. The
definitions imply the following.

Lemma 7.16. Assume i, j, t ∈ In and V ∈ Fi, V
∼

∈ Fj, V
∼∼

∈ Ft. Then the following
two statements are equivalent

I.) We have rel(V,V
∼

) · rel(V
∼

,V
∼∼

) = rel(V,V
∼∼

).

II.) For each i ∈ I, we have rel(Vi,V
∼

i) · rel(V
∼

i,V
∼∼

i) = rel(Vi,V
∼∼

i).

14The α should indicate that we take dimensions of the vector spaces of the possible α ∈ En.
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7.4. Coloured subsets. We introduce now coloured version of the sets Λ(n) =∐n
k=0 Λk(n) ⊂ [1;n] from Notation 3.2 to parametrize coloured cells in §7.5 .
Fix j ∈ In and think of the elements 1, 2, . . . , n from [1;n] as being coloured by

j1, j2, . . . , jn respectively. We obtain a decomposition Λk(n) =
∐

k∈Jn,|k|=k Λk(n, j),

where Λk(n, j) consists of all subsets of [1;n] of cardinality k, such that exactly ki
elements have colour i. Obviously the parts of this decomposition depend on j and

Λ(n) =
∐

k∈Jn

Λk(n, j) =
∐

k∈[0;n]

∐

k∈Jn,|k|=k

Λk(n, j). (7.4)

We obtain a bijection Λk(n, j) ∼= Λk(n) :=
∏

i∈I Λki
(ni) by considering each colour

separately. Indeed, given µ ∈ Λk(n, j) and i ∈ I let 1 6 r1 < . . . < rni
6 n be the

elements in [1;n] coloured i. Identify this set order preserving with [1;ni] and let
µ(i) ∈ Λki

(ni) be its intersection with µ. Obvioulsy µ 7→
∏

i∈I µ
(i) is a bijection.

Example 7.17. Assume j = (ijiijiijj), µ = (100100010). Then ni = 5, nj = 4,

k = 3, ki = 2 and kj = 1. We get µ(i) = (10100) ∈ Λ2(5) and µ(j) = (0010) ∈ Λ1(4).

In §6.4 we used minimal coset representatives to label the parts of basic pavings.
Recall the identification Sn/(Sk × Sn−k) ∼= Λk(n), x 7→ x([1, k]). Still fixing j, we
assign to a minimal coset representative x the coloured permutation (j, x) and let
x(i) be the permutation obtained by ignoring all strands not coloured by i. With
the assignment x 7→ (x(i))i∈I as left vertical map we obtain the following diagram:

Lemma 7.18. The identifications fit into a commutative diagram of bijections

Sn/(Sk × Sn−k) −−−−→ Λk(n)y
y

∐
k∈Jn,|k|=k(

∏
i∈I(Sni

/(Ski
× Sni−ki

))) −−−−→
∐

k∈Jn,|k|=k Λk(n).

We get an analogous commutative diagram when we use right cosets instead. For
this consider the identification (Sk×Sn−k)\Sn ∼= Λk(n), z 7→ z−1([1, k]) and attach
to a minimal right coset representative z now the coloured permutation (z, j). We
obtain the following (with the assignment z 7→ (z(i))i∈I as the left vertical map).

Lemma 7.19. The identifications fit into a commutative diagram of bijections

(Sk × Sn−k)\Sn −−−−→ Λk(n)y
y

∐
k∈Jn,|k|=k(

∏
i∈I((Ski

× Sni−ki
)\Sni

)) −−−−→
∐

k∈Jn,|k|=k Λk(n).

7.5. Coloured cells, G-cells and Gells. Similar to §6, we like to have cells, G-
cells and Gells for the variety Fi ×Fj × Gk. Recall from §7.1 the varieties

Fi
∼=
∏

l∈I

F(Vl) ∼= Fj, Gk =
∏

i∈I

Grki
(Vi).

Using these identifications our task is easy to achieve: we can take the definition
of cells, G-cells or Gells from §6.4, apply them separately for each colour and then
pull the resulting decompositions through the following isomorphism

Fi ×Fj × Gk ∼=
∏

i∈I

(F(Vi)×F(Vi)×Grki
(Vi)). (7.5)
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We obtain a decomposition whose parts we call (coloured) cells, G-cells and Gells,
respectively. The parametrization of the parts is however not very convenient from
a more global point of view, since it is just a naive combination of the parameteri-
zations inside each i ∈ I. We improve this using the combinatorics from §7.4.

Arguing as for (7.4) we obtain a bijection

{w ∈ Sn | w(j) = i} ∼=
∏

i∈I

Sni
. (7.6)

Namely, we view w as a coloured permutation (w, j) and then consider each colour
i ∈ I separately. Similarly we have identifications

∏

i∈I

(Sni
/(Ski

× Sni−ki
)) ∼=

∏

i∈I

Λki
(ni) = Λk(n). (7.7)

In summary, the isomorphism (7.5) together with the identifications (7.6), (7.7),
(7.4) give the global labelling sets (in the second case we specify additionally j):

• Upper and lower cells in F × Fj × G are labelled by Sn × Λ(n).
• Upper and lower cells in F × F × G are labelled by Sn × Λ(n)× In.

The combinatorics is a bit more delicate for G-cells and Gells. We have that

• G-cells and Gells in F × F × Gk are labelled by the quadruples

(x, y, z, j) ∈ (Sn/(Sk × Sn−k))× (Sk × Sn−k)× ((Sk × Sn−k)\Sn)× In,

where the G-cell OG
x,y,z,j respectively the Gell OGell

x,y,z,j is defined via the following
bijection to the colour-wise labelling. Depending whether we consider G-cells or
Gells, pick w = e or w = w0,k, by which we mean the shortest or the longest element
in Sk respectively. We view them as element of Sn via the standard inclusion
Sk ⊂ Sn. Then we colour the permutation xwyz ∈ Sn by j at the bottom. This
induces colours on the premutations x, y, z and w. Let i = xwyz(j) and k such
that z ∈ Λk(n, j) ⊂ Λk(n) ∼= (Sk × Sn−k)\Sn, see (7.4). Considering each colour
i ∈ I separately, we obtain permutations

x(i) ∈ Sni
/(Ski

× Sni−ki
), y(i) ∈ Ski

× Sni−ki
, z(i) ∈ (Ski

× Sni−ki
)\Sni

.

Definition 7.20. Define the G-cell respectively Gell corresponding to (x, y, z, j) as

OG
x,y,z,j =

∏

i∈I

OG
x(i),y(i),z(i) and OGell

x,y,z,j =
∏

i∈I

OGell
x(i),y(i),z(i) . (7.8)

Here the equalities are inside Fi ×Fj × Gk =
∏

i∈I(F(Vi)×F(Vi)×Grki
(Vi)).

Lemma 7.21. The Gell OGell
x,y,z,j has dimension dimOGell

x,y,z,j equal to

dim(Fi×Gk)+

(
1

2

∑

i∈I

(k2i − ki)

)
+( (x)+ (y)+ (z)+ (w0,k))−

∑

i∈I

(ni−1)ki.

Proof. We consider equation (6.7) for the Gell OGell
x(i),y(i),z(i) for each i ∈ I and we

sum these equations. We also use the fact that for a coloured permutation w we
have (w) =

∑
i∈I ℓ(w

(i)). Note that the terms with come from the degrees of
the crossings and the sum

∑
i∈I(ni−1)ki is the half-degree of the floating dots. �
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8. The problem: extending quiver Hecke algebras

We assume the setup from the opening paragraph of §7. In particular, Γ = (I, A)
is a quiver with no loops and n is a dimension vector. In this section we set up the
basics towards our main goal: a geometric construction of the algebra ERn. We
start by recalling the faithful representation of ERn from [24] and the geometric
construction of KLR. Based on these and the construction of the Grassmannian
quiver Hecke algebra in the sl2-case, we discuss an intuitive, although too naive,
strategy towards the main goal. We describe its deficiencies in some detail, since
this analysis helps to understand the subtleties in our final geometric construction.

8.1. Polynomial representation of ERn. Recall EPoln from §3.2 and set

EPoln =
⊕

i∈In

EPoln1i. (8.1)

Here, EPoln1i = EPoln as vector space, but we add 1i to the notation to distinguish
the different copies of EPoln in EPoln. Consider the Sn-action on EPoln given by

sr : EPoln1i → EPoln1sri,

Xp1i 7→ Xsr(p)1sri,

ωp1i 7→





(ωr + (Xr −Xr+1)ωr+1) 1sri if p = r and ir = ir+1,

ωp1sri if p 6= r and ir = ir+1,

ωsr(p)1sri if ir 6= ir+1.

(8.2)

For i, j ∈ I, i 6= j, we consider the polynomial Pij(u, v) = (u − v)hi,j . Then we

have Qi,j(u, v) = Pi,j(u, v)Pj,i(v, u), see §1. We assign to the generators, (1.8) and
(1.11) of ERn the following endomorphisms of EPoln1i extended by zero to EPoln.

Xr1i 7−→ f1i 7→ Xrf1i, Ω1i 7−→ f1i 7→ ω1f1i,

τr1i 7−→ f1i 7→





f1i − sr(f1i)

Xr −Xr+1
if ir = ir+1,

Pir ,ir+1(Xr, Xr+1)sr(f1i) if ir 6= ir+1.

(8.3)

Proposition 8.1. The rules (8.3) define a faithful action of ERn on EPoln.

Proof. This is Proposition 3.8 and Theorem 3.15 in [24]. �

It will sometimes be useful to enumerate the omegas colour by colour. For this
assume i ∈ In and i ∈ I and let then t1 < t2 < · · · < tni

be the indices coloured
by i, that is i = it1 = it2 = · · · = itni

. We then denote ωr,i1i = ωtr1i, the ω
corresponding to the rth index of colour i with the conventions ω0,i = 0. Similarly,
for polynomial variables, set Xr,i1i = Xtr1i.

8.2. Bases of ERn. For each w ∈ Sn fix a reduced decomposition w = sr1 . . . srt .
Recalling τw from Definition 1.6 the following holds, see e.g. [25, Theorem 3.7].

Lemma 8.2. The set {τw1j | w ∈ Sn, j ∈ In} is a Poln-basis of Rn.

To formulate a similar result for ERn, set for k ∈ [0;n], analogously to (6.6),

Ωk,n = Ωτ1Ωτ2τ1Ω . . . . . .Ωτk−2τk−2 . . . τ1Ωτk−1τk−2 . . . τ1Ω. (8.4)

The following gives a geometric version of a basis of type [24, Theorem 3.16].
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Proposition 8.3. There is a Poln-basis of ERn as follows:

n∐

k=0

{τxΩk,nτyτz1j | (x, y, z) ∈ S, j ∈ In} , (8.5)

where S = (Sn/(Sk × Sn−k))× (Sk × Sn−k)× ((Sk × Sn−k)\Sn).

Proof. Consider the basis of ERn given in [24, Theorem 3.16]. To check that (8.5)
is indeed a basis, it is enough to show that the elements of (8.5) may be written in
term of the elements of the basis in [24, Theorem 3.16] with a triangular change-
of-basis matrix with units on the diagonal. However, to get an element of the basis
in [24] from an element of (8.5) we need to move some strands through crossings,
this would create extra terms. This means that an element of (8.5) is equal to an
element of the basis in [24, Theorem 3.16] plus smaller terms. �

8.3. The geometric construction of the KLR algebras. We will now use the

varieties introduced in §7. We consider the algebra structure on H
Gn

∗ (F̃ ×En
F̃),

given by the convolution product with respect to the inclusion F̃ ×En
F̃ ⊂ F̃ × F̃ .

The following important result is proven in [29, Thoerem 3.6] and in [26].

Proposition 8.4. There is an isomorphism of algebras Rn
∼= H

Gn

∗ (F̃ ×En
F̃).

We sketch the proof of this statement to prepare the reader for the proof of a
similar statement for the Naisse-Vaz extended version ERn.

Idea of the proof. The algebra Rn acts faithfully on Poln =
⊕

i∈In Poln1i and

H
Gn

∗ (F̃ ×En
F̃) acts faithfully on H

Gn

∗ (F̃) ∼= Poln. To get the desired isomor-
phism one can proceed as follows. For each generator g of Rn one can construct by

hand some g′ H
Gn

∗ (F̃ ×En
F̃) such that the action of g and g agree. This defines

a monomorphism Rn → H
Gn

∗ (F̃ ×En
F̃). To show that it is an isomorphism, it is

enough to check that a Poln-basis of Rn goes to a Poln-basis of H
Gn

∗ (F̃ ×En
F̃).

This can be done following §6.1. Namely, on can show that the Poln-basis of Rn

from Lemma 8.2 is weakly adapted15 to the basic paving given by the decomposi-
tion with respect to relative positions of flags. To check a condition similar to (6.2),
we use Corollary 7.15. �

Terminology 8.5. To keep track of different versions of (possibly isomorphic) alge-
bras, we refer to the algebraic/diagrammatic algebra Rn as KLR algebra and to the

geometric algebra H
Gn

∗ (F̃ ×En
F̃) as quiver Hecke algebra. Then Proposition 8.4

says that the KLR algebra is isomorphic to the quiver Hecke algebra.
Following the same philosophy, we call the Naisse-Vaz extension ERn of Rn

the extended KLR algebra. Its geometric counterpart that we introduce in Defini-
tion 11.9 is then the Grassmannian quiver Hecke algebra. The naming reflects the
fact that we add the variety of Grassmannians to the previous geometric construc-
tion. Our main result Theorem 11.8 then says that the extended KLR algebra is
isomorphic to the Grassmannian quiver Hecke algebra.

15We define basic pavings similarly to the sl2 case. For condition (b-iii) in Definition 6.1, we
take the projection to the first flag component Fi.
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8.4. An intuitive approach and its problem. Intuitively, §4 and Proposi-
tion 8.4 suggest the following strategy to construct ERn geometrically.

We consider the coloured versions Y = F̃ × G and Z̈ = Y ×En
Y of the extended

flag variety and the Z̈ from §4.1. Hereby, the fibre product is defined using the
obvious forgetting map Y → En.

By viewing Z̈ as a subvariety of En × F × G × F × G we can turn H
Gn

∗ (Z̈) into

an algebra for the convolution product with respect to the inclusion Z̈ ⊂ Y × Y,

which acts on H
Gn

∗ (Y), see Lemma 2.2.

On the other hand, H
Gn

∗ (Y) can be identified with the space EPoln from (8.1)
underlying the faithful representation of ERn. Indeed, we have Y =

∐
i∈In Yi and

H∗
Gn

(Y) =
⊕

i∈In

H∗
Gn

(Yi) =
⊕

i∈In

H∗
Gn

(Fi × G) ∼=
⊕

i∈In

H∗
T(G) ∼=

⊕

i∈In

EPoln = EPoln.

The third equality here follows by applying (4.2) for each vertex of the quiver.

Again following §4 we can then consider the variety Ż = Y ×En
Y0 containing

only one Grassmannian instead of two Grassmannians and similarly to §4.11 identify

H
Gn

∗ (Ż) with a subalgebra of H
Gn

∗ (Z̈). This will be done in §9.5. One could expect

that the algebra H
Gn

∗ (Ż) is isomorphic to ERn. However, we will see that it is not

true in general. We face the problem that the algebra H
Gn

∗ (Ż) is too big.

The problem is that in the definitions of the varieties Z̈ and Ż from §8.4, we
naively added copies of G without any interaction with En nor F . In general,
we are forced to introduce some coupling of G with En and F . For this some

(non-obvious) modifications of the varieties Z̈ and Ż are necessary. In §4 this was
obsolete, because of the absence of arrows in the quiver.

8.5. Vector bundles over Gells? Let us explain what fails if we consider the
naive coloured analogue Ż of Ż. Imagine that we can copy the proof of Propo-

sition 8.4. The final step requires a check that the inclusion ERn →֒ H
Gn

∗ (Ż) is
an isomorphism. We would do this using bases in cohomology arising from basic
pavings. Now recall from §4, that Gells provide bases which algebraically gener-
alize to arbitrary Γ, see §7.5. Thus it looks promising to consider the decomposi-
tion of Ż induced by the preimages p−1(OGell

x,y,z,j) of the Gells under the projection

p : Ż→ F×F ×G. These preimages seem to be not well-behaved, e.g. not smooth.
Moreover, to be able to deduce that the image of the basis in Proposition 8.3 is

weakly adapted to the decomposition in Ż we need to verify the dimension formula

2 dim p−1(OGell
x,y,z,j) = 2 dimYi,k +

∑

i∈I

(k2i − ki)− deg(τxΩk,nτyτz1j). (8.6)

We have already seen in (6.7) that this formula holds in case of sl2. In the general
we compute the dimension by computing the dimensions on the base (which is just
an sl2 calculation) and of the fibres. If we divide (8.6) by two and subtract the
equality from Lemma 7.21 we obtain with Remark 7.11 that (8.6) is equivalent to

dimα p−1(OGell
x,y,z,j) = dimα Yi,k − ( (x) + (y) + (z) + (w0,k)), (8.7)

where we colour the permutations x, y, z, w0,k as in §7.5. As above, dimα de-
notes the dimension of the fibre of the vector bundle given by forgetting the En-
component.
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While trying to verify this, we however encountered a bad behaviour: the fibres
of p are vector spaces, but their dimensions are not constant over a fixed Gell. We
therefore want to modify Ż (more precisely, the fibres of Ż→ F ×F × G) to a less
naive coloured analogue such that the map p defines a vector bundle over each Gell
and the dimensions of the fibres are such that formula (8.7) holds. Making this
precise will be the purpose of the next sections.

9. Geometric construction of the Naisse–Vaz generators

We still assume the setup from §7. In particular, Γ = (I, A) is a quiver with no
loops and n is a dimension vector. In this section we will construct geometrically
the action of the generators of the algebra ERn. They arise from the action of a

subspace H
Gn

∗ (Ż) inside the convolution algebra H
Gn

∗ (Z̈) from §8.4. We show that

this subspace is in fact an algebra and realise ERn as a subalgebra of H
Gn

∗ (Ż).

9.1. Fixed points. To understand H
Gn

∗ (Z̈) better, we compute the action of cer-

tain elements from H
Gn

∗ (Z̈) on the polynomial representation. We do this using the
torus localization and compare the results with (8.3).

Fix once and for all a basis {e1, e2, . . . , en} of V consisting of T-eigenvectors.
Let U be the corresponding standard flag given by Ui = 〈e1, e2, . . . , ei〉 ⊂ V. Let i0
be the colour type of this flag, i.e., U ∈ Fi0 .

Set fw = w(U), and iw = w−1(i0). We have fw ∈ Fiw and FT = {fw; w ∈ Sn}.
Given a T-fixed point fw ∈ F . Then fw ∈ Fj if and only if w(j) = i0.

The obvious inclusion Gk ⊂ Grk(V ) from (7.1), induces a bijection on the sets of
T-fixed points. As in §4.3, we thus have GTk = Grk(V )T = {gµ; µ ∈ Λk(n)}. Since
Gk =

∏
i∈I Grki

(Vi), the T-fixed points can also naturally be labelled by Λk(n).

The inclusion GTk ⊂ G
T
k induces then an inclusion Λk(n) ⊂ Λk(n) which is in fact

the inclusion from §7.4 (with respect to the fixed sequence i0 ∈ In).
The T-fixed points in F × Gk by Sn × Λk(n) can be parametrized as in §4.3,

namely (F × Gk)T = {xw,λ; w ∈ Sn, λ ∈ Λk(n)}, where xw,λ = (fw, gw(λ)). Note
that T-fixed points in Yk have zero En-component. Therefore, the T-fixed points
in Yk can be viewed as T-fixed points in F × Gk. Abusing the notation, we also
write xw,λ for the elements of YT

k .

We also identify the T-fixed points via the inclusion Z̈ ⊂ Y×Y and denote them
as tuples xw1,w2,µ1,µ2 = (xw1,µ1 , xw2,µ2), where w1, w2 ∈ Sn, µ1, µ2 ∈ Λ(n). We will
moreover need the labelling which does not involve a twist, namely

(w1, w2, µ) = (fw1 , fw2 , gµ) ∈ Ż, (w1, w2, µ1, µ2) = (fw1 , fw2 , gµ1 , gµ2) ∈ Z̈,

of the T-fixed points in Ż and Z̈ respectively.

9.2. The representation H
Gn

∗ (Y). Similarly to §4.2 we consider for λ ∈ Λk(n)
subvarieties Cλ ⊂ F × Gk defined as

Cλ = {(V,W ) ∈ F × Gk | dim((Vr ∩W )/(Vr−1 ∩W )) = λr, ∀r ∈ [1;n]}.

Denote ωλ = [Cλ] ∈ H∗
Gn

(F×Gk) ∼= H∗
Gn

(Yk). The notation makes sense, since the

identification of H
Gn

∗ (Y) with
⊕

j∈In EPoln in §8.4 sends ωλ to ωλ. We can write

ωλ =
∑

w,µ

Sw
λ (µ)A

−1
w,µ[xw,µ] where Aw,µ = eu(Y, xw,µ). (9.1)
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We would like to have a description of the coefficients Sw
λ (µ). We are going to use

the notation defined in §7.4. Moreover, if λ, µ ∈ Λk(n), we say that µ is j-above λ,

denoted µ >j λ, if λ, µ ∈ Λj
k(n) for some k ∈ Jn and µ(i) > λ(i) for all i ∈ I. Here

we identify Λj
k(n) = Λk(n) as in §7.4 and we consider the partial order on Λki

(ni)

defined in §4.2.

Lemma 9.1. Recalling Lemma 4.13, the coefficients in (9.1) can be expressed as

Sw
λ (µ) =

∏

i∈I

S
w(i)

λ(i) (µ
(i)).

We use here the notation from §7.4 with w being coloured by i0 on the top, and thus
by iw on the bottom, and with [1;n] being coloured by iw.

Proof. This follows from the Künneth formula applied to Gk =
∏

i∈I Grki
(Vi). �

9.3. Coloured Demazure operators. For r ∈ [1;n− 1], consider the subvariety

∆r ⊂ Z̈ defined by the condition that the two Grassmannian spaces are the same
and the two flags are the same except maybe at the rth component. For i, j ∈ In,
set ∆r

i,j = ∆r ∩ Z̈i,j and write

[∆r
sr(j),j

] =
∑

w1,w2,µ1,µ2

Aw1,w2,µ1,µ2 [xw1,w2,µ1,µ2 ]. (9.2)

The following lemma is proved in [29, Lemma 2.19].

Lemma 9.2. The coefficient Aw1,w2,µ1,µ2 in the expansion (9.2) can only be nonzero
if w1sr(j) = i0, w2(j) = i0, and w1(µ1) = w2(µ2); in which case we moreover have

Aw1,w2,µ1,µ2 =





A
−1
w1,µ1

(T(w1(r)) − Tw1(r+1))
hjr,jr+1 if sr(j) 6= j, w2 = w1sr,

A
−1
w1,µ1

(T(w2(r)) − Tw2(r+1))
−1 if sr(j) = j, w2 ∈ {w1, w1sr},

0, otherwise.

Identifying H∗
Gn

(Y) ∼= EPoln as in §8.4, we construct the Naisse–Vaz operators:

Proposition 9.3. The fundamental class [∆r
sr(j),j

] acts on h ∈ H
Gn

∗ (Y) by

[∆r
sr(j),j

]h =

{
(Xr −Xr+1)

hjr,jr+1 sr(h) ∈ H
Gn

∗ (Ysr(j)) if sr(j) 6= j,

−∂r(h) ∈ H
Gn

∗ (Ysr(j)) if sr(j) = j.

In particular, this action agrees (up to sign) with the action of τr1j from (8.3).

Proof. Let s = sr and h = Pωλ, where P ∈ Poln. Using (9.2) and (9.1) we get

[∆r
s(j),j] ⋆ Pωλ = (

∑

w1,w2,µ1,µ2

Aw1,w2,µ1,µ2 [xw1,w2,µ1,µ2 ]) ⋆ (
∑

w∈Sn

PwS
w
λ (µ)A

−1
w,µ[xw,µ]).

We compute the coefficient of [xw,µ] using (4.7) and Lemma 9.2. If s(j) 6= j we get

Aw,ws,µ,s(µ)PwsS
ws
λ (s(µ)) = A

−1
w,µ(T(w(r)) − Tw(r+1))

hjr,jr+1PwsS
ws
λ (s(µ)).

This agrees with the coefficient of [xw,µ] when we write (Xr −Xr+1)
hjr,jr+1 s(Pωλ)

in the basis of T-fixed points, since we have Pωλ =
∑

w,µ PwS
w
λ (µ)A

−1
w,µ[xw,µ] by
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(9.1). If s(j) = j we get

Aw,w,µ,µPwS
w
λ (µ) + Aw,ws,µ,s(µ)PwsS

ws
λ (s(µ))

= A
−1
w,µPwS

w
λ (µ)(Tw(r+1) − Tw(r))

−1 + A
−1
w,µPwsS

ws
λ (s(µ))(Tws(r+1) − Tws(r))

−1

= A
−1
w,µ · (PwS

w
λ (µ)− PwsS

ws
λ (s(µ)))(Tw(r+1) − Tw(r))

−1.

This is the coefficient of [xw,µ] in −∂r(Pωλ) written in the T-fixed points basis. �

9.4. Creation operators. Fix j ∈ I and k ∈ [0;n− 1]. Consider the subvariety

Z̈j
⊃,k = {(α,V,V

∼

,W,W
∼

) ∈ Z̈k+1,k |W ⊃W
∼

,V = V
∼

, grdim(W/W
∼

) = j}

and write

[Z̈j
⊃,k] =

∑

w1,w2,µ1,µ2

B
+
w1,w2,µ1,µ2

[xw1,w2,µ1,µ2 ]. (9.3)

Using the abbreviation i = iw1 we have

B
+
w1,w2,µ1,µ2

=




A
−1
w1,µ1

∏

r∈µ2,ir=j

(Tw1(t) − Tw1(r))
−1 if (w1, µ1, it) = (w2, µ2 + ǫt, j),

0 otherwise.

(9.4)
We recover the multiplication by the elements ωr,i from §8.1.

Proposition 9.4. The action of [Z̈j
⊃,k] on H

Gn

∗ (Y) is by multiplication with ωnj,j.

Proof. Using (9.3) and (9.1), we get

[Z̈j
⊃,k] ⋆ Pωλ = (

∑

w1,w2,µ1,µ2

B
+
w1,w2,µ1,µ2

[xw1,w2,µ1,µ2 ]) ⋆ (
∑

w,µ

PwS
w
λ (µ)A

−1
w,µ[xw,µ]).

By (4.7) and (9.3), the coefficient of [xw,µ] in this product is

A
−1
w,µPw

∑

t∈µ,it=j

Sw
λ (µ\{t})∏

r∈µ\{t},ir=j(Tw(t) − Tw(r))
.

Now, the statement follows from Lemma 4.22 and Lemma 9.1. �

As in Proposition 4.23, we can construct multiplications by other ωi’s. Similar
to §4.6, denote by ξ the first Chern class of the line bundle on Z̈j

⊃,k given by W/W
∼

.

Proposition 9.5. Fix j ∈ In and r ∈ [1;n] such that jr = j. The push-forward to

H
Gn

∗ (Z̈) of the element

∏

p∈[r+1;n],jp=j

(Xp − ξ) ∈ H
Gn

∗ (Z̈j
⊃,k)

acts on H
Gn

∗ (Yj) by the multiplication with ωr.

Proof. We can argue as for Proposition 9.4 except that we use Lemma 4.24. �
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9.5. The algebra H
Gn

∗ (Ż) ⊂ H
Gn

∗ (Z̈). Fix for each i ∈ I a (hermitian) scalar
product on Vi. They combine to a scalar product on V such that all Vi are orthog-
onal. Let Un ⊂ Gn be the maximal compact subgroup of unitary transformations.

Fix k1, k2 ∈ Jn such that k1 − k2 ∈ Jn. We define the inclusion variety Z̈k1⊃k2
as

the subvariety of Z̈k1,k2
defined by the condition W ⊃W

∼

.
Similarly to Lemma 4.32, there is a diffeomorphism

γk1,k2
: Z̈k1⊃k2

∼= Z̈k1⊃k1−k2
, (V,V

∼

,W,W
∼

) 7→ (V,V
∼

,W,W
∼ ⊥
∩W ). (9.5)

This diffeomorphism is not Gn-invariant, but it is Un-invariant, see Remark 4.31.

Definition 9.6. Let ιk1,k2
: H

Gn

∗ (Żk1−k2
)→ H

Gn

∗ (Z̈k1,k2
) be the composition

H
Gn

∗ (Żk1−k2
)→ H

Gn

∗ (Z̈k1⊃k1−k2
)→ H

Gn

∗ (Z̈k1⊃k2
)→ H

Gn

∗ (Z̈k1,k2
),

where the first map is the pullback with respect to Z̈k1⊃k1−k2
→ Żk1−k2

which
forgets the component W , the second map is induced by γk1,k2

and the third map
is the push-forward with respect to the inclusion.

Assume r ∈ [1;n]. Consider the subvarieties ∆̇j of Żj given by V = V
∼

and ∆̇j,r of

∆̇j given by W ⊂ Vr. Assume that j ∈ In is such that jr = j and assume k ∈ Jn.

Lemma 9.7. The image of the fundamental class [∆̇j,r] ∈ H
Gn

∗ (Żj) under ιk+j,k

acts on H
Gn

∗ (Yj,k) as multiplication with ωr.

Proof. We have ιk+j,k([∆̇j ]) = [Z̈j
⊃,k], where Z̈j

⊃,k = Z̈j
⊃,k∩ Z̈k+j,k for k = |k|. Since

we have [∆̇j,r] = [∆̇j ]
∏

p∈[r+1;n],jp=j(Xp−ξ), Proposition 9.5 implies then that the

image of [∆̇j,r] acts on H
Gn

∗ (Yj,k) by the multiplication with ωr. �

Now, we construct a product on H
Gn

∗ (Ż) and we identify this algebra with a

subalgebra of H
Gn

∗ (Z̈). This could be done exactly as in §4 because Ż contains G as

a direct factor (since Ż = (F̃ ×En
F̃) × G) and Z̈ contains G × G as a direct factor

(namely Z̈ = (F̃ ×En
F̃)×G×G). We prefer however to give an argument that also

works for the modifications of Z̈ and Ż that we will define later.

Definition 9.8. For k1, k2 ∈ Jn such that k1 + k2 ∈ Jn construct a product map

H
Gn

∗ (Żk1
)×H

Gn

∗ (Żk2
)→ H

Gn

∗ (Żk1+k2
) (9.6)

as the composition of ιk1+k2,k2
× Id with the convolution product

H
Gn

∗ (Żk1
)×H

Gn

∗ (Żk2
)→ H

Gn

∗ (Z̈k1+k2,k2
)×H

Gn

∗ (Z̈k2,0
)→ H

Gn

∗ (Z̈k1+k2,0
)

using the identification H
Gn

∗ (Z̈k1+k2,0
) = H

Gn

∗ (Żk1+k2
).

Proposition 9.9. The maps (9.6) define an algebra structure on H
Gn

∗ (Ż).

After some preparation we will in fact prove a stronger statement in Theo-
rem 9.15. We start with some cohomology calculations using localization. For this
we upgrade the notation from §4.8 to coloured subsets. For λ, ν ∈ Λ(n) coloured by
i0, we set Qλ,ν =

∏
r∈λ,t∈ν(Ti − Tj), where the product runs only over pairs (r, t)

such that r and t have the same colour (in i0).
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Recalling the notation for T-fixed points from §9.1 we write X ∈ HT
∗ (Żk1

)loc as

X =
∑

w1,w2,µ

X(w1, w2, µ)[(w1, w2, µ)]. (9.7)

The morphism ιk1,k2
from Definition 9.6 lifts to HT

∗ (•)loc by setting

ιk1,k2
X =

∑

µ1⊃µ2

Q−1
µ2,µ

c
1
X(w1, w2, µ1\µ2)[(w1, w2, µ1, µ2)].

Set Θw,µ = eu(Y, (fw , gµ)) and Θw = eu(F̃ , fw). Then Θw,µ = ΘwQµ,µc , where
here and in the following µc = [1;n]\µ denotes the complement of µ.

Definition 9.10. Define the following product on HT
∗ (Ż)loc using notation (9.7). For

X ∈ HT
∗ (Żk1

)loc and Y ∈ HT
∗ (Żk2

)loc let X ⋆ Y ∈ HT
∗ (Żk1+k2

)loc be given by

(X ⋆ Y)(w1, w2, µ) =
∑

w2,µ=µ′
∐

µ′′

Θw2Qµ′′,(µ′)cX(w1, w2, µ
′)Y(w2, w3, µ

′′).

Lemma 9.11. Assume we are given k1, k2, k3 ∈ Jn such that16

k12 := k1 − k2 ∈ Jn and k23 := k2 − k3 ∈ Jn.

Then the following diagram commutes

HT
∗ (Żk12

)loc ×HT
∗ (Żk23

)loc
⋆

−−−−→ HT
∗ (Żk13

)loc

ιk1,k2
×ιk2,k3

y ιk1,k3

y

HT
∗ (Z̈k1,k2

)loc ×HT
∗ (Z̈k2,k3

)loc
⋆

−−−−→ HT
∗ (Z̈k1,k3

)loc.

Here the bottom map is the product on HT
∗ (Z̈)loc from Lemma 2.5.

Remark 9.12. By Lemma 2.5, we have explicitly (here δ is the Kronecker delta)

[(w1, w2, µ1, µ2)] ⋆ [(w
′
2, w3, µ

′
2, µ3)] = δµ2,µ

′
2
δw2,w

′
2
Θw2,µ2 [(w1, w3, µ1, µ3)]. (9.8)

Proof. Assume X ∈ HT
∗ (Żk12

)loc and Y ∈ HT
∗ (Żk23

)loc. Then we can write

ιk1,k2
X =

∑

µ1⊃µ2

Q−1
µ2,µ

c
1
X(w1, w2, µ1\µ2)[(w1, w2, µ1, µ2)],

ιk2,k3
Y =

∑

µ2⊃µ3

Q−1
µ3,µ

c
2
Y(w2, w3, µ2\µ3)[(w2, w3, µ2, µ3)],

ιk1,k3
(X ⋆ Y) =

∑

µ1⊂µ3

Q−1
µ3,µ

c
1
(X ⋆ Y)(w1, w3, µ1\µ3)[(w1, w3, µ1, µ3)].

Using (9.8), we can then compute (ιk1,k2
X) ⋆ (ιk2,k3

Y ) as
∑

µ1⊃µ2⊃µ3

Θw2,µ2Q
−1
µ2,µ

c
1
Q−1

µ3,µ
c
2
X(w1, w2, µ1\µ2)Y(w2, w3, µ2\µ3)[(w1, w3, µ1, µ3)].

The desired equality (ιk1,k2
X) ⋆ (ιk2,k3

Y ) = ιk1,k3
(X ⋆ Y) follows, since we have

Θw2,µ2Q
−1
µ2,µ

c
1
Q−1

µ3,µ
c
2
Qµ3,µ

c
1
= Θw2Qµ2,(µ2)cQ

−1
µ2,µ

c
1
Q−1

µ3,µ
c
2
Qµ3,µ

c
1

= Θw2Qµ2,(µ1\µ2)cQ
−1
µ3,(µ1\µ2)c

= Θw2Qµ2\µ3,(µ1\µ2)c .

by the formula Θw,µ = ΘwQµ,µc and the definitions. �

16In this case, the element k13 := k12 + k23 = k1 − k3 is then automatically in Jn.
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We observe that Lemma 9.11 applied in case k3 = 0 implies that the product on

HT
∗ (Ż)loc defined in (9.10) restricts to the product on H

Gn

∗ (Ż) defined in (9.6).

Corollary 9.13. Assume that k1, k2, k3 ∈ Jn are as in Lemma 9.11. Then the
following diagram commutes

H
Gn

∗ (Żk12
)×H

Gn

∗ (Żk23
) −−−−→ H

Gn

∗ (Żk13
)

ιk1,k2
×ιk2,k3

y ιk1,k3

y

H
Gn

∗ (Z̈k1,k2
)×H

Gn

∗ (Z̈k2,k3
) −−−−→ H

Gn

∗ (Z̈k1,k3
).

Corollary 9.13 identifies H
Gn

∗ (Ż) with a subalgebra of H
Gn

∗ (Z̈). Moreover, the

algebra H
Gn

∗ (Ż) acts faithfully on H
Gn

∗ (Y) = EPoln by Remark 2.6. For each
generator of ERn, namely for Xr1i, τr1i from (1.8) and for Ω1i from (1.11), we

have constructed an element of H
Gn

∗ (Ż) acting by the same operator. This gives

a homomorphism ERn → H
Gn

∗ (Ż) of algebras. With the following grading it is
homogeneous of degree zero.

Definition 9.14. Define a Z-grading on the algebra H
Gn

∗ (Ż) by putting H
Gn

r (Żi,j,k)
in degree −r + 2dimYi,k +

∑
i∈I(k

2
i − ki).

In summary we obtain the following strengthening of Proposition 9.9.

Theorem 9.15. The product maps (9.6) equip H
Gn

∗ (Ż) with an algebra structure.

Moreover, there is an embedding ERn →֒ H
Gn

∗ (Ż) of algebras, even of graded alge-
bras with the gradings given by Definition 1.11 and Definition 9.14 respectively.

Remark 9.16. The algebra homomorphism ERn → H
Gn

∗ (Ż) is in general not sur-
jective, although it is indeed an isomorphism in case of sl2. It is not hard to show,

that H
Gn

∗ (Ż) is the algebra of operators on EPoln generated by ERn and the mul-
tiplications with ω2, ω3, . . . , ωn. In the nil-Hecke case the floating dot Ωr acts on
the polynomial representation by ωr for any 1 ≤ r ≤ n. In general Ω11i acts by ω1,
but Ωr1i acts only by ωr1i multiplied by some polynomial plus some other terms
involving some ω11i, . . . , ωr−11i.

Remark 9.17. We like to stress that the overall strategy of this section is rather
general and might be pursued for other varieties. We use three ingredients:

(I-i) We used the embeddings of H
Gn

∗ (Z̈) into HT
∗ (Z̈)loc and of H

Gn

∗ (Ż) into

HT
∗ (Ż)loc. This for instance always holds, when the variety has a nice

paving, see Remark 2.6.
(I-ii) We used that Z̈k1⊃k2

→ Żk1−k2
is a Grassmannian bundle whose relative

Euler class at the T-fixed point (w1, w2, µ1, µ2) is Qµ2,µ
c
1
.

(I-iii) The Euler class eu(Y, (w, µ)) factorizes as a product of Qµ,µc and of some-
thing which depends only on w.

9.6. Higher floating dots. In Remark 9.16 we elaborated on the difference be-
tween the action of the Ωr1i and the multiplication with ωr. Algebraically the
higher floating dots Ωa

r,i (that is floating dots with index r > 1 or with nonzero

twist a) are rather mysterious and seem to appear ad hoc. We finish now this
section by explaining their geometric meaning.
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Remark 9.18. The floating dot Ωr,j0 will finally correspond to some fundamental
class of some variety and then Ωa

r,j0
arises by twisting this fundamental class by the

ath power of a certain Chern class. This observation motivated our terminology
(twist).

Whereas, by [24, §3.2.1], the element Ωa
r,i acts on EPoln by some complicated re-

cursively defined operator, the floating dots appear geometrically more directly. We

describe next the meaning of a single higher floating dot of colour j0 in H
Gn

∗ (Żj0). In

this case, the vector space W = Wj0 in Żj0 is 1-dimensional. We will see that Ωa
r,j0

acts on EPoln by some ωr′ multiplied by a product of Chern classes, see Proposi-
tion 9.20 and (9.11). We will upgrade our geometric framework so that this product
of Chern classes appears naturally from certain geometric conditions. To run the

construction we add a new copy of En to Ż. We identify H
Gn

∗ (Ż) = H
Gn

∗ (Ż× En)
as vector spaces and will interpret the product of Chern classes from (9.11) below
in terms of geometric conditions on elements in the new En.

As above, we fix a (hermitian) scalar product on each Vi, i ∈ I. This allow to
identify Hom(Vi, Vj) with the the space of sesquilinear forms Vi × Vj → C. So β
can be thought as a family of sesquilinear forms βh : Vi × Vj → C for each arrow
h : i→ j of the quiver.

Fix i ∈ In. Algebraically the vector space H∗
Gn

(Yi,j0 ) can be identified with the

vector subspace of EPoln whose elements are of the form

nj0∑

r=1

Pr ωr,j01i, Pr ∈ Poln. (9.9)

Moreover, we can identify Yi,j0 with the subvariety ∆̇i,j0 of Żi,j0 given by V = V
∼

.

The action of H
Gn

∗ (∆̇i,j0) ⊂ H
Gn

∗ (Żi,j0) on H∗
Gn

(Y) corresponds in EPoln to the

multiplication by the elements (9.9).

Definition 9.19. Denote by Ωr,j0 the subvariety of ∆̇j0×En given by the conditions

• W ⊂ V
r,

• for each arrow h in the quiver of the form j0 → j or j → j0, the vector
space W = Wj0 is orthogonal to Vr

j with respect to βh.

Let ξ ∈ H∗
Gn

(Yi,j0) be the first Chern class of the line bundle whose fibre is

W . Then, abusing notation, the operator ξ : H
Gn

∗ (Yi,j0 )→ H
Gn

∗ (Yi,j0 ) of multipli-
cation by ξ is characterized by the fact that it commutes with multiplications by
polynomials and satisfies

(Xr,j0 − ξ)ωr,j01i = ωr−1,j01i, for all r ∈ [1;nj0 ]. (9.10)

Now higher floating dots and their twists have a natural geometric interpretation.

Proposition 9.20. Via the embedding ERn →֒ H
Gn

∗ (Ż) of algebras, the (higher)
floating dot Ωa

r,j0
1i corresponds to the twisted fundamental class (−ξ)a[Ωr,j0 ] pushed

forward to H
Gn

∗ (Ż× En).

Proof. In case it exists, let r′ be maximal such that r′ 6 r and ir′ = j0. Set r′ = 0
otherwise. By Proposition 9.5, the push-forward of the fundamental class of the
subvariety given by the condition W ⊂ V

r in Definition 9.19 acts just by ωr′1i. The
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second condition adds an additional multiplication by
∏r

t=1Qit,j0(Xt, ξ). Thus, the
push-forward in the proposition acts on the polynomial representation by

(−ξ)a
r∏

t=1

Qit,j0(Xt, ξ)ωr′1i. (9.11)

This operator should be understood as a polynomial in ξ with coefficient in (9.9).
The power of ξ should be applied to the coefficient.

Since all Ωa
r,j0

1i can be reduced to Ω0
1,j01i using relations (1.9)-(1.10) (and the

fact that Ωa
r,j0

commutes with τp for t 6= p), it suffices to check (since the commu-

tativity is obvious) that the operators (9.11) satisfy the same formulas and that
the operator (9.11) acts as required for a = 0, r = 1, namely by ω1 if j0 = i1 and
by zero otherwise. Since the second statement is obvious, it remains to check the
formulas (1.9) and (1.10). Algebraically, (1.9) is the formula

Ωa
r,j0

1i =

{
Ωa−1

r−1,j0
1i −XrΩ

a−1
r,j0

1i, if a > 0, ir = j0,∑
t,p(−1)

pqtpirj0Ω
a+p
r−1,j0

Xt
r1i if ir 6= j0,

(9.12)

To verify this assume first r = 1. If i1 6= j0, then the relation (9.12) becomes 0 = 0,
since ωr′ = ω0 = 0. (We interpret the operator (9.11) as zero for r = 0.) If i1 6= j0,
then (9.12) holds, since for the operator from (9.11) we have

(−X1)
aω11i = 0−X1(−X1)

a−1ω11i.

Next assume r > 1. In case j0 6= ir the relation (9.12) translates into geometry as

(−ξ)a
r∏

t=1

Qit,j0(Xt, ξ)ωr′1i = Qit,j0(Xr, ξ) · (−ξ)
a

r−1∏

t=1

Qit,j0(Xt, ξ)ωr′1i,

which is obviously true. If j0 = ir then the relation (9.12) translates into

(−ξ)a
r∏

t=1

Qit,j0(Xt, ξ)ωr1i

= (−ξ)a−1
r−1∏

t=1

Qit,j0(Xt, ξ)ω(r−1)′1i − (−ξ)a−1Xr

r∏

t=1

Qit,j0(Xt, ξ)ωr1i,

which holds by (9.10). It remains now to verify the following formula, see (1.10),

τrΩ
a
r,j0

τr1i = Ωa
r+1,j01i +

∑

t,p

qtpirir+1

∑

h+ℓ=
p−1

(−1)hΩa+h
r−1,j0

Xt
rX

ℓ
r+1, (9.13)

geometrically in case ir 6= ir+1 = j0. Since Qi,j(u, v) =
∑

t,p q
tp
ij u

tvp, we have

Qi,j(u, v2)−Qi,j(u, v1)

v2 − v1
=
∑

t,p

qtpij u
t
∑

h+ℓ=p−1

vh1 v
ℓ
2

and thus (9.13) turns into

τ2r 1i = Qir,ir+1(Xr, ξ)1i+
Qir,ir+1(Xr, Xr+1)−Qir ,ir+1(Xr, ξ)

Xr+1 − ξ
(Xr+1−ξ)1i (9.14)

multiplied by (−ξ)a
∏r−1

t=1 Qit,j0(Xt, ξ)ωr+1. However, (9.14) is true, because τ2r 1i =
Qir,ir+1(Xr, Xr+1)1i. �
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Remark 9.21. The element ξ does not make sense globally in H
Gn

∗ (Ż), but only

when we work in H
Gn

∗ (Żj0). This fact explains why, algebraically, the formula for
the action of Ωa

r,j0
cannot be written simply as ωr′ times a polynomial as in (9.11).

10. The source algebras and the sink algebras

We still assume the setup from the opening paragraphs of §1 and §7. In partic-
ular, Γ = (I, A) is a quiver with no loops and n is a dimension vector.

We approach now our problem of defining a variety Ż whose equivariant Borel-
Moore homology is the algebra ERn by first realising some important subalgebras
of ERn geometrically and then combine the constructions.

For this assume that K ⊂ I is a subset of vertices of Γ and consider the corre-
sponding set of Grassmannian dimension vectors k that are supported on K, i.e.,
we only take those k where ki = 0 for i ∈ I\K. We define the subalgebra of ERn

Grassmannian supported on K, as the subalgebra of ERn generated by Rn and by
the floating dot with colours from K.

Remark 10.1. The subalgebras of ERn Grassmannian supported on some K are
the algebras called p-KLR algebras in the context of categorified parabolic Verma
modules, see [24, Definition 4.1, Def. 7.6].

We will see in §10.1, that if we pick for K the set of sources in Γ, then the

subalgebra Grassmannian supported on
#»

I can be constructed using a certain sub-
variety Ż of Ż defined by the Grassmannian–Steinberg conditions, Definition 10.3.
In case K is the set of sinks in Γ, the same holds, but now for a variety Ż not inside
Ż ⊂ En×F ×F ×G, but rather inside En×En×F ×F ×G, i.e., we need to use a
second copy of En. We start by explaining these source and sink cases. We believe
that the geometric source/sink algebras are interesting on their own.

10.1. The source algebra. We say that a vertex i ∈ I of Γ is a source, if there

is no arrow which ends in i. Let
#»

I ⊂ I be the set of sources of Γ and let ~Jn ⊂ Jn
be the set of Grassmannian dimension vectors k that are supported on

#»

I , i.e., we

only take those k where ki = 0 for i ∈ I\
#»

I .

Definition 10.2. The source algebra ~ERn is the subalgebra of ERn Grassmannian

supported on
#»

I , that is the subalgebra generated by Rn and by the floating dots

with colours in
#»

I .

We denote by ~Y, ~̈Z, ~̇Z the modification of Y, Z̈, Ż obtained by only allowing the

Grassmannian dimension vectors k ∈ ~Jn. We define the replacement ~̇Z of ~̇Z.

Definition 10.3. Define the subvariety ~̇Z = {V,V
∼

,W ) | α(W ) = 0} ⊂ ~̇Z, where the
condition α(W ) = 0 means αh(Wi) = 0 for each arrow h : i→ j.

Definition 10.4. Define a Z-grading on the algebra H
Gn

∗ (~̇Z) as in Definition 9.14.

The embedding from Theorem 9.15 restricts to an injective algebra homomor-

phism ~ERn →֒ H
Gn

∗ (~̇Z) and the following holds:

Theorem 10.5. The push-forward of the inclusion ~̇Z ⊂ ~̇Z identifies H
Gn

∗ ( ~̇Z) with

the source algebra ~ERn inside H
Gn

∗ (~̇Z).
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We call ~̇Z the Grassmannian–Steinberg variety Grasmannian supported on sources.

Proof. Consider the variety ~̈Z = {(α,V,W,V
∼

,W
∼

) | α(W ) = 0} ⊂ ~̈Z. Then H
Gn

∗ ( ~̈Z)

is a subalgebra of H
Gn

∗ (~̈Z) by Lemma 2.7 and the same argument as in §9.5 shows

that H
Gn

∗ ( ~̇Z) is a subalgebra of H
Gn

∗ (~̇Z). By looking at the generators, is is not

hard to see that the image of ~ERn →֒ H
Gn

∗ (~̇Z) is contained in H
Gn

∗ ( ~̇Z). (We only

need to check this for Ω.) To conclude it suffices to show that the algebras ~ERn

and H
Gn

∗ ( ~̇Z) have the same graded dimension, which is Lemma 10.6. �

Lemma 10.6. The algebras ~ERn and H
Gn

∗ ( ~̇Z) have the same graded dimension.

Proof. For each Gell OGell
x,y,z,j ⊂ Fi × Fj × Gk, denote by p−1(OGell

x,y,z,j) its preimage

with respect to the projection ~̇Z → F×F× ~G. Note that this projection is a vector
bundle over each Gell. The preimages p−1(OGell

x,y,z,j) of Gells form an analogue of a

basic paving of ~̇Z. As in §6, the classes [p−1(OGell
x,y,z,j)] form then a Poln-basis of the

associated graded of H
Gn

∗ ( ~̇Z), and this basis can be lifted to a homogeneous basis

of H
Gn

∗ ( ~̇Z). We would like to show that the elements of this basis have the same

degrees as the elements τxΩk,nτyτz1j of the Poln-basis of ~ERn in Proposition 8.3

corresponding to the Grassmannian dimension vectors supported on
#»

I .

Using Lemma 6.5, it is enough to show that the paving ~̇Z =
∐

x,y,z,j p
−1(OGell

x,y,z,j)

is weakly adapted to {τxΩk,nτyτz1j}x,y,z,j. For weakly adaptedness we need to verify

deg(τxΩk,nτyτz1j) = 2 dimYi,k +
∑

i∈I

(k2i − ki)− 2 dim p−1(OGell
x,y,z,j). (10.1)

Assume first that the quiver has no arrows. Then the equality (10.1) holds by (6.7).
For a general Γ we argue as for (8.6): using Lemma 7.21, we reformulate (10.1) as

(x) + (y) + (z) + (w0,k) = dimα Yi,k − dimα p−1(OGell
x,y,z,j). (10.2)

To verify this pick V ∈ Fi, V
∼

∈ Fj and W ∈ Gk such that (V,V
∼

,W ) ∈ OGell
x,y,z,j.

We have dimα Yi,k = dimX(V). Moreover, dimα p−1(OGell
x,y,z,j) = dim(X(VW ) ∩

X(V
∼

)), since X(VW ) is the subvariety of X(V) given by the condition α(W ) = 0.

On the other hand, rel(V,VW ) = x and rel(VW ,V
∼

) = yz by the definition of
OGell

x,y,z,j. From Proposition 7.13 we get then

dimX(V)− dimX(VW ) = (x), dimX(VW )− dim(X(VW ) ∩X(V
∼

)) = (yz).

Altogether we obtain

dimα Yi,k − dimα p−1(OGell
x,y,z,j) = dimX(V)− dim(X(VW ) ∩X(V

∼

))

= (dimX(V)− dimX(VW )) + (dimX(VW )− dim(X(VW ) ∩X(V
∼

)))

= (x) + (yz) = (x) + (y) + (z).

Since we assumed that k ∈ ~Jn, i.e. Grassmannian vetors are supported on sources,
we have (w0,k) = 0 and therefore (10.2) holds. Thus we showed weakly adapt-
edness, (10.1). Finally, the equality of the graded dimensions follows by comparing

bases, since B is a basis of the source algebra ~ERn. �
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10.2. The sink algebras algebraically. Analogous to the source algebra in §10.1
we like to restrict now to sink vertices. We say that a vertex i ∈ I of Γ is a sink,

if there is no arrow which starts in i. Let ~I ⊂ I be the set of sinks of Γ and let
~Jn ⊂ Jn be the set of Grassmannian dimension vectors k that are supported on ~I.

Definition 10.7. The sink algebra ~ERn is the subalgebra of ERn Grassmannian

supported on ~I, that is generated by Rn and the floating dots with colours in ~I.

Similarly, let ~EPoln be the subalgebra of EPoln generated by the Xr, 1i and

by the omegas having colours in ~I (i.e. by ωr1i such that ir ∈ It). Now consider

EPoln as a representation of the sink algebra ~ERn. Then ~EPoln ⊂ EPoln is clearly
a subrepresentation which is still faithful.

To get the geometric source algebra we have replaced the naive variety ~̇Z by a

smaller variety ~̇Z. This strategy however cannot work for sink algebras:

Example 10.8. Let Γ be the quiver with two vertices: i and j, and one arrow i→ j.
Set n = i+ j, i = (i, j). Algebraically, we have the floating dot Ω21i which acts on
the polynomial representation by multiplication with (X2 −X1)ω21i. In contrast,

the fundamental class of [Z̈i,i,j ] acts on EPoln by ω21j. We observe that it is not
possible to match the algebraic formula by considering a smaller variety because
Żi,i,j is already just a point!

To compare with what happens for the source algebra, consider the same example
but with the arrow reversed, thus j → i instead of i → j. Now Ω21i acts on the
polynomial representation by (X1−X2)ω21i. The fundamental class [Z̈i,i,j ] acts on

EPoln by ω21j. But now Żi,i,j
∼= Hom(Vj , Vi) and the variety Ż ⊂ Ż is cut out by

imposing α = 0. Now the subvariety is again a point, but the action differs from the
sink case by an extra factor X1 −X2 coming from the Euler class of Hom(Vj , Vi).

Example 10.8 shows that sink algebras need a different geometric treatment. Our
main idea is, in comparison to the source algebras, to add first an additional copy
of En to the variety Y and then also some additional twist mixing the two copies
of En. This approach was inspired by the Naisse–Vaz diagrams, more precisely by
the diagram varieties which we can attach to each such diagram; see Appendix B
for a definition and more motivation. More precisely, we believe that in the naive
version §B.3.2 some transversality property holds for every basis diagram which has
floating dots only for source vertices, and that this is the reason why the source
case works in an easy way. This expected transversality in the source case fails
however in the general case, see Example B.14 for an example, and §B.3.3 for a fix.

10.3. G-twists of vector bundles. We provide now some basic linear algebra facts
which will be useful to describe vector bundles which appear in our constructions.

Definition 10.9. Let E be a complex vector space with a fixed direct sum decom-
position E = U ⊕ U ′. Then the U -flip map is the linear map

φU : E ⊕ E → E ⊕ E, (u1 + u′
1, u2 + u′

2) 7→ (u2 + u′
1, u1 + u′

2). (10.3)

where u1, u2 ∈ U , u′
1, u

′
2 ∈ U ′.

Remark 10.10. If U = E, then φU just flips the summands. It is the identity map if
U = {0}. In general, φU exchanges the two copies of U in E ⊕E without touching
the U ′ parts.
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One can easily compute the U -twists φU (E
′ ⊕ E) for a subspace E′ ⊂ E:

Lemma 10.11. For any vector subspace E′ ⊂ E, we have

φU (E
′ ⊕ E) = (E′ + U)⊕ (E′ ∩ U ⊕ U ′). (10.4)

Example 10.12. Back to our general setup in §7, consider the I-graded vector space
V = ⊕i∈IVi with fixed subspaces Wi ⊂ Vi for all i. We equip V with a hermitian
scalar product which is compatible with the I-grading. This induces a decomposi-
tion Vi = Wi ⊕W⊥

i for any i. Now we can take

E := En =
⊕

i→j Hom(Vi, Vj) = U ⊕ U ′, where

U =
⊕

i→j Hom(Vi,Wj) and U ′ =
⊕

i→j Hom(Vi,W
⊥
j ).

For fixed V ∈ F consider the corresponding Springer conditions

E′ := {α ∈ E | αh(V
r
i ) ⊂ V

r
j for all h : i→ j}. (10.5)

By Lemma 10.11 the U -twist of E′ ⊕ E ⊂ E ⊕E =
⊕

i→j Hom(Vi, Vj ⊕ Vj) equals

φU (E
′ ⊕ E) = {α ∈ En ⊕ En | α(V

r
i ) ⊂ (Vr

j +Wj)⊕ ((Vr
j ∩Wj) +W⊥

j )}.

More explicitly, (α, β) ∈ φU (E
′ ⊕ E) satisfies the twisted Springer conditions

φU (E
′ ⊕E) = {(α, β) ∈ En ⊕En | αh(V

r
i ) ⊂ V

r
j +Wj , βh(V

r
i ) ⊂ (Vr

j ∩Wj) +W⊥
j }.

We will now generalise the flip map to vector bundles. For this let X , Y be
smooth complex varieties and let V → X×Y be the trivial vector bundle on X×Y
with fibre V , and denote by VX and VY the trivial vector bundles with fibre V on
X and Y respectively. These vector bundles have an induced scalar product on
each fibre. We can view V as the pull-backs of VX and of VY along the projection
to X respectively Y . Similarly, for subbundles KX of VX ⊕ VX and UY of VY we
denote by K and U the subbundles of V ⊕V respectively V which are the pull-backs
to X × Y along the respective projection map. Since the fibre over (x, y) ∈ X × Y
of the vector bundle U is the fibre of UY over y (independently of x), we denote it
just by Uy. Similarly, for the fibre Kx of K over x. We now define vector bundles
by glueing U -flip maps:

Definition 10.13. Consider V as a real vector bundle. The U-twist φU (K) of K for
the triple (X,Y, V ) is the subbundle of V ⊕ V with fibre φUy

(Kx) over (x, y).

Remark 10.14. As a bundle of real varieties, φU (K) is isomorphic to K (via φU ).
The base and the fibres are complex varieties, although it is in general not a bundle
of complex varieties (since the map is not necessarily algebraic).

In practise we will use U-twists to show that certain manifolds are (real) vector
bundles by realizing them as some φU (K). Since for us prominent examples will
be such that U is the tautological bundle of a Grassmannian we call these twists
G-twists or Grassmannian twists.

Example 10.15. As an upgrade of Example 10.12, we can define the extended KLR
twist bundle φU (K). For this take X = F , Y = G, V = En. Then define UX as
subbundle of VY and KX as the subbundle of VX ⊕ VX with fibres U respectively
E′ ⊕ E as in Example 10.12.
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10.4. The sink algebras geometrically. Now, we explain how to construct geo-

metrically the subalgebra ~ERn of ERn. We denote by ~Y, ~Z̈ the modification of Y,

Z̈ from Section 7 by only allowing the Grassmannian dimension vectors k ∈ ~Jn. To

define the replacement ~Ż of Ż we first enlarge ~Y by an extra copy of En.

Set Yi,k = Yi,k × En, Yk = Yk × En and ~Y = ~Y × En. We denote elements of
the original copy of En by α and of the new copy by β, thus (α, β) ∈ En ⊕ En =⊕

i→j Hom(Vi, Vj ⊕ Vj). Finally fix a (hermitian) scalar product on V such that
different Vi’s are orthogonal.

Definition 10.16. Let Yφ
i,k be the (real) vector bundle17 over F×G whose fiber over

(V,W ) is the subspace of En × En ×Fi × Gk determined by the tuples

{(α, β,V,W ) | αh(V
r
i ) ⊂ V

r
j +Wj , βh(V

r
i ) ⊂ (Vr

j ∩Wj)+W⊥
j for h : i→ j}, (10.6)

Set also

Y
φ
k =

∐
i∈In Y

φ
i,k and ~Yφ =

∐
i∈In,k∈ ~Jn

Yi,k,

Z̈φ
k1,k2

= Y
φ
k1
×En⊕En

Y
φ
k2
, ~Z̈φ =

∐
k1,k2∈

~Jn
Z̈φ
k1,k2

,

Żk = Z̈φ
k,0,

~Ż =
∐

k∈ ~Jn
Żk.

Remark 10.17. Note that Yφ
i,k is the U-twist of the bundle with fibres E′⊕E given

by the Springer conditions (10.5) for the triple (F ,G, En), see Example 10.15. We
therefore call the conditions from (10.6) twisted Springer conditions.

Consider now the algebra H
Gn

∗ ( ~Z̈φ), with product given by convolution defined

with respect to the inclusion ~Z̈φ ⊂ ~Yφ × ~Yφ. We next define generalisations of the
Grassmannian inclusion subvarieties from §4.6. Namely we consider

~Z̈φ
⊃ := {(α, β,V,V

∼

,W,W
∼

) |W ⊃W
∼

} ⊂ ~Z̈φ and Z̈φ
k1⊃k2

= Z̈φ
k1,k2

∩ ~Z̈φ
⊃. (10.7)

If k1, k2, k1 − k2 ∈ ~Jn, then we have

Z̈φ
k1⊃k2

→ Żk1−k2
, (α, β,V,V

∼

,W,W
∼

) 7→ (φU (α, β),V,V
∼

,W,W ∩W
∼ ⊥

),

where U =
⊕

i→j Hom(Vi,W
∼

j) and U ′ =
⊕

i→j Hom(Vi,W
∼ ⊥

j ). By definition of the
flip map, this is a locally trivial fibration with Grassmannians as fibers; the fibers
are the same fibres as for Z̈k1⊃k2

→ Żk1−k2
.

We have a linear map H
Gn

∗ ( ~Ż) → H
Gn

∗ ( ~Z̈φ) defined as the composition of the

pullback H
Gn

∗ ( ~Ż)→ H
Gn

∗ ( ~Z̈φ
⊃) and the push-forward H

Gn

∗ ( ~Z̈φ
⊃)→ H

Gn

∗ ( ~Z̈φ).

Proposition 10.18. The space H
Gn

∗ ( ~Ż) is a subalgebra of H
Gn

∗ ( ~Z̈φ).

Proof. We just copy the arguments of §9.5. In that case, we knew (using Gells)

that H
Gn

∗ ( ~Ż) embeds into HT
∗ (

~Ż)loc but the injectivity for the similar map for ~Z̈φ

is not clear. So, the argument above allows to identify H
Gn

∗ ( ~Ż) with a subalgebra

of the quotient of H
Gn

∗ ( ~Z̈φ) by the kernel of the localization map. Moreover, since

17Although Y
φ is by definition a real algebraic variety, it is homeomorphic to Y, and we can

view it as a complex algebraic variety. The variety Z̈φ below is however real.
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the localization map is injective on the image of H
Gn

∗ ( ~Ż) in H
Gn

∗ ( ~Z̈φ), we see that

H
Gn

∗ ( ~Ż) is identified with a subalgebra of H
Gn

∗ ( ~Z̈φ) (not just of its quotient). �

Definition 10.19. Define a Z-grading on the algebra H
Gn

∗ ( ~Ż) by putting H
Gn

r (Żi,j,k)

in degree −r + 2dimY
φ
i,k +

∑
i∈I(k

2
i − ki).

Remark 10.20. We omit the straight-forward check that Definition 10.19 is a well-

defined grading. The main difference to Definition 9.14 is that we use now dimY
φ
i,k

instead of dimYi,k. In fact, we have dimY
φ
i,k = dimYi,k = dimYi,k + dimEn.

Theorem 10.21. There is an isomorphism of graded algebras ~ERn
∼= H

Gn

∗ ( ~Ż).

Proof. The algebra H
Gn

∗ ( ~Z̈φ) acts on H
Gn

∗ ( ~Yφ) ∼= H
Gn

∗ ( ~Y) ∼= ~EPoln. We can

restrict this action to H
Gn

∗ ( ~Ż). Similarly to what we did before, for each generator

x ∈ ~ERn we can construct some x ∈ H
Gn

∗ ( ~Ż) acting by the same operator on
~EPoln. Indeed, there is nothing to do for τr and Xp, we only have to consider Ω1i

with i1 ∈ ~I. It is easy to see (doing a modification of the computations above) that
it acts by the same operator (namely multiplication by ω11i), as the fundamental

class of the closed subset of Żi,i,i1 given by V = V
∼

and W = V1. This is explained in
more detailed in the more general situation below, see Proposition 11.12. Moreover

the H
Gn

∗ ( ~Ż)-action on H
Gn

∗ ( ~Yφ) is faithful, as can be shown using the approach of

Remark 2.6 and the paving of ~Ż by preimages of Gells. Thus, we get an injective

algebra homomorphism ~ERn →֒ H
Gn

∗ ( ~Ż). This is an isomorphism, since the two
algebras have the same graded dimension by Lemma 10.22 below. �

Let OGell
x,y,z,j be a Gell in Fi×Fj×Gk and let p−1(OGell

x,y,z,j) be its preimage under

the projection ~Ż → F × F × ~G.

Lemma 10.22. For k ∈ ~Jn, we have

deg(τxΩk,nτyτz1j) = 2 dimY
φ
i,k +

∑

i∈I

(k2i − ki)− 2 dimOGell
x,y,z,j. (10.8)

Proof. If the quiver has no arrows, then the equality (10.8) holds by (6.7). For a
general quiver Γ we reformulate (10.8), as we did for (8.6), using Lemma 7.21 as

(x) + (y) + (z) + (w0,k) = dimα,β Y
φ
i,k − dimα,β

(
p−1(OGell

x,y,z,j)
)
. (10.9)

Here dimα,β denotes the dimension of the fibre of the vector bundle given by forget-
ting both En-components. To make sure that this notation makes sense consider

q : Y
φ
i,k → Fi × Gk, and p−1(OGell

x,y,z,j) → OGell
x,y,z,j

(α, β,V,W ) 7→ (V,W ), (α, β,V,V
∼

,W ) 7→ (V,V
∼

,W ).

(10.10)

These are subbundles of the trivial vector bundles with fibre En ⊕ En. Moreover,
it is easy to see from the construction, that in both cases every fibre F ⊂ En ⊕En

is homogeneous with respect to the decomposition En ⊕ En, i.e., we always have
F = Fα ⊕ Fβ , where Fα and Fβ are the intersections of F with the first En and
second copy of En respectively. Note that dimF = dimFα+dimFβ is independent
of the choice of fibre, but dimFα and dimFβ heavily depend on the choice.
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Pick therefore (V,W ) ∈ Fi×Gk and (V,V
∼

,W ) ∈ OGell
x,y,z,j, and consider their fibres

in (10.10). We get decompositions (dependent of our choice)

dimα,β Y
φ
i,k = dimα Y

φ
i,k + dimβ Y

φ
i,k,

dimα,β p
−1(OGell

x,y,z,j) = dimα p−1(OGell
x,y,z,j) + dimβ p

−1(OGell
x,y,z,j).

Note that we have dimβ Y
φ
i,k = dimβ p

−1(OGell
x,y,z,j). Thus, (10.9) becomes

(y) + (z) = dimα Y
φ
i,k − dimα p−1(OGell

x,y,z,j), (10.11)

since by assumption (sink case), we have (x) = (w0,k) = 0. On the other hand,

dimα Y
φ
i,k = dimX(VW ), dimα p−1(OGell

x,y,z,j) = dim(X(VW ) ∩X(V
∼

)), (10.12)

by Remark 6.13 and the arguments after (10.2). By Proposition 7.13, these formulas
imply (10.11). Since (10.11) is equivalent to (10.22), this finishes the proof. �

Summary. We treated sources and sinks quite differently. To obtain the source

algebra we did not do anything special with the variety ~Y , but defined ~̇Z by putting

conditions cutting ~Y ×En
~Y0. To obtain the sink algebra, we modified ~Y to ~Yφ (by

adding a copy of En and a twist), but defined ~Ż as ~Yφ×En×En
~Y
φ
0 (without passing

to a proper closed subset). We fusion now these two approaches.

11. Grassmannian quiver Hecke algebras

In this section we prove the main isomorphism theorem which realises the Naisse–
Vaz algebras geometrically in terms of Grassmannian quiver Hecke algebras.

We still assume the setup from the opening paragraphs of §1 and §7. In partic-
ular, Γ = (I, A) is a quiver with no loops and n is a dimension vector.

11.1. The Grassmannian–Steinberg varieties. Let k be an arbitrary element

of Jn. We define Yi,k and Y
φ
i,k as in Definition 10.16, except we do not assume

k ∈ ~Jn. Set Z̈φ = Yφ ×En⊕En
Yφ and Żφ = Yφ ×En⊕En

Y
φ
0 . We also consider

certain unions of connected components of Z̈φ exactly as for Z̈, see Definition 7.4
and the definitions afterwards. We now can define our main player:

Definition 11.1. The Grassmannian–Steinberg variety is the subvariety Ż ⊂ Żφ of
all (α, β,V,V

∼

,W ) satisfying the following Grassmannian–Steinberg conditions

αh((V
r ∩Wi)

⊥ ∩Wi) ⊂ (Vr ∩Wj)
⊥ ∩Wj , (11.1)

for any h : i→ j and r ∈ [0;n]; that is, the flag V
⊥W is preserved by α.

Remark 11.2. In case W is supported on sources, (11.1) recovers Definition 10.3. In
case W is supported on sinks, (11.1) is no condition (compatible with Section 10.4).

Let OGell
x,y,z,j be a Gell in Fi ×Fj × Gk and p−1(OGell

x,y,z,j) its preimage in Ż. The
next statement, illustrated in Example 11.5, will help to compute their dimensions.

Lemma 11.3. Assume that Γ has exactly one arrow i → j. Let V ∈ Fi and
W ∈ Gk with rel(V,W ) = x. Then rel(V,V⊥W ) = xw0,k and xw0,k = x1x2 with

x1 = rel(V,VWj ), x2 = rel(VWj ,V⊥W ). Moreover, ℓ(x1x2) = ℓ(x1) + ℓ(x2).
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Proof. The first statement follows from the definitions, see Remark 6.17. By
Lemma 7.16, we have rel(V,VWj ) · rel(VWj ,V⊥W ) = rel(V,V⊥W ) which implies
xw0,k = x1x2. Since x−1

1 (a) > x−1
1 (b) implies (xw0,k)

−1(a) > (xw0,k)
−1(b) for

any 1 6 a < b 6 n, we also have ℓ(x1x2) = ℓ(x1) + ℓ(x2). �

Proposition 11.4. We have

deg(τxΩk,nτyτz1j) = 2 dimY
φ
i,k +

∑

i∈I

(k2i − ki)− 2 dimOGell
x,y,z,j. (11.2)

Proof. In case the quiver has no arrows, (11.2) holds by (6.7). For a general quiver
Γ we argue as for (8.6): using Lemma 7.21, we reformulate (11.2) as

(x) + (y) + (z) + (w0,k) = dimα Yi,k − dimα p−1(OGell
x,y,z,j), (11.3)

where we reduce, as in the proof of Lemma 10.22 from dimα,β to dimα.
Now assume that Γ contains only one arrow, say h : i→ j. Then

dimα Y
φ
i,k − dimα p−1(OGell

x,y,z,j) = dimX(VWj )− dim(X(V⊥W ) ∩X(V
∼

))

= (dimX(VWj )− dimX(V⊥W ) + (dimX(V⊥W )− dim(X(V⊥W ) ∩X(V
∼

)))

= (xw0,k) + (yz). (11.4)

The third equality here follows from Proposition 7.13 applied to (V⊥W ,V
∼

) (which

gives dimX(V⊥W )−dim(X(V⊥W )∩X(V
∼

)) = (yz)) and Proposition 7.13 applied

to (VWj ,V⊥W ). Indeed, with x1, x2 as in Lemma 11.3 we have (x1) = 0 and then

(x2) = (xw0,k), and therefore dimX(VWj ) − dimX(V⊥W ) = dimX(VWj ) −

dimX(VWj ) ∩ X(V⊥W ) = (x2) = (xw0,k). We thus showed (11.3) in case Γ
has one arrow. It is clear if there is now arrow. Now (11.3) follows by writing Γ as a
sum of quivers with one arrow, see Definition 7.12, since all terms are additive. �

We illustrate the main step of the proof and Lemma 11.3 in an example.

Example 11.5. Consider the quiver i→ j. Let n = 2i+3j, k = i+2j, i = (i, j, i, j, j)
and x = s1s2s3. For V ∈ Fi, W ∈ Gk, the condition rel(V,W ) = x means there
exist orthogonal bases (vi,1, vi,2) of Vi and (vj,1, vj,2, vj,3) of Vj such that

V
1 = 〈vi,1〉,V

2 = 〈vi,1, vj,1〉,V
3 = 〈vi,1, vj,1, vi,2〉,V

4 = 〈vi,1, vj,1, vi,2, vj,2〉, (11.5)

Wi = 〈vi,2〉,Wj = 〈vj,1, vj,2〉. (11.6)

The flags VW , V⊥W , VWj are then (here each step changes the dimension by 1):

V
W : {0} ⊂ 〈vj,1〉 ⊂ 〈vj,1, vi,2〉 ⊂ 〈vj,1, vi,2, vj,2〉 ⊂ 〈vj,1, vi,2, vj,2, vi,1〉 ⊂ V.

V
⊥W : {0} ⊂ 〈vj,2〉 ⊂ 〈vj,2, vi,2〉 ⊂ 〈vj,2, vi,2, vj,1〉 ⊂ 〈vj,2, vi,2, vj,1, vi,1〉 ⊂ V.

V
Wj : {0} ⊂ 〈vj,1〉 ⊂ 〈vj,1, vj,2〉 ⊂ 〈vj,1, vj,2, vi,1〉 ⊂ 〈vj,1, vj,2, vi,1, vi,2〉 ⊂ V.

To illustrate this diagrammatically we draw the coloured permutation (i, xw0,k),

V i j i j j

VW

V⊥W

x

w0,k

(11.7)
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with w0,k at the bottom (which is the longest element in Sk with k = 2+1) and x,
the given shortest coset representative at the top. The colour sequence i at the top
tells us V ∈ Fi and the strands indicate the flag V from (11.5) (each strand stands
for a new basis vector). Then VW , and W from (11.6), can be read off by looking at
the intersection with the yellow horizontal line (the strands still stand for the basis
vectors). Finally, V⊥W is encoded by the strands at the bottom of the diagram.

Now we want to factor xw0,k as x1x2 with x1 = rel(V,VWj ), x2 = rel(VWj ,V⊥W ).
In practise, we can take VWj and encode it diagrammatically (see the yellow hori-
zontal line). Then x1 can be read off by connecting with strands in a minimal way
to the top, and x2 appears when we extend afterwards at the bottom to get xw0,k.

i j i j jV

VWj

V⊥W

x1

x2

(11.8)

We can also argue purely diagrammatically by connecting the top and bottom
sequences (determined by i and xw0,k) by a product x1x2 = xw0,k of permutations.
Hereby x1 only moves some strands coloured j (corresponding to Wj) to the left,
and x2 does the rest. In particular, (x1) = 0, and the flag VWj can then be

read off in the middle of the diagram. We see that x1 = rel(V,VWj ) = s3s1s2,
x2 = rel(VWj ,V′W ) = s3s1s2, although the two elements play very different roles.

11.2. Main theorems. In this subsection we formulate the two main results: the
subalgebra theorem (Theorem 11.7) and the isomorphism theorem (Theorem 11.8).

Similarly to what we did in §10.4, we have the linear map H
Gn

∗ (Żφ)→ H
Gn

∗ (Z̈φ)

defined as the composition of the pullback H
Gn

∗ (Żφ) → H
Gn

∗ (Z̈φ
⊃) and the push-

forward H
Gn

∗ (Z̈φ
⊃) → H

Gn

∗ (Z̈φ). We also have the pushforward map H
Gn

∗ (Ż) →

H
Gn

∗ (Żφ). Similarly to Definition 10.19, we consider the following grading.

Definition 11.6. We equip the vector space H
Gn

∗ (Ż) with a Z-grading by putting

H
Gn

r (Żi,j,k) in degree −r + 2dimY
φ
i,k +

∑
i∈I(k

2
i − ki).

Theorem 11.7. The convolution algebra structure on HT
∗ (Z̈

φ)loc induces a graded

algebra structure on H
Gn

∗ (Ż) via the maps H
Gn

∗ (Ż) → H
Gn

∗ (Żφ) → H
Gn

∗ (Z̈φ) →

HT
∗ (Z̈

φ)loc. It turns H
Gn

∗ (Ż) into a graded subalgebra of HT
∗ (Z̈

φ)loc.

The second main result is the following isomorphism theorem:

Theorem 11.8. There is an isomorphism of graded algebras ERn
∼= H

Gn

∗ (Ż).
Moreover, the isomorphism can be chosen such that the following holds:

1j 7→ [∆̇j,j,0], τr1j 7→ (−1)δjr,jr+1 [Tr,j], Ω1j 7→ [Ωj],

Xr1j 7→ the first Chern class of the line bundle on ∆̇j,j,0 given by V
r/Vr−1,

where Ωj := {(α, β,V,V
∼

,W ) | V = V
∼

,W = V1} ⊂ Żj,j,1 and Tr,j := {(α, β,V,V
∼

) |

Vp = V
∼
p for p 6= r} ⊂ Żsr(j),j,0, and ∆̇j,j,0 := {(α, β,V,V

∼

) | V = V
∼

} ⊂ Żj,j,0.

Definition 11.9. We call H
Gn

∗ (Ż) the Grassmannian quiver Hecke algebra.
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Theorem 11.8 says now that the extended KLR algebra is isomorphic to the
Grassmannian quiver Hecke algebra (and Theorem 11.7 says that that the Grass-
mannian quiver Hecke algebra is well-defined). See also Terminology 8.5.

Remark 11.10. For the proof, we like to proceed as for the source and sink algebras

and deduce that H
Gn

∗ (Ż) is an algebra isomorphic to ERn, but there are some

subtleties in the general situation. The variety Ż is nice, because it is a vector

bundle over each Gell, and we get an inclusion H
Gn

∗ (Ż) →֒ HT
∗ (Ż)loc. However,

it is not clear if this also holds for Żφ and Z̈φ and we do not see a reason why

H
Gn

∗ (Z̈φ) should act faithfully on H
Gn

∗ (Yφ). Since the map from H
Gn

∗ (Żφ) to
the localization is not necessarily injective, we cannot argue as in §9.5 to define a

product on H
Gn

∗ (Żφ) from the product on H
Gn

∗ (Z̈φ).
We overcome these problems as follows. We know that for each generator x of

the algebra ERn there exists some x ∈ H
Gn

∗ (Z̈φ) which acts in the same way on the
polynomial representation. Without faithfulness, this does not allow to embed ERn

into H
Gn

∗ (Z̈φ), but allows to embed ERn into the quotient H
Gn

∗ (Z̈φ) of H
Gn

∗ (Z̈φ) by
the kernel of the action. We then use the argument of §9.5 to identify a quotient

of H
Gn

∗ (Żφ) with a subalgebra of H
Gn

∗ (Z̈φ) and show that the image of ERn is
contained in this subalgebra. Finally, we show that the image of ERn is in the

image of H
Gn

∗ (Ż) and we identify them by counting degrees.

11.3. The proof of the main theorem. As a preparation of the proof consider
the following commutative diagram:

HT
∗ (Ż)loc −−−−→ HT

∗ (Ż
φ)loc −−−−→ HT

∗ (Z̈
φ)locx

x
x

H
Gn

∗ (Ż) −−−−→ H
Gn

∗ (Żφ) −−−−→ H
Gn

∗ (Z̈φ).

(11.9)

Here, the left vertical map is injective, but we do not know if the other vertical

maps are injective. Denoting by H
Gn

∗ (Żφ) and H
Gn

∗ (Z̈φ) the quotients of H
Gn

∗ (Żφ)

and H
Gn

∗ (Z̈φ) respectively by the kernels of the vertical maps we obtain:

Lemma 11.11. All maps in the following commutative diagram are injective.

HT
∗ (Ż)loc −−−−→ HT

∗ (Ż
φ)loc −−−−→ HT

∗ (Z̈
φ)locx

x
x

H
Gn

∗ (Ż) −−−−→ H
Gn

∗ (Żφ) −−−−→ H
Gn

∗ (Z̈φ).

(11.10)

Proposition 11.12. For each generator x of ERn, there exists x ∈ H
Gn

∗ (Żφ) whose

image in H
Gn

∗ (Z̈φ) acts on H
Gn

∗ (Yφ) ∼= EPoln by the same operator.

Proof. We claim that the assignments in Theorem 11.8 (with Ż replaced by Żφ)
satisfy the desired property. We already checked in §9 that this works for the naive

version Ż. Let us explain what happens when we add the twist. Since Żφ
0 = Ż0×En

and Z̈φ
k⊃k
∼= Z̈k⊃k × En, the twist changes nothing for 1j, xr1j, τr1j.

We are left with Ω1j. We have Żφ
1 6= Ż1 × En, but these varieties become the

same when we add the conditions V = V
∼

and W = V1. Moreover, the image in

H
Gn

∗ (Z̈φ
k+1,k) of the class of the subvariety given by these conditions is the class of
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the subvariety defined by V = V
∼

, W = W
∼

⊕ V1 and this direct sum is orthogonal.
This subvariety is the same as in the non-twisted case. Thus, a computation using
T-fixed points gives the same coefficients in the twisted as in the untwisted case. �

Corollary 11.13. There is a monomorphism of algebras Φ: ERn → HT
∗ (Z̈

φ)loc.

Proof. An element of H
Gn

∗ (Z̈φ) acts by zero on H
Gn

∗ (Yφ) if and only if it is zero in

HT
∗ (Z̈

φ)loc. �

Similarly to the computation in Lemma 9.11, we see that the algebra structure
on HT

∗ (Z̈
φ)loc restricts to an algebra structure on HT

∗ (Ż
φ)loc.

Lemma 11.14. The image of Φ is contained in the image of HT
∗ (Ż)loc.

Proof. It is clear from Proposition 11.12 that the image of every generator of ERn

is in HT
∗ (Ż)loc. Since HT

∗ (Ż)loc is a subalgebra of HT
∗ (Z̈

φ)loc, the claim follows. �

An argument similar to Corollary 9.13 shows that the image of H
Gn

∗ (Żφ) in

HT
∗ (Z̈

φ)loc is a subalgebra. This yields in particular an algebra structure on H
Gn

∗ (Żφ).

Lemma 11.15. The image of Φ is in the image of H
Gn

∗ (Żφ).

As explained above, the element Ω1j is given in H
Gn

∗ (Z̈φ
k+1,k) (see Proposi-

tion 11.12) by the fundamental class of the subvariety described in the proof of

Proposition 11.12. For any point (α, β,V,V
∼

,W,W
∼

) of this subvariety we have the
following.

Lemma 11.16. Let h : i→ j be an arrow in the quiver Γ. Then it holds

αh(Wi ∩W
∼ ⊥

i ) ⊂W
∼

j . (11.11)

Proof. We have Wi∩W
∼ ⊥

i = V1∩Vi by the definition of the subvariety. Now (11.11)

follows from the twisted Springer condition in Y
φ
j,k, see Definition 10.16. �

Proposition 11.17. The image of Φ is contained in the image of H
Gn

∗ (Ż).

Proof. By Lemma 11.15, we have a monomorphism of algebras ERn →֒ H
Gn

∗ (Żφ).

We would like to check that its image is in the image of H
Gn

∗ (Ż). It is enough to
check this for every basis element τxΩk,nτyτz1j of ERn. Let us write this basis ele-
ment as a product G1G2 · · ·Ga of elementary generators of the algebra (crossings,

polynomials, floating dots). Each Gp is sent to some homology class in H
Gn

∗ (Żφ) de-
fined as a push-forward of some homology class on some elementary correspondence
Cp. More precisely,

• if Gp = P1i with P ∈ k[X1, . . . , Xn], then C′
p is the diagonal (V = V

∼

) in Żφ
i,i,0,

• if Gp = τr1i, then C′
p is "almost diagonal" (Vq = V

∼
q for q 6= r) in Żφ

sr(i),i,0
,

• if Gp = Ω1i, then C′
p ⊂ Żφ

i,i,1 is given by V = V
∼

and W = V
1.

We lift now C′
1, . . . , C

′
a to correspondences C1, . . . , Ca in Z̈φ. For p ∈ [1; a] let f(p)

be the number of floating dots among the Gp+1, Gp+2, . . . , Ga. We define next Cp ⊂

Z̈φ

f(p)+1,f(p) if Gp is a floating dot, and Cp ⊂ Z̈φ

f(p),f(p) otherwise. Namely, let Cp be

the preimage of C′
p under the map Z̈φ

f(p)+1⊃f(p) → Żφ
1 respectively Z̈φ

f(p)⊃f(p) → Żφ
0 .
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Then the basis element G1G2 · · ·Ga in H
Gn

∗ (Żφ
k) = H

Gn

∗ (Z̈φ
k,0) is the push-forward

of some homology class on C1 ◦C2 ◦ · · · ◦Ca. (We use the notation of §2.) We claim

that C1 ◦ C2 ◦ . . . ◦ Ca ⊂ Ż. We need to show that if (y0, y1, . . . , ya) ∈ (Yφ)a+1

such that (yp−1, yp) ∈ Cp for p ∈ [1; a], then y0 satisfies Grassmannian–Steinberg
conditions (11.1).

To see this we need some notation. Let y0 = (α, β,V,V
∼

,W =
⊕

i∈I Wi). More-
over, let p1 < p2 < . . . < pk be the indices such that Gpr

are floating dots.
Then denote by W r the Grassmanian space from ypr

. Then W =: W 0 ⊃ W 1 ⊃
W 2 ⊃ · · · ⊃ W k = {0} is a full flag in W . For r ∈ [1; k], pick some nonzero
wr ∈W r−1 ∩ (W r)⊥. The vectors w1, w2, . . . , wk form then an orthogonal basis of
W and we have W r = 〈wr+1, wr+2, . . . , wk〉 for r ∈ [0; k].

In case Γ has no arrow, there is nothing to do, otherwise pick any arrow h : i→ j.
Then, since we have wr ∈W r−1 ∩ (W r)⊥, Lemma 11.16 applied to Cpr

yields

αh(〈wr〉 ∩Wi) ⊂W r ∩Wj = 〈wr+1, wr+2, . . . , wk〉 ∩Wj .

We see from the formula above that α preserves each W r = 〈wr+1, wr+2, . . . , wk〉.
To verify the Grassmannian–Steinberg conditions (11.1) for y0, let r ∈ [1;n]. By

definition of the correspondences, there is some index b such that w1, . . . , wb ∈ Vr∩
W and wb+1, wb+2, . . . , wk are orthogonal to V

r ∩W . Thus, V
r ∩Wi = (W b)⊥ ∩Wi

and (Vr ∩Wi)
⊥ ∩Wi = W b ∩Wi. Now, (11.1) follows, since α preserves W r. �

Remark 11.18. The proof above becomes more natural if we think of it in terms of
diagram varieties, a notion we introduce in Appendix B. In fact, this proof explains
that for each basis diagram D, the image of the map prD : V (D)→ Żφ (we use the
notation of §B.3.3) satisfies (11.1). In this diagram varieties, the vectors w1, . . . , wk

span the spaces 〈w1〉, . . . , 〈wk〉 corresponding to the regions of the diagram D with
floating dots (counted from top to bottom), see also Example B.22.

Proof of Theorem 11.7 and Theorem 11.8. By Proposition 11.17, the monomorphism

Φ factors through H
Gn

∗ (Ż). On the other hand, the graded dimensions of ERn and

H
Gn

∗ (Ż) agree by Proposition 11.4. Thus the image of Φ is exactly (the image of)

H
Gn

∗ (Ż). In particular, H
Gn

∗ (Ż) ⊂ HT
∗ (Z̈

φ)loc is a subalgebra.

The concrete formulas for the image of the generators of ERn in H
Gn

∗ (Ż) are
given by the choice of the images of the generators in Proposition 11.12, see Theo-
rem 11.8 . �

Appendix A. Presentations in terms of generators and relations

We present here NHn, ENHn and ENHn as algebras with generators and rela-
tions. The isomorphism to the definitions in §3 is canonically given by identifying
the abstract generators with the concrete operator with the same name.

Lemma A.1. The nil-Hecke algebra NHn is isomorphic to the algebra generated
by elements Xi for i ∈ [1;n] and Tr for r ∈ [1;n− 1] modulo the nil-Hecke relations

1.) TrTt = TtTr, if |r − t| > 1,
2.) TrTr+1Tr = Tr+1TrTr+1,
3.) T 2

r = 0,
4.) XiXj = XjXi,

5.) TrXr = Xr+1Tr + 1,
6.) XrTr = TrXr+1 + 1,
7.) TrXi = XiTr, if t 6= i, i+ 1,

where i, j ∈ [1;n] and r, t ∈ [1;n− 1].
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Lemma A.2. The extended nil-Hecke algebra ENHn is isomorphic to the algebra
generated by Xi, ωi, Tr, i ∈ [1;n], r ∈ [1;n− 1], modulo the nil-Hecke relations and

8.) ωiωj = −ωjωi,
9.) Xiωj = ωjXi,

10.) Trωi = ωiTr, if r 6= i,

11.) [Tr, ωr +Xrωr+1] = 0,
12.) ω2

i = 0 (in case char(k) = 2),

where i, j ∈ [1;n] and r, t ∈ [1;n− 1].

It is not difficult to verify in ENHn the formula

ωi+1 = TiωiTiXi+1 −XiTiωiTi, for 0 ≤ i ≤ n− 1.

This allows a smaller presentation using only ω1 instead of ω1, ω2, . . . , ωn as follows.

Lemma A.3. The extended nil-Hecke algebra ENHn is isomorphic to the algebra
generated by elements ω1, Xi, Tr, i ∈ [1;n], r ∈ [1;n − 1] modulo the nil-Hecke
relations and

8’.) ω2
1 = 0,

9’.) Xiω1 = ω1Xi,
10’.) Trω1 = ω1Tr, if r 6= 1,
11’.) T1ω1T1ω1 + ω1T1ω1T1 = 0.

Proofs of Lemmas A.1, A.2, A.3, 3.6, 3.7. The statement of Lemma A.1 is well-
known, see e.g. [15, Ex. 2.2(3)]. Let ENH′

n denote the asserted presentation of
ENHn. It is easy to verify that the relations 1.) − 12.) hold in ENHn (note ωr +
Xrωr+1 is sr-invariant, see (3.1)). We get an algebra morphism ENH′

n → ENHn

which is surjective by Definition 3.4. We see from [21, Proposition 8.1] that there is
an isomorphism of vector spaces ENH′

n
∼=
∧

n⊗NHn, using the identification from
Lemma A.1. This implies that the ENH′

n-action on EPoln is faithful because of
the faithfulness of the NHn-action on Poln. Then the map ENH′

n → ENHn is also
injective. Thus we proved Lemma A.2. Lemma A.3 holds by [24, Corollary 3.17].
To see Lemma 3.6, we can write any h ∈ ENHn uniquely as h =

∑
λ∈Λ(n) ωλhλ with

hλ ∈ NHn. Lemma 3.6 then follows by definition of ENHn and the fact that NHn

acts faithfully on Poln. Note that there is an antiautomorphism of ENH′
n sending

each generator to itself, this implies Lemma 3.7. �

Lemma A.4. The algebra ENHn is isomorphic to the algebra generated by Xi, ω
+
i ,

ω−
i , Tr, i ∈ [1;n], r ∈ [1;n− 1] modulo the nil-Hecke relations and additionally

8”.) ω+
i ω

−
j + ω−

j ω
+
i = δi,j,

9”.) ω±
i ω

±
j = −ω±

j ω
±
i ,

10”.) Xiω
±
j = ω±

j Xi,

11”.) Trω
+
i = ω+

i Tr, if r 6= i,
12”.) Trω

−
i = ω−

i Tr, if r 6= i+ 1,
13”.) [Tr, ω

+
r +Xrω

+
r+1] = 0,

14”.) [Tr, ω
−
r+1 −Xrω

−
r ] = 0.

where i, j ∈ [1;n] and r, t ∈ [1;n− 1].

Proof of Lemma A.4 and Proposition 3.10. It is easy to check that the operators
from Definition 3.8 satisfy the relations 8”.)-14”.) and of course the nil-Hecke rela-
tions. To prove Lemma A.4, it suffices to verify that the algebra ENH′

n given by
generators and relations in Lemma A.4 acts faithfully on EPoln.

The relations directly imply that the set S of elements analogous to Proposi-
tion 3.10 span the algebra ENH′

n. To show ENH′
n
∼= ENHn, it is enough to check

that the elements of S act by linearly independent operators. For this, we verify
that ENHn is a free left ENHn-module with a basis {ω−

λ ; λ ∈ Λ(n)}. Note that

each element x ∈ ENHn can be written as x =
∑

λ∈Λ(n) xλω
−
λ where xλ ∈ ENHn.

We claim that a nonzero coefficient xλ implies that such a linear combination is
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nonzero, since it acts on EPoln by a nonzero operator. Indeed, pick λ0 with |λ0|
as small as possible such that xλ0 6= 0. By Lemma 3.6, we can find a polynomial
P ∈ Poln such that xλ0P 6= 0, and thus x · Pωλ0 = xλ0P 6= 0 in EPoln. Therefore,
ENH′

n
∼= ENHn. We implicitly also showed Proposition 3.10. �

Appendix B. Diagram varieties

In this section we explain some of the motivation and intuition behind the con-
structions of the paper. The main theme hereby is that, up to technical details,
a lot of the geometry can be read off the diagrams defining the nil-Hecke algebra,
its extended version and their coloured version from Section 1. More explicitly,
we will define what we call diagram varieties, which are varieties assigned to the
diagrams and basis elements from the algebras we like to describe geometrically. In
some sense we build varieties and (co)homology classes from diagrams and in this
way construct step by step the geometry described in the paper. We think that
the underlying combinatorics is interesting on its own. It lead us naturally to the
definition of upper/lower cells, G-cells, Gells (see §7.5) and the definitions of the

modifications of the variety Ż given in §10.1, §10.4 and §11.
Since the purpose of this appendix is to give some intuition, we will not get into

technical details. As a result we formulate instead several beliefs which we believe
are true and most likely not too difficult to prove. These statements are not used
in the main part of the paper. Assuming them however allows a more conceptual
explanation of why the overall construction given in the paper really works. In the
main part of the paper we do proofs in a more economical (but less conceptual way)
based on computations of dimensions.

B.1. The general idea. Let L,X, Y, Z be as in §2. Assume that C ⊂ Z is a
(smooth) L-stable closed submanifold. Abusing the notation, we denote by [C] the
push-forward to HL

∗ (Z) of the fundamental class of C. Imagine now that we want
to multiply fundamental classes in the convolution algebra HL

∗ (Z):

[C1] · [C2] · . . . · [Ca]. (B.1)

For 1 6 i < j 6 a+1, denote by pi,j the projection pi,j : Y
a+1 → Y 2 to the ith and

jth components. By the definition of the convolution product (see also the proof
of [4, (2.7.19)]), the product (B.1) is equal to

(p1,a+1)∗([(p1,2)
−1(C1)] ∩ [(p2,3)

−1(C2)] ∩ . . . ∩ [(pa,a+1)
−1(Ca)]), (B.2)

where the ∩-product is taken inside the variety Y a+1. If these intersections (B.2)
are transversal, they can be replaced by the corresponding set-theory intersections

(p1,a+1)∗([(p1,2)
−1(C1) ∩ (p2,3)

−1(C2) ∩ . . . ∩ (pa,a+1)
−1(Ca)]).

Moreover, we have

(p1,2)
−1(C1) ∩ (p2,3)

−1(C2) ∩ . . . ∩ (pa,a+1)
−1(Ca) ∼= C1 ×Y C2 ×Y . . .×Y Ca.

Thus, if the intersection is transversal, the product (B.1) is equal to

(p1,a+1)∗([C1 ×Y C2 ×Y . . .×Y Ca]). (B.3)

In general, if there is no transversality, the product (B.1) is the push-forward
(p1,a+1)∗(c) of a more complicated class c ∈ HL

∗ (C1 ×Y C2 ×Y . . .×Y Ca) which is
not always a fundamental class.
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We will now connect such calculations with the diagrams from Section 1. We will
see in concrete examples how the varieties C1×Y C2×Y . . .×Y Ca can explicitly be
described in terms of a corresponding diagram D. We will formalise this observation
in the notion the diagram variety V (D) attached to D.

B.2. The case of sl2.

B.2.1. Nil-Hecke case. We first consider the nil-Hecke case from §3, §4.
Consider a word hD := Tr1Tr2 . . . Trp ∈ NHn with corresponding diagram D (it

has n strands built from p crossings and no dots, see §1.2). We now explain how
to see from the diagram which element of HG

∗ (F ×F) corresponds to hD. For this
we consider D as a diagram drawn in a horizontal strip Ξ in the plane connecting
n dots in the bottom boundary of the strip with n dots at the top boundary.

Definition B.1. For a diagram D ∈ NHn without dots we denote by A = A(D) the
set of connected components in the complement of D in Ξ. For a ∈ A let d(a) be
the distance18 from a to the unique leftmost component. (This number is 0 for the
leftmost region and it is n for the unique rightmost region).

For example, the diagrams for hD = T2T1T3T2 ∈ NH4 and hD′ = T1T1 ∈ NH2

are drawn in Figure 1 in black. The additional blue numbers in the regions, i.e.
the elements in a ∈ A, are the distances d(a).

1
2

3

1
2

3

20 4D :=

V1 V2 V3

V
∼
1 V

∼
2 V

∼
3

U0 V D′ := 1

1
0 2

1

U1

U2

U3

Figure 1. The distance function in A and points in
∏

a∈A Grd(a)(V ).

Definition B.2. For a diagram D ∈ NHn without dots, the diagram variety V (D) is
the subvariety of

∏
a∈A Grd(a)(V ) given by all tuples (Ua)a∈A satisfying the diagram

conditions : Ua1 ⊂ Ua2 whenever a1 and a2 are neighboured and d(a1) < d(a2).

Definition B.3. To U• ∈ V (D), we can associate two full flags in V : the flag U top

given by reading the vector spaces in the regions touching the top boundary of the
strip, and the flag Ubot given by reading the vector spaces in the bottom regions.
We get a projective morphism prD : V (D)→ F ×F , U 7→ (U top, Ubot).

Example B.4. For D as in Figure 1, the diagram variety V (D) is given by all tuples

(0,V1,V2,V3, U,V
∼
1,V

∼
2,V

∼
3, V ) in Gr0(V )×Gr1(V )×Gr2(V )×Gr3(V )×Gr2(V )×

Gr1(V )×Gr2(V )×Gr3(V )×Gr4(V ) such that, see the second diagram of Figure 1,

V
1 ⊂ V

2 ⊂ V
3, V

∼1 ⊂ V
∼2 ⊂ V

∼3, V
1 ⊂ U ⊂ V

3, V
∼1 ⊂ U ⊂ V

∼3.

the morphism prD is (V1,V2,V3, U,V
∼
1,V

∼
2,V

∼
3) 7→ (V1 ⊂ V2 ⊂ V3,V

∼
1 ⊂ V

∼
2 ⊂ V

∼
3).

18The line segments given by the connected components of the intersection of the closure of
a ∈ A with D are the walls of a. Moreover, a, b ∈ A are neighbours if they share a common wall.
The distance between a ∈ A and the leftmost component a0 is the minimal d such that there
exists a sequence a = a0, a1, . . . , ad = a in A such that successive elements are neighbours.
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Note that the subspace corresponding to the leftmost region is always 0 and it
is V for the rightmost region. The inclusions forced by the diagram conditions
on these vector spaces are automatic. In the following we will mostly omit these
components which do not change the variety.

Example B.5. For D′ as in Figure 1, we have V (D′) ∼= Gr1(V )×Gr1(V )×Gr1(V )
and hD′ : V (D′) ∼= Gr1(V )×Gr1(V )×Gr1(V )→ F×F = Gr1(V )×Gr1(V ) is given
by (U1, U2, U3) 7→ (U1, U3). The push-forward of this map sends the fundamental
class to zero by dimension reasons. So, we have (prD′)∗([V (D′)]) = 0 = T1T1.

It is clear from the definition of the convolution algebra (see §B.1), that for any
diagram D from NHn, we have hD = (prD)∗(c) for some c ∈ HG

∗ (V (D)). We believe
that it is a feature of sl2 that c = [V (D)] works (see Examples B.4 and B.5).

Belief B.6. We believe that hD = (prD)∗([V (D)]) for any diagram D in NHn.

For general Γ this may however fail, see Example B.14.

B.2.2. The version for ENHn. Consider an element hD ∈ ENHn given by a word
with T ’s and ω’s, but no X ’s. The corresponding diagram D is allowed to have
intersections and floating dots, but no ordinary dots.

Fix a (hermitian) scalar product on V . Let A = A(D) be as before and let
B = B(D) be the set of floating dots in D.

Definition B.7. For a diagram D ∈ ENHn without dots, the associated diagram
variety19 V (D) is the subvariety in

∏
a∈A Grd(a)(V ) ×

∏
b∈B Gr1(V ) given by all

points satisfying the following diagram conditions

• if a1, a2 ∈ A are neighboured with d(a1) < d(a2), then Ua1 ⊂ Ua2 ,
• if the floating dot b is in the region a, then Wb ⊂ Ua,
• all Wb are orthogonal with respect to the scalar product.

Here, Ua ∈ Grd(a)(V ), Wb ∈ Gr1(V ) are the elements labelled by a respectively b.

As in §B.2.1, there is a projective morphism

prD : V (D)→ Ż = F × F × G, (U•,W•) 7→ (U top, Ubot,⊕b∈BWb).

Clearly hD = (prD)∗(c) for some c ∈ HG
∗ (V (D)). We expect nicer behaviour:

Belief B.8. We believe that hD = (prD)∗([V (D)]).

Example B.9. Consider the diagram D representing the element Ω3,6:

D :=

V1

V2

V3

U
V4 V5

(B.4)

We claim that picking out the top flag defines an isomorphism V (D) ∼= F . We show
that any full flag V1 ⊂ V2 ⊂ · · · ⊂ V5 can be extended in a unique way to a point in
V (D) by adding 1-dimensional vector spaces W1,W2,W3 associated to the floating
dots (counted from top to bottom) and a 2-dimensional space U as indicated in
(B.4). Clearly, (W1,W2,W3) = (V1,V2 ∩W⊥

1 ,V3 ∩W⊥
2 ) is the only possibility and

19Since the third condition uses the scalar product, this condition is not algebraic over C, but
it is algebraic over R. So, the diagram varieties are in general real algebraic varieties.
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then U = W2 ⊕W3. Then we also see that the map prD in this case is an inclusion

of a closed subvariety with image isomorphic to the triples (V,V
∼

,W ) satisfying

V
5 = V

∼5, V
4 = V

∼4, V
3 = W = V

∼3, V
2 ⊥ V

∼1, V
1 ⊥ V

∼2.

These conditions are exactly the conditions defining the minimal Gell OGell
Id,Id,Id from

Example 6.20 associated to the basis element Ω3,6. With some extra work one can
show that Belief B.8 holds, but we omit the arguments.

Next we describe a general strategy how to assign a stratum of a basic paving
(more precisely an upper or lower cell, a G-cell or a Gell) to a basis element §6.1:

We take the diagram D of the basis element and consider its diagram vari-
ety V (D) with the morphism prD : V (D) → Ż. Then we construct a certain
open subset OD in the image of prD such that prD restricts to an isomorphism
pr−1

D (OD) → OD. If we manage to get such a OD for each basis diagram D
such that the OD give rise to a basic paving in the sense of Definition 6.1 and
hD = (prD)∗([V (D)]) for each D, then the resulting basic paving is automatically
strongly adapted to the basis. We believe, that this strategy works for every type
of bases introduced in §6.4 and that the obtained pavings are respectively upper
cells, lower cells, G-cells and Gells. We give some examples.

Example B.10. Let n = 3 and k = 2. Consider now the diagrams D, D′ as follows

D :=

V1 V2

V
∼
1 V

∼
2

W D′ :=

V1 V2

V
∼
1 V

∼
2

W
(B.5)

That is (x, y, z) = (s2, Id, s2s1) for D and (x, y, z) = (s2, s1, s2s1) for D′. Consider
first the diagram D. It is clear that the elements in the image of prD satisfy V1 ⊂
W, (V1)⊥∩W ⊂ V

∼
2 in the notation indicated in (B.5). Inside of the closed subvariety

of Ż defined by these conditions, consider the open subvariety OD given by the
additional open conditions V

∼
1 6⊂ W, V

2 6= W 6= V
∼
2. Then we also automatically

have W ∩ (V1)⊥ = W ∩ V
∼
2. Note that OD is exactly the Gell OGell

x,y,z defined by the

conditions rel(V,W ) = s2, rel(W,V
∼

) = s2s1 and V⊥W = V
∼
W . It is not hard to see

that prD restricts to an isomorphism pr−1
D (OD)→ OD.

Consider now the diagram D′. In the notation indicated in (B.5), it is clear
that the elements in the image of prD′ satisfy the condition V1 ⊂W . Inside of the

closed subvariety of Ż determined by this condition, consider the open subvariety
OD′ given by the additional open conditions

V
∼1 6⊂W, V

2 6= W 6= V
∼2, V

1 6⊥ (W ∩ V
∼2).

It is not hard to see that prD′ restricts to an isomorphism pr−1
D (OD′) → OD′ .

Note that OD′ given by these conditions is exactly the Gell OGell
x,y,z defined by the

conditions rel(V,W ) = s2, rel(W,V
∼

) = s2s1, rel(V
⊥W ,V

∼
W ) = s1.
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In fact, is was not really necessary to add the first and the third open condition
to get an isomorphism. However, it is necessary if we want the different pieces to
be disjoint. For example, if we do not put the third open condition here, then we
get a nonzero intersection of OD′ with OD.

B.3. The case of general quivers. Now, we assume that Γ is an arbitrary quiver
without loops. This subsection should motivate the definitions of the modifications
of the variety Ż given in §10.1, §10.4 and §11. We use notation of §7 – §11.

B.3.1. The version for Rn. Consider a word of the form hD = τr1τr2 . . . τrp1j ∈ Rn.
Diagrammatically, it is a diagram D with n strands coloured by elements of I, with
p crossings of these strands but no dots. We would like to see geometrically from

the diagram which element of HG
∗ (F̃ ×En

F̃) corresponds to hD.

Definition B.11. Let A = A(D) as be before the set of connected components of
the complement of D. For each a ∈ A and i ∈ I, let di(a) be the distance to the
leftmost component in the part coloured i, i.e. number of strands of colour i to the
left of a. Let d(a) ∈ In be the resulting dimension vector, that is at vertex i we
have dimension di(a).

Definition B.12. Let D ∈ Rn be a diagram without dots. Consider the variety
En×

∏
a∈A Gd(a). The diagram variety V (D) is the subvariety in En×

∏
a∈A Gd(a)

given by the points (α, (Ua)a∈A) satisfying

• if a1, a2 ∈ A are neighbours with di(a1) ≤ di(a2) for any i ∈ I, then Ua1 ⊂ Ua2 ,
• each Ua is a subrepresentation of the representation V given by α ∈ En.

To each element (α,U•) ∈ V (D), we can associate two full flags in V , namely the
flag U top given by reading the vector spaces for the top regions of the diagram, the
flag Ubot given by reading the vector spaces for the bottom regions of the diagram.
We get a projective morphism

prD : V (D)→ F̃ ×En
F̃ , (α,U) 7→ (α,U top, Ubot).

It is clear from the definition of the convolution algebra, that hD = (prD)∗(c)
for some c ∈ HG

∗ (V (D)). If some transversality conditions hold, then c = [V (D)].

Belief B.13. We believe that hD = (prD)∗([V (D)]) holds if the diagram has no
pair of strands intersecting twice (see however also Example B.14).

Example B.14. Let Γ be of the form r → b. Set n = r + b, i = (r, b), j = (b, r).

The varieties Fi and Fj are single points. We identify F̃i and F̃j with subvarieties

of En
∼= C, namely F̃j = En = C and F̃i

∼= {0} ⊂ C ∼= En.
The elements τ11i and τ11j are represented by the fundamental classes [C1] and

[C2] respectively, where C1 = F̃j×En
F̃i and C2 = F̃i×En

F̃j. The varieties C1 and
C2 are again single points and can be identified with {0} ⊂ C ∼= En. We compare
now hD = τ1τ11j and hD′ = τ1τ11i given by the diagrams

D :=

b r

V1

U

V
∼
1

b r

, D′ :=

r b

V1

U

V
∼
1

r b

. (B.6)
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The element hD = τ1τ11j corresponds geometrically to the product [C1] · [C2] in
the convolution algebra. We multiply the fundamental classes using the formula in

Lemma 2.21. When we do the ∩-product [p−1
1,2(C1)] ∩ [p

−1
2,3(C2)] inside of F̃j × F̃i ×

F̃j
∼= C×{0}×C, we intersect {0}× {0}×C with C×{0}× {0}. This intersection

is obviously transversal. Thus we have [p−1
1,2(C1)] ∩ [p−1

2,3(C2)] = [V (D)] and then

hD = (prD)∗([V (D)]). We have the relation τ1τ11j = (X2 − X1)1j in the KLR
algebra. The element (X2 − X1)1j is geometrically just the fundamental class of

{0} ⊂ C ∼= F̃j ×En
F̃j. This fundamental class is equal to hD = (prD)∗([V (D)]).

The element hD′ = τ1τ11i corresponds to the opposite product [C2] · [C1]. This

time, we do the ∩-product [p−1
1,2(C2)]∩[p

−1
2,3(C1)] inside of F̃i×F̃j×F̃i

∼= {0}×C×{0}.
We intersect {0}×{0}×{0}with {0}×{0}×{0}, this intersection is not transversal.
We get c = [p−1

1,2(C1)] ∩ [p−1
2,3(C2)] 6= [V (D)]. Now we have τ1τ11i = (X1 −X2)1i 6=

1i = (prD)∗[V (D)]. Moreover, we see that (X1−X2)1i is however not a fundamental

class of a subvariety of F̃i ×En
F̃i, because F̃i ×En

F̃i is already a singleton.

B.3.2. The naive version for ERn. In this section we deal with the geometric con-

struction of §9.5, where the algebra ERn is realized inside of H
Gn

∗ (Ż). Consider a
word hD in ERn on the generators τr1i or Ω1i. It is represented by a diagram D
which has crossings and floating dots, but the floating dots are to the right of the
leftmost strand and have the same colour that the leftmost strand (and no twist).

Definition B.15. Let A = A(D) be the same as before and let B = B(D) be the set
of floating dots in the diagram. For b ∈ B, denote by c(b) ∈ I the colour of b.

Fix a (hermitian) scalar product on each Vi. It induces a scalar product on V
such that different Vi are orthogonal. Consider now the variety En×

∏
a∈A Gd(a)×∏

b∈B Gr1(Vc(b)). For a point in this variety denote by α the element of En, by Ua

the element of Gd(a) and by Wb the element of Gr1(Vc(b)).

Definition B.16. The diagram variety V (D) attached to D is the subvariety in
En ×

∏
a∈A Grd(a)×

∏
b∈B Gr1(Vc(b)) given by the following conditions:

• if a1, a2 ∈ A are neighbours with di(a1) ≤ di(a2) for any i ∈ I, then Ua1 ⊂ Ua2 .
• if the floating dot b is in the region a, then we have20 Wb ⊂ Ua,
• all Wb are orthogonal with respect to the scalar product,
• each Ua is a subrepresentation of the representation V given by α ∈ En.

As before, there is a projective morphism

prD : V (D)→ Ż ⊂ En ×F × F × G, (α,U•,W•) 7→ (α,U top, Ubot,⊕b∈BWb).

Belief B.17. We believe that hD = (prD)∗([V (D)]) if D is a basis element from
Proposition 8.3 containing only floating dots coloured by sources of the quiver.

For a counterexample where the source assumption does not hold see Exam-
ple B.14. Take D′ with an additional floating dot inside the double-crossing.

Now, we explain the conceptual reason of why the construction of §10.1 works.
Points in the image of prD always satisfy the condition α(W ) = 0 in the source

case. That is why we define ~̇Z ⊂ ~̇Z by the Grassmannian–Steinberg conditions, see
Definition 10.3.

20This implies Wb = Ua because here we allow currently only floating dots of the form Ω1i.
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Let D be a basis diagram as in Proposition 8.3 allowing floating dots only for

source vertices. Let OD ⊂ F × F × ~G be the corresponding (coloured) Gell. Let

OD be the preimage of OD in ~̇Z. We believe that the following happens.
Both pr−1

D (OD) → OD and OD → OD are vector bundles. The first one is a

subbundle of the second one. If we consider ~̇Z instead of ~̇Z, let OD be the preimage

of OD in ~̇Z. We believe that in this case, the subbundle OD ⊂ OD coincides with
the subbundle pr−1

D (OD) = pr−1
D (OD) ⊂ OD. This is the main reason why the

paving by Gells should be strongly adapted to the basis. (Under the assumption
that floating dots are coloured by source vertices only.)

B.3.3. The twisted version for ERn. In this section we give a version corresponding
to the geometric construction of §11, where the algebra ERn is realized inside of

H
Gn

∗ (Żφ). The twist φ involved in the construction is crucial and necessary to solve
the non-transversality problem appearing for floating dots coloured with vertices
which are not sources.

Let A and B be as before. Fix a (hermitian) scalar product on each Vi. It induces
a scalar product on V such that different Vi are orthogonal.

Consider the variety En×En×
∏

a∈A Gd(a)×
∏

b∈B Gr1(Vc(b)). Concerning points
in this variety, we denote by (α, β) the element of En × En, by Ua the element of
Gd(a) and by Wb the element of Gr1(Vc(b)). A point ⋆ in some a ∈ A is generic, if
there is no floating dot in A centred on the same height. For generic ⋆ ∈ a ∈ A let
W↓⋆ = ⊕bWb ⊂ V , where the sum runs over all floating dots b ∈ B(D) below the
chosen point ⋆.

Definition B.18. Consider21 a word hD in ERn on the generators τr1i or Ω1i with

corresponding diagram D. Then the diagram variety22 V (D) is the subvariety in
En × En ×

∏
a∈A Grd(a)(V )×

∏
b∈B Gr1(Vc(b)) given by the following conditions:

• if a1, a2 ∈ A are neighbours with di(a1) ≤ di(a2) for any i ∈ I, then Ua1 ⊂ Ua2 .
• if the floating dot b is in the region a, then we have Wb ⊂ Ua,
• all Wb are orthogonal with respect to the scalar product,
• the following conditions are satisfied for each arrow h : i→ j, a ∈ A and for any

generic point in a:

αh((Ua)i) ⊂ (Ua)j + (W↓⋆)j , βh((Ua)i) ⊂ ((Ua)j ∩ (W↓⋆)j) + (W↓⋆)
⊥
j . (B.7)

Remark B.19. The condition (B.7) should be compared with Example 10.12. It is
the twist of the condition αh(Ua)i ⊂ (Ua)j with respect to the vector space W↓⋆.

Remark B.20. If in Definition B.18 the Grassmannian dimension vectors are sup-
ported on sources only, we recover the conditions from Definition B.16. In partic-
ular, (B.7) boils down to the subrepresentation condition there.

As before we get a projective morphism to Żφ ⊂ En × En ×F × F × G

prD : V (D)→ Żφ, (α, β, U•,W•) 7→ (α, β, U top, Ubot,⊕b∈BWb).

Belief B.21. Using Definition B.18, we believe that hD = (prD)∗([V (D)]) for
every diagram representing a basis element from (8.5).

21One might want to allow more general floating dots, but to get a basis this is sufficient.
22The word "variety" here is slightly delicate, since it is not a complex algebraic variety (the

conditions using the scalar product are not algebraic over C), but rather a real manifold.
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The twisted conditions (B.7) in the definition of diagram varieties should be seen
as providing a resolution of non-transversalities. However, we should not expect an
analogue of Belief B.21 for all (non-basis) diagrams. Counterexamples, similar to
D′ in Example B.14 still exist. Belief B.21 gives a new hint on the importance of
the basis (8.5) which is algebraically not visible.

Example B.22. Let Γ be a quiver with two vertices and one arrow b → r. Set
kb = kr = 2 and nb = nr = 3. Take x = y = Id and let z ∈ (S4 × S2)\S6 be the
longest possible (among shortest coset representatives). We have the following basis
diagramD corresponding to the basis element hD = Ω4,6τz1j with j = (b, r, b, r, b, r).

b r b r b r
b r b r b r

Wr,1 = V
1

Wb,1

Wr,2

Wb,2

V
2

V
3

V
4

V
5

V
∼1

V
∼2

V
∼3

V
∼4

V
∼5

(B.8)

Denote the 1-dimensional vector spaces that we associate to the floating dots (from
top to bottom) by Wr,1, Wb,1, Wr,2, Wb,2. In V (D), we then obviously have

V
1 = Wr,1,V

2 = Wr,1⊕Wb,1,V
3 = Wr,1⊕Wb,1⊕Wr,2,V

4 = Wr,1⊕Wb,1⊕Wr,2⊕Wb,2.

Also the remaining subspaces are then completely determined, see (B.8). By con-
dition (B.7) of V (D) we have α(Wb,2) = 0 and α(Wb,1) ⊂Wr,2. Using

Wb,2 = (V3∩Wb)
⊥∩Wb, Wb,1⊕Wb,2 = (V1∩Wb)

⊥∩Wb, Wr,2 = (V1∩Wr)
⊥∩Wr,

these conditions can be rewritten as

α((V3 ∩Wb)
⊥ ∩Wb) = 0, α((V1 ∩Wb)

⊥ ∩Wb) ⊂ (V1 ∩Wr)
⊥ ∩Wr. (B.9)

Let OD ⊂ F × F × G be the corresponding (coloured) Gell. Let OD be the

preimage of OD in Żφ. There is no reason why this conditions (B.9) should be
satisfied for OD, so the map pr−1

D (OD)→ OD is not surjective.

Now let us see what happens when we replace Żφ by Ż and we consider the
preimage OD of OD in Ż. The subvariety Ż ⊂ Żφ is defined by (11.1) (compare
this with (B.9)!). Now, the map pr−1

D (OD) = pr−1
D (OD)→ OD becomes surjective.

It is even an isomorphism!

We believe that the same thing happens for any basis diagram D and that for
this reason we get a basic paving by Gells strongly adapted to the basis.

In fact, Grassmannian–Steinberg conditions (11.1) defining Ż inside of Żφ are in
fact the conditions coming from the image of prD.
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