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Abstract
In this paper, we present our contribution to emotion classifi-
cation in speech as part of our participation in Odyssey 2024
challenge. We propose a hybrid system that takes advantage
of both audio signal information and semantic information ob-
tained from automatic transcripts. We propose several models
for each modality and three different fusion methods for the
classification task. The results show that multimodality im-
proves significantly the performance and allows us surpassing
the challenge baseline, which is an audio only system, from a
0.311 macro F1-score to 0.337.

1. Introduction
The work presented here details our contribution as part of our
participation in the Task 1 of the Odyssey 2024 challenge on
emotion recognition. Task 1 consists in classifying audio seg-
ments across 8 emotional classes. In this framework, we pro-
posed 3 hybrid systems which aim to use state-of-the-art tech-
niques to combine audio signals with text transcripts informa-
tion.

Emotion detection is a well established task in Natural Lan-
guage Processing (NLP) [1, 2], through many shared tasks such
as SemEval [3]. The detection of emotion from text has mainly
been tackled in the context of the detection of (1) specific dis-
courses (hate speech, influence, politics [4, 5, 6]) in conversa-
tions and comments on social media, or (2) mental illnesses
such as depression, eating disorders or bipolar disorders (see [7]
for a review of existing datasets and tasks). The Computational
Linguistics and Clinical Psychology (CLPsych) [8] or eRisk [9]
evaluation campaigns focused in particular on the task of au-
tomatically detecting depression of social network users, with
a focus on ”early” detection. The learning models developed
for automatic detection are either feature-based models for the
most successful ones (with features such as use of personal pro-
nouns, positive or negative sentiment, verb tense, etc.) [10, 11],
rule-based or lexicon based methods or deep learning ones (see
[12] for an overview of existing automatic methods for emotion
analysis).

In Automatic Speech Processing (ASP), emotion recogni-
tion is closely linked to automatic prosody analysis. Indeed,
non-verbal information is often the source of information for
characterizing emotions. Several international competitions
have been held in this field, such as The Interspeech 2009 Emo-

tion Challenge and The Interspeech 2010 Paralinguistic chal-
lenge. Early systems were based on discriminative systems fed
by numerous parameters extracted from the audio signal, such
as the OpenSmile toolbox [13]. Current systems are based on
deep neural network architectures and have achieved good per-
formance in categorical emotion classification [14, 15, 16, 17].
The challenge now is to project emotions into a continuous
space, enabling the study of cognitive mental states [18].

In the following sections, we first present the data and the
classification task. We then present the architecture of our 3 sys-
tems - corresponding to our 3 submissions to Task 1 - highlight-
ing the key features and underlying design choices that have
contributed to their performances. Finally, we present and dis-
cuss the results, showing that multimodality improves the per-
formance.

1.1. Data

The data made available for this challenge contains English
recordings from the MSP-Podcast dataset [19], which contains
audio segments from online podcasts. The speech turns were
annotated by at least 5 annotators according to emotion cate-
gories and their respective dimensions. The annotated emotion
categories are: Anger (A), Contempt (C), Disgust (D), Fear (F),
Happiness (H), Neutral (N), Sadness (S), Surprise (U), Other
(O), and No agreement (X). The dimensions for each emotion
are valence (positive or negative state of the individual), arousal
(activity or passivity of the individual) and dominance (weak to
strong control). Each of these dimensions is annotated on a
scale from 1 to 7.

The training and development sets consist of 68,360 and
19,815 annotated speech turns respectively (see Table 1). For
each set, the transcripts are provided as well as the gender of
the speakers. Transcripts were obtained using the crowd-source
service rev.com, a platform that contains a marketplace for
expert transcribers. Force alignment results of the train and
development sets are also provided, obtained from an acoustic
model trained on the Librispeech dataset. The train and devel-
opment sets do not present a balanced distribution of all emotion
classes.

The test set is composed of 2,347 speech segments from
187 individuals. No transcript is provided as well as no force
alignment. In addition, the classes ”Other” and ”No agreement”
have been removed, and the distribution of emotion categories
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is balanced. Therefore, we have removed these two classes from
the training and development sets. Given that the test set is bal-
anced across classes, we similarly built randomly a balanced
development set from the one provided by the challenge orga-
nizers: this crafted set contains 282 files per emotion which
corresponds to the maximum file number possible for this bal-
ance. We hypothesize that a system optimization on the original
development set and on the balanced one may help the general-
ization of our system on the final challenge test set.

1.2. Classification Task and Evaluation

The task we took part in the context of the Odyssey 2024 chal-
lenge was categorical emotion recognition (Task 1). In this con-
text, 8 emotion categories are provided: Anger (A), Contempt
(C), Disgust (D), Fear (F), Happiness (H), Neutral (N), Sad-
ness (S), and Surprise (U). The challenge does not allow the
use of any existing models trained for emotion detection, nor
additional training data.

Participating systems were evaluated according to the clas-
sic measures of precision, recall, F1-score and accuracy. As the
distribution of classes in the test dataset is balanced, macro-F1
is used to rank the systems ; macro-F1 being the average of the
F1-scores for each of the 8 classes (see Formula (1)).

Macro F1 =
1

8

8∑
i=1

2× precisioni × recalli
precisioni + recalli

(1)

2. Models
In this section, we first present the baseline provided by the
challenge and the global architecture of our system. Afterwards,
we provide a detailed presentation of each module of our sys-
tem.

2.1. Baseline

A baseline is provided by the organizers [20] and presented in
Figure 1. The system consists of a previously pre-trained large
version of the self-supervised model WavLM [21] fine-tuned
for the categorical emotion recognition task. A learning rate of
1e− 5, 20 epochs and a batch size of 32 were used. The system
uses an attentive statistics pooling [22] approach, that provides a
weighted mean and standard deviation pooling based on learned
self-attention weights.

Figure 1: Baseline provided by Odyssey 2024 challenge.

2.2. Global Architecture

State-of-the-art studies showing the advantage of a multimodal
(text and audio) emotion classification [23], we decided for this
challenge to use a hybrid system that combines a text and an
audio model in order to exploit the strengths of each model and
compensate their weaknesses.

Generally speaking, these hybrid systems use text and au-
dio embedding models, a separate data processing pipeline and
operate a fusion of the two embedding layers, either through
the means of an early fusion [24], or more typically a fusion at
the end of the process [25]. In this context, we developed two
separate models for audio processing as well as for text pro-
cessing. Then, we propose several simple fusion methods in
order to compare their performances. Figure 2 shows the global
architecture of our hybrid system.

2.2.1. Automatic Transcription

Transcripts are provided for the training and development sets,
but not for the test set. Thus, an ASR system is needed to get
the transcripts for the test set. For automatic speech recogni-
tion, we made use of the Whisper-large-v3 model [26], a large
speech model pre-trained on 680,000 hours of multilingual data
collected on the Web, making it robust to different accents and
acoustic conditions. Whisper provides transcripts with punctu-
ation and capital letters for named entities, an aspect that differs
from typical ASR systems. We assume that these aspects may
further help the accuracy of a text-based emotion classifier. On
the other hand, the introduction of punctuation can hurt WER
performance, an expected consequence.

To evaluate the transcription performance, we computed a
Word Error Rate (WER) between the reference transcripts (pro-
vided by the challenge organizers) and the Whisper-based out-
puts. A WER of about 32% was obtained on both the training
and development sets. Furthermore, the WER reduces to about
13% on both sets if we introduce a normalization that removes
punctuation and provides uncased transcripts. However, we de-
cided not to apply normalization since punctuation may bring
information about emotions, for example an exclamation mark
may be a clue for surprise or anger.

2.2.2. Speech Model

The model used for emotion recognition from audio segments
has been implemented and trained using the pyannote.audio
[27, 28] toolkit, and the architecture is inspired by those of
PyanNet [29] and SSeriouSS1. This system takes a 10 second-
long audio chunk as input. Firstly, a feature extractor provides
a sequence of frame-wise features from the audio chunk. Then,
this sequence is fed to a stack of bidirectional LSTM (BLSTM)
layers with hidden state size set to 256 (128 for each direction).
These BLSTMs provide a sequence of embeddings used by a
classification linear layer, inferring emotion probabilities at the
frame level. Finally, we use pooling to aggregate this informa-
tion at the chunk level, and a log-softmax activation function,
assigning a probability to each emotion class.

The training phase was carried out using a batch size of 32,
the same size as in the baseline. The learning rate was set to
0.001. A reduce-on-plateau scheduler was used to divided this
learning rate by two every 10 epochs without any improvement
on the macro F1-score, up to a value of 1e−8. The loss function
used is the Negative log likelihood, weighted with coefficients
inversely proportional to the total number of samples for each
emotion in the training set. Additionally, data augmentation
using music (total of 42,5 hours of recordings) and noise (total
of 6 hours) from MUSAN corpus [30] was performed on-the-fly

1The code for this architecture is available here: https:
//github.com/pyannote/pyannote-audio/blob/
develop/pyannote/audio/models/segmentation/
SSeRiouSS.py

https://github.com/pyannote/pyannote-audio/blob/develop/pyannote/audio/models/segmentation/SSeRiouSS.py
https://github.com/pyannote/pyannote-audio/blob/develop/pyannote/audio/models/segmentation/SSeRiouSS.py
https://github.com/pyannote/pyannote-audio/blob/develop/pyannote/audio/models/segmentation/SSeRiouSS.py
https://github.com/pyannote/pyannote-audio/blob/develop/pyannote/audio/models/segmentation/SSeRiouSS.py


Table 1: Category distribution in the training and development sets (Other and No agreement classes have been removed)
Train Development

Category Number % Duration Number % Duration
Neutral (N) 25,106 36.72 39h43 5,667 28.60 08h47
Happiness (H) 13,440 19.66 22h09 3,340 16.86 05h14
Sadness (S) 3,882 5.68 06h13 1,101 5.56 01h44
Anger (A) 3,053 4.47 05h05 2,413 12.18 04h01
Surprise (U) 2,897 4.24 04h38 729 3.68 01h04
Contempt (C) 2,443 3.57 04h09 1 323 6.67 02h17
Disgust (D) 1,426 2.09 02h24 486 2.45 00h52
Fear (F) 1,139 1.67 01h46 282 1.42 00h26

Figure 2: System global architecture.

to increase data variability. Indeed, the model tends to rapidly
overfit on the training set. MUSAN data have been added to
audio chunks with a SNR between 5 and 10 dB.

We have tested several features extractor modules, namely
SincNet [31] and different versions of WavLM, pretrained on
LibriSpeech and freezed during training. For these experiments,
the number of BLSTM layers was set to 2, and we use mean
pooling as pooling method. Results can be found in Table 2.
These results show that the best performance in terms of macro
F1-score are obtained using WavLM rather than SincNet, with
a relative performance improvement of 40% and 45% using
WavLM-base, on the development set and on our balanced de-
velopment set respectively. The use of WavLM-large further
increased the F1-score, with a relative improvement of between
7% and 9% on the development set and on the balanced one.

Table 2: Results of the audio system with different features ex-
tractors. Underlining indicates the audio system specifications
used in the hybrid system.

Features extractors Macro F1-score
Dev Balanced dev

SincNet 0.179 0.175
WavLM-base 0.251 0.253
WavLM-large 0.269 0.275
WavLM-base-plus 0.247 0.243

We have also evaluated the pooling method used to aggre-
gate frame-wise classification at the chunk level, and the num-
ber of BLSTM layers. Two methods have been experimented:
mean and max pooling. In addition, to ensure that all the audio
chunks seen by the model during training were 10 second long,

Table 3: F1-score of the audio system using different pooling
methods, with a WavLM-Large as features extractor. Underlin-
ing indicates the audio system specifications used in the hybrid
system.

Pooling
method

Zero-padding
removal

BLSTM
layers Macro F1-score

Dev Balanced
dev

mean % 2 0.269 0.275
mean ✓ 1 0.276 0.304
mean ✓ 2 0.290 0.307
mean ✓ 3 0.296 0.303
max % 2 0.278 0.283
max ✓ 2 0.288 0.289

the shorter audios were zero-padded at the beginning and end
of the chunk. To remove the noise introduced by the addition
of these virtual frames, we implemented zero-padding suppres-
sion at the pooling layer. Table 3 shows all the results obtained
for these experiments, which were carried out using a WavLM-
Large model as feature extractor.

The results demonstrate that suppressing zero-padding at
the pooling level improves system performance by eliminating
the noise introduced by these frames, whether with mean or max
pooling. This is particularly true with mean pooling, where we
observe a relative improvement in F1-score of 7.8%. In fact,
removing the frames corresponding to zero padding prevents
them from being taken into account when calculating the mean.
The improvement is smaller when using max pooling, as this



method is less sensitive to these frames. We also observe that
the best performance is obtained with 2 layers of BLSTM, with
slightly lower performance when this number is both increased
and decreased on our balanced development set. Finally, based
on these results, we have decided to use a WavLM-large model
with 2 BLSTM layers, and mean pooling with zero padding-
removal in our hybrid system.

2.2.3. Text Model

Not being allowed to use specific emotion detection models,
we trained and evaluated several state-of-the-art language mod-
els on the reference transcripts of the training and development
(dev) sets as well as our balanced development set (b-test): sev-
eral BERT versions (base, multilingual, large, etc.) [32] and
RoBERTa-base [33]. The best performance was achieved with
RoBERTa, that is why we chose this model for our hybrid sys-
tem.

The RoBERTa-base model consists of 12 layers with a hid-
den size of 768 and an attention head count of 12. The inter-
mediate feedforward layers have a size of 3,072. The model is
built on a vocabulary of 50,265 words, including special tokens
for the beginning and end of the sequence (CLS and SEP). Ad-
ditionally, the model is case-sensitive and uses random masking
tokens (MLM) for training.

We fine-tuned RoBERTa-base (125 million parameters) on
the training data. For this, we used the Adam optimizer with
a learning rate of 2.10−5 for 4 epochs. Batch sizes were ex-
perimentally set to 64, and we used a weighted cross-entropy
loss function. Finally, a linear layer was added for the emotion
classification task. Similar to the audio, the output of this layer
is then subjected to a log-softmax activation function, assign-
ing a probability to each class. We will refer to this configura-
tion as ”Base”. We also tried to use the RoBERTa-base embed-
dings as an input to a CNN (RoBERTa+CNN) and an LSTM
(RoBERTa+LSTM).

Furthermore, we conducted an additional experiment in-
volving data augmentation (referred to as RoBERTa+DA). In
this experiment, we aimed to address the scarcity of data in cer-
tain classes (C, D, and F) by generating similar texts. Using
ChatGPT-3.52, we generated a minimum of 500 texts per class
and added them to the training dataset. It is worth noting that
the generated texts exhibit a less natural flow and adopt a more
formal tone, for example:

Disgust reference example: ”...this is disgusting. i sat down
and started reading these articles and my”.

Generated texts:

• The sight of their self-serving agenda is sickening.

• Their actions are morally abhorrent, they have no
conscience.

Table 4 displays the top-performing results from each ex-
periment set in terms of accuracy and macro F1-score, on the
whole developement set and on the balanced one. The result
analysis reveals that our Base configuration yielded the most
optimal performance. Interestingly, the incorporation of data
augmentation contributed to a marginal improvement of 0.03%
on the development set and about 1% on the balanced one, al-
beit relatively negligible.

2https://openai.com/blog/chatgpt

Table 4: Results of language models on the development
dataset. Underlining indicates the model specifications used in
the hybrid system.

Dev Balanced dev
Acc Macro Acc Macro

F1 F1
RoBERTa-base 44.15 29.44 29.03 26.41
RoBERTa+CNN 43.29 28.68 28.66 26.23
RoBERTa+LSTM 43.91 29.32 29.26 26.51
RoBERTa+DA 43.95 29.47 29.55 27.40

2.2.4. Fusion

Among all mono-modal models that we experimented, we
choose the WavLM-large model with 2 BLSTM layers,
and mean pooling with zero padding-removal for audio and
RoBERTa-Base model for transcripts since they have the best
results on our balanced development dataset.

After training models on audio segments and transcripts re-
spectively, we worked on how getting a maximum benefit from
both models. State of the art shows many ways to operate a fu-
sion in a multi-modal system, some of them in the context of
emotion recognition using hybrid attention mechanisms [23].

Figure 3: Confusion matrix for the audio system

In order to check if a fusion will improve the final
predictions, we first analyzed the performance of both mono-
modal models for each class. Figures 3 and 4 show that the
audio system is better at recognising Anger, Happiness and
Sadness - this is not surprising as these are emotions with
recognisable prosody markers - whereas the text model has
good performance on Happiness and Neutral, even if it tends
to over-represent this class (contrary to the audio model).
Considering these observations, we can expect some result
improvements with a fusion of the outputs of both models. We
propose here 3 simple fusion methods, corresponding to our 3
submissions to Task 1.

Fusion 1: Mean of probability predictions. We first ex-
perimented with a simple mean between probability predictions
of our WavLM-large+BLSTM and RoBERTa-base models for
each class. This allowed us to establish the efficiency of a

https://openai.com/blog/chatgpt


Figure 4: Confusion matrix for the text system

simple fusion method and later to compare with more advanced
mechanisms.

Fusion 2: Multi Layer Perceptron As shown by state-of-
the-art studies, it may be very efficient to operate the fusion of
several modalities with a Multi Layer Perceptron (MLP) learn-
ing model [34]. For our learning fusion model, we were inspired
by existing architectures composed of a hidden layer followed
by a classification layer [35]: its inputs being the outputs of
the two prediction systems for 8 classes, we concatenated both
mono-modal outputs to fed our MLP fusion model. Its archi-
tecture is based on a hidden layer of size 16 followed by a size
8 classification head to return the final prediction. We added a
0.5 dropout and a sigmoid activation to avoid a too much linear
behavior.

The whole train set being used for the training of both
mono-modal models, we had to use our balanced development
dataset (BDD) to train the MLP fusion model. We trained our
model on 80% of BDD files and validated it on the other 20%
to find the best training parameters. We obtained optimal values
for all number epoch, batch-size and learning rate (respectively
100, 16, 1e−4).

Once the best parameters obtained, we trained our fusion
model on the totality of our balanced development dataset.
The resulting model is then used to take both outputs of our
mono-modal systems and predict emotion on our development
and test datasets.

Fusion 3: Weighted fusion Finally, we experimented with
a weighted fusion model: we attributed weights to the two
mono-modal systems.

This model outputs depend on the outputs of our two mod-
els and a parameter alpha (0 ≤ α ≤ 1) so that the probabilities
outputs Pi for each emotion i are :

Pi = αPi,audio + (1− α)Pi,text (2)

where Pi,audio and Pi,text are probabilities provided by the au-
dio and text models for emotion i, respectively.

Then we analyzed the performance on the balanced devel-
opment set with all possible alpha values between 0 and 1 (with
a granularity of 0.01). The best results were obtained with

α = 0.53 (note that the outputs obtained with α = 0.5 corre-
spond to the outputs of our first fusion model where both audio
and text models have the same weight). At first sight, this does
not seem to be a big improvement compared to the mean fusion
method but the results show that this weighted fusion enabled
to gain few ranks in the challenge.

3. Results
Table 5 shows the results of all systems on the different datasets.
Mean Fusion. The results obtained with the mean fusion show
clearly that the emotion recognition performance has been im-
proved compared to audio and text models alone. We note that
the performance for Anger, Happiness and Sadness reached by
our audio system remained stable with this latter fusion process
(see Figure 5). Furthermore, this fusion method provides the
system a good capacity to detect neutrality which is the main
weakness of our audio model. With these improvements, we
were able to get a macro F1-score of 0.331 by combining two
mono-modal systems which respectively obtained 0.307 and
0.264 on our balanced development set.

Figure 5: Confusion matrix of mean fusion system

MLP Fusion. The second fusion model shows a real perfor-
mance improvement on the balanced development dataset. In-
deed, the MLP fusion has a F1-score of 0.363 on the develop-
ment dataset and 0.343 on our balanced version. Nonetheless,
it seems that our training sample data was too small to avoid
over-fitting because our second submission reveals poor results
on the test set (macro F1-score = 0.18). The additional training
on the 20% files may have been a mistake too, because, as the
model is tiny and the quantity of data is small, learning param-
eters should have been adapted to this new data pool (but we
would have faced a serious bias issue that could have decrease
our performance even more).
Weighted Fusion. Our third system performs quite well com-
pared to the baseline. With a macro F1-score of 0.346 and 0.337
on the challenge development and test datasets, we achieve an
improvement with a tiny weighting optimisation.

In Table 5, we report the results of each of our mono-modal
and multi-modal systems compared to the challenge baseline,
either on the challenge development dataset, our balanced sub-
set of the development set or the challenge test set. Table 5



Table 5: Results of all systems
Development Balanced Development Test

Modality Systems Accuracy Macro F1 Accuracy Macro F1 Accuracy Macro F1
Audio WavLM-Large + LSTM 0.331 0.290 0.314 0.307 N/A N/A
Text RoBERTa-base 0.441 0.294 0.290 0.264 N/A N/A
Audio Baseline 0.316 0.409 0.345 0.324 0.327 0.311
Audio + Text Mean Fusion 0.488 0.345 0.353 0.331 0.351 0.333
Audio + Text MLP-Fusion 0.395 0.363 0.368 0.343 0.237 0.181
Audio + Text Weighted Fusion 0.486 0.346 0.351 0.328 0.352 0.337

shows that our systems are all less efficient on the development
dataset than the baseline which has a macro F1-score of 0.409
(against 0.363 for our MLP fusion system). Nevertheless, we
achieved better performance on our balanced development set
and the test set than the baseline. Indeed, our MLP-Fusion sys-
tem has a F1-score of 0.343 against 0.324 for the baseline. On
the test set, our weighting fusion system has the better perfor-
mance with a F1-score of 0.337 against 0.311 for the baseline.

4. Conclusion
For the Odyssey 2024 challenge, we proposed a hybrid sys-
tem merging audio and text modeling. We succeeded in ob-
taining a macro F1-score of 0.3367, surpassing the proposed
baseline system. The best audio system proposed is composed
of a WavLM-Large parameter extraction module, followed by
two BLSTM layers and a linear layer for emotion classification.
The text model is based on a transcription performed by Whis-
per, then implements a RoBERTa model. In the framework of
the challenge, we have only exprimented with linear combina-
tions of the two systems but in the future, it will be interesting to
try and take into account each audio and text emotion classifier
and learn the best combinations of both, for example weighting
them differently according to classes. It would also be interest-
ing to merge several other models, both on audio and text sides,
especially LLMs.
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