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Abstract
Lloyd’s algorithm is an iterative method that solves the quantization problem, i.e. the approximation

of a target probability measure by a discrete one, and is particularly used in digital applications.This
algorithm can be interpreted as a gradient method on a certain quantization functional which is given
by optimal transport. We study the sequential convergence (to a single accumulation point) for two
variants of Lloyd’s method: (i) optimal quantization with an arbitrary discrete measure and (ii) uniform
quantization with a uniform discrete measure. For both cases, we prove sequential convergence of the
iterates under an analiticity assumption on the density of the target measure. This includes for example
analytic densities truncated to a compact semi-algebraic set. The argument leverages the log analytic
nature of globally subanalytic integrals, the interpretation of Lloyd’s method as a gradient method and
the convergence analysis of gradient algorithms under Kurdyka-Lojasiewicz assumptions. As a by-
product, we also obtain definability results for more general semi-discrete optimal transport losses such
as transport distances with general costs, the max-sliced Wasserstein distance and the entropy regularized
optimal transport loss.

1 Introduction

Quantization aims to approximate a target probability measure µ on Rd by a discrete, finitely supported mea-
sure. We consider two quantization settings induced by an optimization problem in Wasserstein distance.
First, optimal quantization consists in approximating the target measure µ with a discrete probability mea-
sure supported on N points y1, . . . , yN ∈ Rd with weights π ∈ ∆N , the N − 1 dimensional unit simplex,
by solving the following optimization problem:

min
y1,...,yN∈Rd

min
π∈∆N

W 2
2

(
µ,

N∑
i=1

πiδyi

)
. (1.1)

It is a central problem in signal processing to convert a continuous-time signal into a digital one [24, 34].
Second, uniform quantization consists in approximating µ with a discrete measure, corresponding to con-
straints on the optimal quantization weights:

min
y1,...,yN∈Rd

W 2
2

(
µ,

1

N

N∑
i=1

δyi

)
. (1.2)
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Figure 1: (Left) Target gaussian mixture µ with two components truncated on a disk. (Middle) Optimal
quantization of µ with 20 points (blue) and their corresponding Voronoi cells (in red) after 250 iterations of
Lloyd’s algorithm. (Right) Uniform quantization of µ with 20 points (blue) and the corresponding power
cells (in red) after 5 iterations of Lloyd’s algorithm adjusted for uniform quantization. The diameter of a blue
dot is proportional to its weight. The algorithms are randomly initialized and run using the PyMongeAmpere
library1.

In both problem, W 2
2 denotes the squared 2-Wasserstein distance, the optimal transport distance for the

squared Euclidean cost between probability measures (see e.g. [42, 41, 38]). The Wasserstein distance
is well suited in this context since it allows to handle the semi-discrete nature of the quantization task.
The main question addressed in this work is that of the asymptotic convergence of the well known Lloyd
iterative algorithmic method for problems (1.1) and (1.2). Note that both problems are non-convex and
iterative solvers typically aim to find a stationary point rather than solve the global problem.

Lloyd-type algorithms. In his early paper [30], Lloyd proposes an algorithm to solve the least squares
quantization problem in the univariate setting (without mentioning optimal transport at that time). Lloyd
defines a quantization scheme using intervals and their centroids and introduces an iterative algorithm con-
sisting in alternating optimization steps on the intervals and on the centroids. The generalization of this
method to the multivariate setting involves cendroidal Voronoi cells [19] which can be interpreted as optimal
transport maps in the optimal quantization formulation in (1.1). In this setting, Lloyd’s method alternates
between evaluation of Voronoi cells (given centroids), and update of centroids (given Voronoi cells).

Lloyd’s method can be extended to the case of uniform quantization in (1.2), for which the Voronoi cells
encompass a volume constraint [4]. We refer to them as power cells. These regions are also associated
to optimal transport maps in the uniform quantization problem in (1.2) [14], and algorithms have been
developed for computing these power cells [26]. Both methods, for optimal or uniform quantization, share
the same overall “alternating” structure and we will refer to both of them as Lloyd’s method. They are
illustrated in Figure 1, generated using the PyMongeAmpere library1. A precise description of Lloyd’s
method for optimal and uniform quantization is given in Section 2 with Algorithm 1 and 2.

We address the question of sequential convergence of the iterates produced by Lloyd’s method for solv-
ing (1.1) and (1.2). More precisely, we consider the asymptotic stabilization of the support points y1, . . . , yN
of the Dirac masses to a critical point of the quantization functional. This question was already considered
in previous literature. For optimal quantization, the first analyses were proposed for the univariate case
[43, 25] with special cases such as the strict log-concavity of the target measure density [21, 19]. In the
multivariate setting, it is known that accumulation points of Lloyd’s iteration are critical points of the loss

1https://github.com/mrgt/PyMongeAmpere
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in (1.1) [18, 20, 35]. In particular if such critical points are isolated, an assumption very difficult to check
in practice, then the algorithm converges. For uniform quantization, similar results exist. It was shown for
example that accumulation points of Lloyd’s method are critical points of the functional in (1.2), leaving the
convergence of the whole sequence open [33].

In this work, we prove convergence of the sequence generated by both Lloyd’s methods under an explicit
definability assumption on the density of the target measure µ. Note that, we do not consider convergence
toward the global minimizer of the quantization functional and limit ourselves to critical points.

Convergence of gradient sequences and rigidity of semi-discrete optimal transport losses. Both re-
sults rely on the interpretation of Lloyd’s methods as gradient schemes for problems (1.1) and (1.2) [19, 33].
In a non-convex setting, the iterates of gradient sequences converge under Lojasiewicz inequality, for ex-
ample if the underlying loss function is analytic [1]. Kurdyka proposed a generalization of Lojasiewicz’s
property that holds true for all functions that are definable in an o-minimal structure [28], which we refer
to as the Kurdyka-Lojasiewicz (KL) inequality. Definable functions represent a broad and versatile class of
functions and covers many applications. For example this class is closed under composition, partial mini-
mization / maximization, etc. Convergence of first order methods under KL assumptions have now become
standard in non-convex optimization, see for example [3, 8] and references therein. This is the main path
that we follow.

Applying Kurdyka’s result to (1.1) and (1.2) requires to justify that these functions are definable in some
o-minimal structure. This is far from direct as the description of these functionals involve integrals and o-
minimal structures are not stable under integration in general. This is one of the great challenges of this field,
several partial answers are known, one of them allowing to treat the definability of globally subanalytic in-
tegrals [29, 11, 10] which have a log-analytic nature. This is the crucial step behind our convergence results,
an observation already made in [7] in a stochastic optimization context. We work under the assumption that
the compactly supported target measure has a globally subanalytic density (see Assumption 1). This allows
to justify the resulting log analytic nature of the losses in (1.1) and (1.2). Convergence then follows using
the well known connection between Lloyd’s method and the gradient algorithm and its convergence analysis
under KL assumptions.

The proposed analysis opens the question of definability of semi-discrete optimal transport losses beyond
the 2-Wasserstein distance in (1.1) and (1.2). We justify the definable nature of several such losses involving
general optimal transport costs, sliced Wasserstein distance [37, 9, 5], the max-sliced Wasserstein distance
[27, 15], and entropy regularized optimal transport [13]. These results are of independent interest, and may
be relevant to study numerical applications of optimal transport.

Organization of the paper and notations. We start with a description of Lloyd’s methods and state our
main results in Section 2. The central convergence arguments based on KL inequality are described in
Section 3, and the definability of the underlying losses is described in Section 4. Extension to broader
optimal transport losses is given in Section 5.

Regarding technical elements discussed in the introduction, we recall the definition of KL inequality
and the main result of Kurdyka in Section 3.1, while the necessary background on o-minimal structures and
globally subanalytic sets is given in Section 4. Furthermore, the precise definition of the W2 distance in the
semi-discrete setting of (1.1) and (1.2) is postponed to Section 5.1.

The Euclidean norm and the dot product in Rd are denoted ∥ · ∥ and ⟨·, ·⟩. We define respectively the
open and closed d-dimensional Euclidean ball centered in x with radius r as Bd(x, r) and Bd(x, r).
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2 Main results

We use the notation Y ∈ (Rd)N to denote N points y1, . . . , yN in Rd which are candidate support points
for quantization. This section contains our main results regarding the sequential convergence of Lloyd’s
algorithms for optimal and uniform quantization.

2.1 Assumptions on the target measure

We will consider the following assumptions on the target measure µ and its density probability function f .

Assumption 1. µ is a probability measure on Rd, with compact support, absolutely continuous with respect
to Lebesgue measure, with globally subanalytic density f .

Absolute continuity and compacity ensure that Lloyd’s iterations are well defined, see for example [20,
Assumption 3.1]. The global subanaliticity assumption is a rigidity assumption which will allow to invoke
KL inequality for our convergence analysis. The precise definition of global subanaliticity is given in Section
4.1. This is a very versatile notion for which we provide a few examples below.

Example 2.1. The following are globally subanalytic density functions:

• The uniform density on a compact basic semi-algebraic set, of the form S = {x, Pi(x) ≥ 0, i =
1, . . . ,m} ⊂ Rd, for some m ∈ N, where Pi : Rd → R are polynomials.

• Densities of the form x 7→ f(x)1S(x) where S is a compact semi-algebraic set (as above) and
f : U → R is an analytic function on an open domain U ⊃ S (Lemma 4.6). These include truncated
Gaussians for example.

• Semi-algebraic densities including integrable rational functions and their restrictions to compact sets.

• Any finite mixture of the above density examples. This allows to consider nonsmooth and possibly
discontinuous densities.

• For instance, any normalized image considered as a piecewise constant probability density on the
plane is globally subanalytic.

Remark 2.2. Under Assumption 1, the density f is strictly positive on a full measure open dense set in
Supp µ, the support of the measure µ. Indeed the set {x, f(x) > 0} is globally subanalytic and can
be partitioned into a finite number of embedded submanifolds in Rd [17, 4.8]. It is enough to keep those
of dimension d only since those of dimension at most d − 1 have zero Lebesgue measure. We deduce
that S = {x, f(x) > 0} is non-empty, globally subanalytic and open, we have Supp µ = clRdS and
dim(Supp µ \ S) < d, using [17, 4.7], which is the claimed statement.

2.2 Optimal Quantization

In addition to the main hypothesis above, the target measure is assumed to have convex support throughout
this section.

Assumption 2. µ is a probability measure as in Assumption 1, with convex support.
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Algorithm 1: Lloyd’s algorithm for optimal quantization

Input: µ absolutely continuous probability measure on Rd with convex compact support,
Y0 ∈ Suppµ \DN as in (2.3).
for n ∈ N do

Yn+1 = TN (Yn) where TN is the Voronoi barycentric mapping in (2.5).

Partial minimization of the objective function in (1.1) with respect to the weights π leads to the optimal
quantization functional GN : (Rd)N → R, see e.g. [24],

GN (Y ) = min
π∈∆N

1

2
W 2

2

(
µ,

N∑
i=1

πiδyi

)
=

1

2

∫
min

i=1,...,N
∥x− yi∥2f(x)dx, (2.1)

where we recall that f stands for the density of µ. Problem (1.1) therefore amounts to minimize the objective
GN . This functional is tightly connected to the so-called Voronoi cells (Vi(Y ))i=1,...,N associated to the
support points Y = (yi)

N
i=1 ∈ (Rd)N [19, Proposition 3.1], and given for i = 1, . . . , N by

Vi(Y ) =
{
x ∈ Rd | ∀j = 1, . . . , N : ∥x− yi∥2 < ∥x− yj∥2

}
. (2.2)

The Voronoi cells in (2.2) are open and disjoint, they are all non-empty as long as Y does not belong to the
generalized diagonal defined by

DN = {Y ∈ (Rd)N | ∃i ̸= j : yi = yj}. (2.3)

Therefore, for any Y ̸∈ DN , the optimal quantization functional in (2.1) takes the form

GN (Y ) =
1

2

N∑
i=1

∫
Vi(Y )

∥x− yi∥2f(x)dx. (2.4)

Note that a local minimizer to (1.1) on Suppµ does not lie in DN [19, Proposition 3.5]. Lloyd’s algorithm
for computing optimal quantizers is then defined by fixed point iterations of the Voronoi barycentric mapping
TN : Suppµ \DN → Suppµ \DN defined by

TN (Y ) =

(∫
Vi(Y ) xdµ(x)

µ(Vi(Y ))

)
i=1,...,N

, (2.5)

Then the map TN is indeed well defined on Suppµ\DN since, for distinct centroids in Suppµ, the Voronoi
cells in (2.2) are non-empty and have non-zero µ measure. Furthermore TN takes values in Suppµ \DN as
the centroids remain distinct since the Voronoi cells are disjoint, and they belong to the support of µ since it
is convex by Assumption 2. This is summarized in Algorithm 1 and we prove in Section 3.2 the following
theorem regarding convergence of the iterates.

Theorem 2.3. Let µ be as in Assumption 2, then the iterates of Lloyd’s algorithm for optimal quantization
in Algorithm 1 converge to a critical point of GN in (2.1).
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2.3 Uniform Quantization

The objective in (1.2) is called the uniform quantization functional FN : (Rd)N → R, and is defined as
follows

FN (Y ) =
1

2
W 2

2

(
µ,

1

N

N∑
i=1

δyi

)
. (2.6)

The uniform quantization problem consists in finding minimizers of FN . Similar to optimal quantization,
the functional can be explicitly described by power cells (also called Laguerre cells [33]). These generalize
Voronoi cells and characterize the optimal transport plan in W2 between the target measure and the discrete
measure (see also (5.2)). If Y is not in the generalized diagonal DN , then FN in (2.6) can be written with
the Kantorovich dual formulation introduced as follows for w ∈ RN (see for example [41, Theorem 5.9]
and [33, Section 2] for details on the uniform quantization setting)

Φ(Y,w) :=
1

2

{∫
Rd

(
min

i=1,...,N
∥x− yi∥2 − wi

)
f(x)dx+

1

N

N∑
i=1

wi

}

=
1

2

{
N∑
i=1

∫
Powi(Y,w)

(
∥x− yi∥2 − wi

)
f(x)dx+

1

N

N∑
i=1

wi

} (2.7)

where the power cells Powi(Y,w) are defined for i = 1, . . . , N as

Powi(Y,w) = {x ∈ Rd | ∀j = 1, . . . , N : ∥x− yi∥2 − wi ≤ ∥x− yj∥2 − wj}. (2.8)

Kantorovich’s duality states that for any Y ̸∈ DN , the uniform quantization functional in (2.6) is given by

FN (Y ) = max
w∈RN

Φ(Y,w). (2.9)

It can be shown (see Remark 3.8) that the maximum in (2.9) is attained and unique up to the addition of
a constant. Therefore, it defines a unique set of power cells (2.8), and additionally the µ measure of each
power cell is 1

N .
We introduce BN : (Rd)N \DN → (Rd)N \DN the Laguerre barycentric application defined by

BN (Y ) =

(
N

∫
Powi(Y,ϕ(Y ))

xdµ(x)dx

)
i=1,...,N

(2.10)

where ϕ(Y ) denotes an element of argmaxw∈RN Φ(Y,w) in (2.7). Note that the Laguerre cells are disjoint
and non-empty outside of the generalized diagonal DN so that BN indeed has values in (Rd)N \DN . Lloyd’s
algorithm consists in fixed point iterations of the map BN as summarized in Algorithm 2. Our main result
regarding this algorithm is the following, whose proof is postponed to Section 3.3.

Theorem 2.4. Let µ be as in Assumption 1, then the iterates of Lloyd’s algorithm for uniform quantization
in Algorithm 2 converge to a critical point of FN in (2.6).

Remark 2.5. Contrary to optimal quantization, the convexity of the support is not required here for the
algorithm to be well defined, by construction of the power cells at optimality in (2.9). Additionally, the
identity in (2.9) only holds if Y ̸∈ DN . It is nonetheless possible to extend it to equality cases, that is when
there exists i, j ∈ {1, . . . , N}, i ̸= j, such that yi = yj , and this is done in Theorem 5.2. This remark does
not have any influence on our algorithmic results since the iterates remain away from the diagonal, but it
will be essential to justify that the function FN in (2.6) is definable on the whole space.
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Algorithm 2: Lloyd’s algorithm for uniform quantization

Input: µ absolutely continuous probability measure on Rd with compact support,
Y0 ∈ (Rd)N \DN as in (2.3).
for n ∈ N do

Yn+1 = BN (Yn) where BN is the Laguerre barycentric mapping in (2.10).

2.4 Rigidity of quantization functionals and semi-discrete optimal transport losses

The key in obtaining our convergence results is to interpret Lloyd’s algorithms as gradient descent and
rely on convergence analysis under Kurdyka-Lojasiewicz assumptions [1, 7]. A sufficient condition for
applying this analysis is that the associated loss functions are definable in an o-minimal structure [28].
While definability is stable under many operations, such as composition, inverse, and projection, it is not
a general rule that infinite summations or integrals preserve definability. For the specific case of globally
subanalytic integrands, the resulting partial integrals have a log-analytic nature [29, 11, 10], so that such
parameterized integrals are definable in the o-minimal structure Ran,exp [16]. This was also observed in
the context of stochastic optimization in [7]. We prove in Section 5 that several loss functions based on
semi-discrete optimal transport divergences are definable in this o-minimal structure under Assumption 1,
including the optimal quantization functional in (2.1) and the uniform quantization functional in (2.6). This
definability result holds for optimal transport with general globally subanalytic cost functions (Section 6
in [41]), the max-sliced Wasserstein distance [27] and the entropy regularized Wasserstein divergence [23].
These constitute technical extensions of our main sequential convergence analysis which are of independent
interest.

3 Convergence of the iterates of Lloyd’s algorithms

This section provides the proof arguments for Theorems 2.3 and 2.4. The main device is the interpretation of
Lloyd’s algorithms as gradient methods combined with Kurdyka-Lojasiewicz (KL) inequality. This allows
to invoke sequential convergence results for gradient methods on functions verifying KL inequality [1, 3].
The KL inequality is verified in our cases by Kurdyka’s sufficient condition, which is the definability of the
quantization loss functions in (2.1) and (2.9). The proof of these definability results is independent of the
convergence analysis and is given in Section 4.2.

3.1 KL inequality

Lojasiewicz’s gradient inequality is of the form ∥f(x)− f(y)∥θ ≤ C∥∇f(x)∥ with θ ∈]0, 1[ for a fixed y,
and was first identified for real analytic functions [32]. Later on, Kurdyka [28] proposed a generalization to
functions definable in an o-minimal structure now known as the Kurdyka-Lojasiewicz (KL) inequality. The
KL inequality usually takes the following form.

Definition 3.1 (Definition 7 in [2]). Let V be an open set of Rd and Ȳ be a point in V . We say that a C1

function F : V → R has the KL property at Ȳ if there exist η ∈ ]0,+∞[, a neighborhood U of Ȳ in V and
a continuous positive concave function Ψ : [0, η[ → R+ such that:

1. Ψ(0) = 0.

2. Ψ ∈ C1(]0, η[).
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3. ∀t ∈ ]0, η[, Ψ′(t) > 0.

4. ∀ Y ∈ U ∩ {Y ∈ Rd | F (Ȳ ) < F (Y ) < F (Ȳ ) + η} the KL inequality holds:

Ψ′(F (Y )− F (Ȳ )) ∥∇F (Y )∥ ≥ 1.

If F has the KL property at all Ȳ ∈ V , we say that F has the KL property on V .

Theorem 3.2 (Theorem 1 in [28]). Let V be an open set on Rd and f : V → R be C1 and definable in an
o-minimal structure. Then f satisfies the KL property, as described in Definition 3.1.

We postpone a precise definition and detailed discussion of definability of semi-discrete optimal trans-
port losses to Section 4. In particular, we will show that the objective functions GN and FN defined in (2.1)
and (2.9) are definable in some o-minimal structure, under Assumption 1.

As a consequence of Theorem 3.2, in the following we may use the KL inequality for GN and FN to
prove the convergence of Lloyd’s iterates. Lloyd’s algorithms can indeed be interpreted as gradient methods
(see (3.1) and (3.5)) for which convergence analysis under KL assumptions has become standard [1, 2, 3, 8].

3.2 Lloyd’s sequence for optimal quantization

Lloyd’s method for optimal quantization, given in Algorithm 1, can be understood as a gradient descent
algorithm on the optimal quantization objective function GN in (2.1). Throughout this section, we interpret
Y ∈ (Rd)N as a matrix in RN×d. The function GN is differentiable outside of the generalized diagonal, and
its gradient is explicit, as stated in the following proposition.

Proposition 3.3 (Proposition 6.2 in [19]). Let µ be as in Assumption 2 and Y ∈ (Rd)N \DN . Then GN is
differentiable in Y with gradient

∇GN (Y ) = M(V (Y )) (Y − TN (Y )), (3.1)

where M(V (Y )) ∈ RN×N is the diagonal matrix with entries (µ(Vi(Y )))i=1,...,N , with (Vi(Y ))i=1,...,N the
Voronoi cells in (2.2), and TN is the Voronoi barycentric mapping defined in (2.5).

We denote (Yn)n≥0 the Lloyd sequence in Algorithm 1. Since Yn ∈ Suppµ \DN for all n, the corre-
sponding Voronoi cells are non empty and the diagonal matrix M(V (Yn)) in Proposition 3.3 is invertible for
all n ∈ N. Therefore, Yn can be rewritten for all n ≥ 1 in a pre-conditioned gradient descent formulation as

Yn+1 = Yn −M(V (Yn))
−1 ∇GN (Yn). (3.2)

It turns out that the diagonal matrix M(V (Yn)) remains bounded away from 0 for all n ∈ N as a consequence
of [20, Theorem 3.6] since Assumption 1 ensures that [20, Assumption 3.1] holds; see Remark 2.2.

Proposition 3.4 (Corollary 3.7 in [20]). Let µ be as in Assumption 2 and (Yn)n≥0 be the Lloyd sequence
defined in Algorithm 1, then there exists ℓ > 0 such that for all i = 1, . . . , N

inf
n≥0

µ(Vi(Yn)) ≥ ℓ. (3.3)

As a consequence, we get the following strong descent condition.
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Lemma 3.5. Let µ be as in Assumption 2 and (Yn)n≥0 be the Lloyd sequence defined Algorithm 1. Then,
given ℓ as in (3.3), for all n ∈ N,

GN (Yn)−GN (Yn+1) ≥
ℓ

2
∥∇GN (Yn)∥ ∥Yn+1 − Yn∥. (SDC)

Proof. Recall that Yn ̸∈ DN for all n ∈ N. Let us define for all Y, Z ∈ (Rd)N \DN and for i = 1, . . . , N
the function Hi(Y,Z) =

∫
Vi(Y ) ∥x− zi∥2f(x)dx. Then for all i = 1, . . . , N , we have

Hi(Yn, Yn) =

∫
Vi(Yn)

∥x− yni ∥2f(x)dx

=

∫
Vi(Yn)

∥x− yn+1
i ∥2f(x)dx+

∫
Vi(Yn)

∥yn+1
i − yni ∥2f(x)dx

= Hi(Yn, Yn+1) + µ(Vi(Yn))∥yn+1
i − yni ∥2.

where the first equality is verified since
∫
Vi(Yn)

⟨x − yn+1
i , yn+1

i − yni ⟩dµ(x) = 0 by definition of the

sequence (Yn)n≥0 in (3.2). Additionally, denoting H(Y,Z) =
∑N

i=1Hi(Y,Z), we get by Lemma 2.1 of
[18] and using (2.4), that for all n ∈ N,

min
Z∈(Rd)N

H(Z, Yn) = H(Yn, Yn) = 2GN (Yn).

We deduce that

GN (Yn) =
1

2

N∑
i=1

Hi(Yn, Yn) ≥ GN (Yn+1) +
1

2

N∑
i=1

µ(Vi(Yn))∥yn+1
i − yni ∥2 (3.4)

≥ GN (Yn+1) +
1

2

N∑
i=1

µ(Vi(Yn))
2∥yn+1

i − yni ∥2

= GN (Yn+1) +
1

2
∥∇GN (Yn)∥

(
N∑
i=1

µ(Vi(Yn))
2∥yn+1

i − yni ∥2
)1/2

≥ GN (Yn+1) +
1

2
∥∇GN (Yn)∥ min

i=1,...,N
µ(Vi(Yn))∥Yn+1 − Yn∥.

From this we get condition (SDC) using Proposition 3.4.

This strong descent condition allows to prove sequential convergence provided that GN is a KL function
[1]. This is stated in the following lemma whose proof rely on definability results postponed to Section 4.

Lemma 3.6. Let µ be as in Assumption 2, then the optimal quantization functional GN defined in (2.1) is a
KL function on (Rd)N \DN .

Proof. This result is a consequence of Lemma 4.11 and Theorem 3.2.

The standard analysis of gradient method under KL assumption allows to conclude about convergence
of Lloyd’s iterates for optimal quantization, the proof of which is given below.
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Proof of Theorem 2.3. From Lemma 3.6, we have that GN is a KL function. We can then apply [1, Theorem
3.4], which requires the strong descent condition (SDC) and the property that GN (Yn+1) = GN (Yn) implies
Yn+1 = Yn, a property satisfied in our case due to the descent condition and the expression in (3.2). The
convergence of the iterates then follows. Note that [1, Theorem 3.4] is stated without a domain. However the
main proof mechanism is a trap argument which is purely local and thus can easily be extended to a closed
set containing all the iterates in an open domain. In our setting we work on (Rd)N \DN , and Proposition
3.4 ensures that the sequence (Yn)n≥0 in Algorithm 1 remains away from the generalized diagonal DN so
that the trap argument applies. See also [3] for a general account using KL functions.

3.3 Lloyd’s sequence for uniform quantization

The objective function FN in (2.9) is differentiable outside the generalized diagonal, and the expression of
its gradient is given in the following proposition.

Proposition 3.7 (Proposition 1 in [33]). Let µ be as in Assumption 1, then for all Y ∈ (Rd)N \ DN , we
have

∇FN (Y ) =
1

N
(Y −BN (Y )) , (3.5)

where BN is the Laguerre barycentric mapping described in (2.10).

Remark 3.8. The vector ϕ(Y ) ∈ argmaxw∈RN Φ(Y,w) appearing in FN in the definition of (2.9) is unique
up to the addition of a constant (see e.g. Theorem 1.17 in [38]). In order to have uniqueness, it is sufficient
to add a constraint on the set of maximizers, such as setting the mean of the components of w to be 0 as
done in [26]. Furthermore, all elements in the argmax describe the same power cells.

As in Section 3.2, Proposition 3.7 allows to interpret the Lloyd sequence for uniform quantization in
Algorithm 2 as gradient iterations on the uniform quantization functional FN in (2.9). Similarly it is possible
to show that FN restricted to (Rd)N \ DN is a KL function, based on its definability, whose proof is
postponed to Section 4.

Lemma 3.9. Let µ be as in Assumption 1, then the objective function FN defined in (2.9) is a KL function
on (Rd)N \DN .

Proof. It is a direct consequence of Lemma 4.12 and Theorem 3.2.

We follow the same line as in the optimal quantization setting of Section 3.2.

Proof of Theorem 2.4. The iterates remain in (Rd)N \ DN so that by Proposition 3.7 we have Yn+1 =
Yn −N∇FN (YN ) for all n ∈ N. From the proof of Proposition 2 in [33], we have the following inequality

FN (Yn)− FN (Yn+1) ≥
1

2N
∥Yn+1 − Yn∥2,

for all n ∈ N, which is a strong descent condition and also entails that FN (Yn+1) = FN (Yn) implies
Yn+1 = Yn. Finally Lemma 3.9 ensures that FN is a KL function. The convergence follows from [1,
Theorem 3.4], see also [3] for general KL functions. Note that similarly as in the proof of Theorem 2.3, the
trap argument can be extended to a compact subset containing all the iterates in (Rd)N \DN as described
in the proof of Proposition 2 in [33].
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4 Rigidity of semi-discrete optimal transport quantization losses

In this section we show the definability in an o-minimal structure of the optimal and uniform quantization
functionals GN and FN defined respectively in (2.1) and (2.9). This finishes the proof arguments for our
main convergence results for Lloyd’s algorithms in Theorem 2.3 and 2.4 since by Kurdyka’s result recalled
in Theorem 3.2, they are therefore KL functions. We start with the introduction of o-minimal structures and
recall the main results that will be needed further in this section.

4.1 O-minimal structures

O-minimal structures describe families of subsets of Euclidean spaces which preserve the favorable rigidity
properties of semi-algebraic sets. The description is axiomatic. We refer the reader to the lecture notes
from Coste [12] for an introduction, to [17] for an extensive presentation of consequences of o-minimality
and to [31] for additional bibliographic pointers. We limit ourselves to structures expanding the field of
real numbers. For statements involving definable objects, if not precised otherwise, the word “definable”
implicitly means that all object are definable in the same o-minimal structure.

Definition 4.1. Let S = (Sn)n∈N be such that for each n ∈ N, Sn is a family of subsets of Rn. It is called
an o-minimal structure if it satisfies the following:

• for each n ∈ N, Sn contains all algebraic subsets (defined by polynomial equalities).

• for each n ∈ N, Sn is a boolean sub-algebra of Rn: stable under intersection, union and complement.

• S is stable under Cartesian product and projection on lower dimensional subspace.

• S1 is exactly the set of finite unions of points and intervals.

A set belonging to an o-minimal structure is said to be definable (in this structure). A function whose graph
or epigraph is definable is also called definable (in this structure).

4.1.1 Semi-algebraic subsets

Semi-algebraic sets represent the smallest o-minimal structure. In other words, any o-minimal structure
contains all the semi-algebraic sets.

Definition 4.2. A set S is a basic semi-algebraic subset of Rn if there exists a finite number of real polyno-
mial functions (fi)i=1,...,N and (gj)j=1,...,M such that:

S = {x ∈ Rn | f1(x) > 0, . . . , fN (x) > 0, g1(x) = 0, . . . , gM (x) = 0}.

A subset which is a finite union of basic semi-algebraic subsets is semi-algebraic.

The following fact is a consequence of Tarski-Seidenberg theorem, see for example [12].

Proposition 4.3. The collection of all semi-algebraic subsets, denoted SA, forms an o-minimal structure.
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4.1.2 Globally subanalytic subsets

The o-minimal structure of globally subanalytic sets is the one appearing in Assumption 1. It is the smallest
structure which contains all restricted analytic functions, a formal definition is given below.

Definition 4.4. A function f : Rn −→ R is a restricted analytic function if there exists a function F analytic
on an open set containing [−1, 1]n, such that f = F on [−1, 1]n and f = 0 otherwise.

Proposition 4.5 ([40]). There exists an o-minimal structure which contains the graph of all restricted ana-
lytic functions. There is a smallest such structure denoted by Ran.

A subset of Ran is called globally subanalytic and definable functions in Ran are also called globally
subanalytic. Note that any o-minimal structure contains the semi-algebraic subsets, thereby they are also
globally subanalytic. The following Lemma illustrates the versatility of globally subanalytic sets and allows
to consider the probability densities in Example 2.1. This is a very well known fact for which we provide a
proof for completeness in Appendix A.

Lemma 4.6. Let U be an open subset of Rn, f : U −→ R be an analytic function, and K ⊂ U be a
semi-algebraic compact subset of U . Then f |K : K → R is globally subanalytic.

4.1.3 Inclusion of the exponential function

The structure Ran contains the graph of the exponential function restricted to any bounded interval (because
it is restricted analytic), but not on the whole real line. There is a bigger o-minimal structure which contains
the whole graph of the exponential function, as the following shows.

Proposition 4.7 ([16]). There exists an o-minimal structure which contains all functions definable in Ran

and the graph of the exponential function. There is a smallest such structure denoted by Ran,exp.

Note that Ran,exp also contains the graph of the logarithm function which is identical to that of the
exponential function up to a symmetry.

4.2 Definability of optimal transport quantization functionals

We start with the description of a technical result on the integration of globally subanalytic functions [10]
and then describe how it applies to our semi-discrete quantization losses under Assumption 1.

4.2.1 Integration of globally subanalytic functions and partial minimization

O-minimal structures are not stable under integration in general. This question constitutes one of the great
challenges of the field. It is therefore not possible to directly use definability properties of the objective
functions GN in (2.1) and FN in (2.9). Several partial answers are known, one of them allowing to treat
globally subanalytic integrands [29, 11, 10]. The following lemma is a direct consequence of [10, Theorem
1.3].

Lemma 4.8. Let f : Rd × U −→ R be a globally subanalytic function with U ⊂ Rn open (globally
subanalytic). Define y 7→ F (y) :=

∫
Rd f(x, y)dx and suppose it is well defined for all y in U . Then F is

definable in Ran,exp.
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Proof. By [10, Theorem 1.3], if there exist (fi)i=1,...,k , (gi,j) i=1,...,k
j=1,...,li

two families of globally subanalytic

functions such that f can be written

(x, y) 7→ f(x, y) =
k∑

i=1

fi(x, y)

li∏
j=1

log gi,j(x, y), (4.1)

then the parameterized integral y 7→ F (y) =
∫
Rd f(x, y)dx can also be written in the same form. By Lemma

A.1, a function expressed as a sum and product of globally subanalytic functions and of the logarithm of
globally subanalytic functions is definable in Ran,exp.

We conclude this section with the following technical result, which is well known and whose proof is
postponed to Appendix A.

Lemma 4.9.

(i) Let (fj)j∈J be a finite collection of definable functions. Then min
j∈J

fj and max
j∈J

fj are definable

functions.

(ii) Let f : Rd × Rn −→ R be a definable function and E be a definable subset of Rn. Then, provided
they are attained, min

w∈E
f(·, w) and max

w∈E
f(·, w) are definable functions.

Remark 4.10. Lemma 4.9 remains true for the infimum and the supremum.

4.2.2 Definability of the optimal quantization functional

Let us prove that the objective function GN in (2.1) is definable.

Lemma 4.11. Under Assumption 1, the optimal quantization function GN defined in (2.1) is definable in
Ran,exp.

Proof. Let f be the globally subanalytic function corresponding to the density of the target measure µ.
By stability of definability for the minimum function (Lemma 4.9), we have that the function (x, Y ) 7→
min

i=1,...,N
∥x − yi∥2f(x) is globally subanalytic. Since this function is integrable we can apply Lemma 4.8

and obtain that GN in (2.1) is definable in Ran,exp.

4.2.3 Definability of the uniform quantization functional

We prove that the objective function FN in (2.6) is definable. This is based on the representation in (2.7)
and (2.9) for Y /∈ DN , see Remark 2.5.

Lemma 4.12. Under Assumption 1, the uniform quantization function FN defined in (2.9) is definable in
Ran,exp.

Proof. Using Lemma 4.8, the function Φ defined in (2.7) is definable in Ran,exp. From Lemma 4.9, the
function FN is also definable. Strictly speaking this argument works outside of the generalized diagonal,
but the equality cases can be treated similarly as described in Remark 2.5 and Theorem 5.2.
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5 Beyond semi-discrete W2 losses

We extend the definability results of the previous section to more general semi-discrete loss functions F :
(Rd)N → R defined by

F (Y ) = D

(
µ,

1

N

N∑
i=1

δyi

)
, (5.1)

where D denotes an optimal transport divergence, and µ is a probability measure. In particular we consider
optimal transports with general cost (Section 5.1), the max-sliced Wasserstein distance (Section 5.2) and
the entropy regularized optimal transport problem (Section 5.3). For all these cases, we prove definability
in Ran,exp (introduced in Proposition 4.7) of the resulting semi-discrete loss in (5.1). These results illustrate
the relevance of the log analytic nature of integral of globally subanalytic objects in a semi-discrete optimal
transport context.

Throughout this section, the measure µ is assumed to satisfy Assumption 1 and we introduce a general
cost function c as follows.

Assumption 3. The cost function c : Rd × Rd → R+ is lower semicontinuous and globally subanalytic.

Remark 5.1. The compacity of the support of µ is not strictly required and could be replaced by integrability
conditions. Yet, for the sake of simplicity, we consider µ as in Assumption 1, especially to preserve an
homogeneous set of assumptions throughout the text. Additionally, the results of this section directly hold
replacing the uniform weights in (5.1) by any fixed weights (π1, ...πN ) ∈ ∆N .

5.1 Kantorovich duality and definability for semi-discrete optimal transport losses with
general costs

The following is a reformulation of Kantorovich duality for optimal transport, specified for semi-discrete
losses; see e.g. [41, Theorem 5.9]. We pay special attention to ties in the Dirac mass support points. Let µ
and c be as in Assumptions 1 and 3 and let Y = (yi)

N
i=1 ∈ (Rd)N be a set of N points in Rd. We set

Tc

(
µ,

1

N

N∑
i=1

δyi

)
= inf

γ∈Π

∫
Rd×Rd

c(x, y)dγ(x, y), (5.2)

where the infimum is taken over couplings (or plans) γ ∈ Π whose first marginal is µ and whose second
marginal is the discrete measure 1

N

∑N
i=1 δyi . The loss functions in (1.1) and (1.2) correspond to the 2-

Wasserstein distance squared for which the cost function c is the squared Euclidean distance, i.e. c(x, y) =
∥x− y∥2 for x, y ∈ Rd.

We let λ : (Rd)N → RN be such that for all i = 1, . . . , N and Y ∈ (Rd)N ,

λi(Y ) =

{
|{j, j≥i, yj=yi}|

N if yk ̸= yi ∀k < i,

0 otherwise.
(5.3)

For Y ̸∈ DN , the generalized diagonal defined in (2.3), we have λi(Y ) = 1
N , i = 1, . . . , N . When there

are ties with equal points, λ assign the mass of the whole group to the first index and zero to the remaining
indices. Note that λi ≥ 0 and

∑N
i=1 λi = 1 and the function λ is semi-algebraic (it is constant on finitely

many disjoint pieces defined by linear equalities and their complements). We set gc : (Rd)N × RN → R as
follows
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gc(Y,w) =

∫
Rd

min
i:λi(Y )>0

{c(x, yi)− wi}dµ(x) +
N∑
i=1

λi(Y )wi. (5.4)

Theorem 5.2. Let µ be a probability measure on Rd, Y = (yi)
N
i=1 ∈ (Rd)N be a set of N points in Rd and

c : Rd × Rd → R+ be lower semicontinuous. Then

Tc

(
µ,

1

N

N∑
i=1

δyi

)
= max

w∈Rn
gc(Y,w),

where Tc is given in (5.2) and gc is given in (5.4).

Proof. This is a direct implication of [41, Theorem 5.9]. The design of the function λ in (5.4) ensures that

ν :=
1

N

N∑
i=1

δyi =
N∑
i=1

λi(Y )δyi ,

where, furthermore, the set of weights λi(Y ) > 0 corresponds to distinct points yi, all ties being merged.
A direct inspection of the function gc in (5.4) shows that it does not depend on variables wi corresponding
to zero weights λi(Y ) = 0. Therefore we may ignore them and consider l ≤ N non-zero weights λi(Y ).
Assuming that they correspond to the first l weights (up to a permutation that keeps gc and Tc invariant), we
obtain

ν =
l∑

i=1

λi(Y )δyi ,

gc(Y,w) =

∫
Rd

min
i=1,...,l

{c(x, yi)− wi}dµ(x) +
l∑

i=1

λi(Y )wi,

where the points y1, . . . , yl are pairwise distinct and form the support of the measure ν. In this set-
ting, we may interpret the dual variables w1, . . . , wl as a function ϕ ∈ L1(ν) by setting ϕ(yi) = wi for
i = 1, . . . , l, since support points are pairwise distinct. The claimed result then follows from Kantorovich
duality [41, Theorem 5.9] by noticing that with this interpretation one has

∫
ϕdν =

∑l
i=1 λi(Y )wi and

mini=1,...,l{c(x, yi)− wi} = −maxy∈{y1,...,yl}{ϕ(y)− c(x, y)} = −ϕc(x), the c-transform of ϕ.

The following is our main definability result for this section.

Lemma 5.3. Let µ be as in Assumption 1 and c be as in Assumption 3, then the loss function

Fc : Y ∈ (Rd)N 7−→ Tc

(
µ,

1

N

N∑
i=1

δyi

)
(5.5)

is definable in Ran,exp where Tc is defined in (5.2).
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Proof. We aim at showing that the function gc appearing in the Kantorovich dual formulation in Theorem
5.2, described in (5.4), is definable and the result will follow from Lemma 4.9.

First the function λ is semi-algebraic as it is constant on finitely many subsets defined by finitely many
linear equalities and their complements. Under Assumption 1, we have

gc(Y,w) =

∫
Rd

min
i:λi(Y )>0

{c(x, yi)− wi}f(x)dx+
N∑
i=1

λi(Y )wi,

where the density f of µ and the cost c are globally subanalytic. This property is preserved under finite
minimization and composition (Lemma 4.9 and Lemma A.1), and therefore the integrand in gc is a globally
subanalytic function of (x, Y, w). Lemma 4.8 ensures that gc is definable in Ran,exp. This concludes the
proof.

5.2 The sliced and max-sliced Wasserstein distances

Sliced Wasserstein. For any θ ∈ Sd−1 the unit sphere of Rd, we set Pθ : x ∈ Rd 7→ ⟨θ, x⟩, the projection
on the line directed by θ, and we let σ be the uniform probability measure over Sd−1. Given µ and ν two
probability measures on Rd, the sliced Wasserstein distance is defined as follows:

SW2
2(µ, ν) =

∫
Sd−1

W 2
2 (Pθ♯µ, Pθ♯ν)dσ(θ). (5.6)

Here W 2
2 still denotes the 2-Wasserstein distance squared and corresponds to the loss in (5.2) with c(x, y) =

(x − y)2 (the distance is taken between univariate measures). We recall that the pushforward operator of a
measure µ in Rd by a measurable map T : Rd → Rn is defined as the measure T♯µ such that for all Borelian
B ⊂ Rn, T♯µ(B) = µ

(
T−1(B)

)
. We present definability of the sliced Wasserstein distance between two

discrete probability measures. Note that even in the fully discrete setting, the divergence in (5.6) involves
an integral over the sphere and therefore does not falls directly within the scope of definable functions.

Lemma 5.4. Let N,M ∈ N∗, then the following function is definable in Ran,exp

FSW-discr : (Rd)N × (Rd)M ×∆N ×∆M → R

(X,Y, a, b) 7→ SW2
2

 N∑
i=1

aiδxi ,
M∑
j=1

bjδyj

 .

Proof. By definition of the pushforward of a discrete measure by Pθ, the integrand in the definition of SW2
2

in (5.6) corresponds to

(θ,X, Y, a, b) 7→ W 2
2

 N∑
i=1

aiδ⟨θ,xi⟩,
M∑
j=1

bjδ⟨θ,yj⟩

 .

This function is semi-algebraic, for example it can be written explicitly as a finite dimensional linear pro-
gram with semi-algebraic data or using quantile functions for finitely many support points, which are semi-
algebraic. The result follows from Lemma 4.8.
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The functional FSW-discr is studied in [39] in the context of machine learning applications, where conver-
gence of a stochastic gradient descent algorithm is described using the weakly convex nature of the resulting
loss function. Unlike the case of optimal transport with general costs, the definability of semi-discrete sliced
Wasserstein loss does not follow directly from [10, Theorem 1.3]. Indeed, the main result states that a cer-
tain class of log-analytic functions is stable under integration. However, log-analytic functions are not stable
under maxima or absolute value, which would be required to conclude regarding the semi-discrete sliced
Wasserstein loss. Still, it is reasonable to believe that the semi-discrete loss in (5.1) is definable if D is the
sliced Wasserstein distance, but this result is out of the scope of the present work.

Max-sliced Wasserstein. Replacing the integral in (5.6) by a maximum over the unit sphere leads to the
max-sliced Wasserstein problem [27, 15] defined as

MSW2
2(µ, ν) = max

θ∈Sd−1
W 2

2 (Pθ♯µ, Pθ♯ν). (5.7)

In practice, it requires an estimator for the maximum (see the remark following the Claim 3 in [15]). The
following shows a definability result for the semi-discrete max-sliced Wasserstein distance.

Lemma 5.5. Let µ be as in Assumption 1 and c be as in Assumption 3, then the objective function

FMSW : Y ∈ (Rd)N 7−→ MSW2
2

(
µ,

1

N

N∑
i=1

δyi

)
(5.8)

is definable in Ran,exp, where MSW2
2 is defined in (5.7).

Proof. For any θ ∈ Sd−1, we have that the pushforward of the discrete measure by Pθ is given by 1
N

∑N
i=1 δ⟨yi,θ⟩.

Using Kantorovich duality (Theorem 5.9 in [41]), following the same construction as in Section 5.1 we have

MSW2
2

(
µ,

1

N

N∑
i=1

δyi

)
= max

θ∈Sd−1, w∈RN

∫
R

min
λi(Y )>0

{
(t− ⟨yi, θ⟩)2 − wi

}
dPθ♯µ(t) +

N∑
i=1

λi(Y )wi

= max
θ∈Sd−1, w∈RN

∫
Rd

min
λi(Y )>0

{
⟨x− yi, θ⟩2 − wi

}
f(x)dx+

N∑
i=1

λi(Y )wi,

where the first equality follows from Theorem 5.2 and λ is given as in (5.3) for d = 1 applied to the pro-
jections ⟨θ, yi⟩, i = 1, . . . , N . The second equality corresponds the change of variable for image measures
(for example [6, Theorem 3.6.1]). The integrand is globally subanalytic so by Lemma 4.8, the integral is
definable in Ran,exp, and so is the maximum by Lemma 4.9.

5.3 Entropic regularization

Entropic regularization is widely used in optimal transport and can for example induce desirable compu-
tational and algorithmic features [13] (see also section 4.1 of [36]). This regularization was considered in
a semi-discrete setting in [23, Section 2]. Given ϵ > 0 and a general cost function c : Rd × Rd → R+,
the entropy regularized optimal transport loss Wϵ between two probability measures µ and ν is defined as
follows

Wϵ(µ, ν) = min
γ∈Π

∫
Rd×Rd

c(x, y)dγ(x, y) + ϵ H(γ|µ⊗ ν) (5.9)
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where Π denotes the set of measures on Rd × Rd whose first and second marginals are µ and ν, and µ⊗ ν
is the product measure. The function H denotes the Kullback-Leibler divergence, which is defined for
probability measures γ, ζ on Rd × Rd by:

H(γ|ζ) =
∫
Rd×Rd

[
log

(
dγ

dζ
(x, y)

)
− 1

]
dγ(x, y)

and dγ
dζ denotes the relative density of γ with respect to ζ (the divergence is infinite if γ is not absolutely

continuous with respect to ζ).

Lemma 5.6. Let µ be as in Assumption 1 and c be as in Assumption 3. Suppose that R > 0 is such that
Suppµ ⊂ Bd(0, R), the unit ball of radius R, and c is in addition analytic on an open set containing
Bd(0, R) × Bd(0, R). Then given a fixed ϵ > 0, the entropy regularized transport functional (restricted to
the R-radius ball)

Fϵ : Y ∈ Bd(0, R)N 7−→ Wϵ

(
µ,

1

N

N∑
i=1

δyi

)
(5.10)

is definable in Ran,exp.

Proof. Using [23, Proposition 2.1], we have that Wϵ can be written in dual form

Wϵ

(
µ,

1

N

N∑
i=1

δyi

)
= max

w∈C(Bd(0,R))

∫
Rd

−ϵ log

(
1

N

N∑
i=1

exp

(
w(yi)− c(x, yi)

ϵ

))
dµ(x)

+
1

N

N∑
i=1

w(yi)− ϵ (Sϵ)

where the soft-max approximation of the c-transform of w appears and the maximum is over continuous
functions. We first remark that the addition of a constant to w in (Sϵ) does not change the value of the
objective, so we may assume for example that w(y1) = 0, without modifying the value of the maximum.
Furthermore, it is known that since c is C∞ by assumption, the optimal potential w in (Sϵ) is Lipschitz
continuous with the same Lipschitz constant as the cost c, say on Bd(0, R) [22, Proposition 1]. More
precisely, it can be deduced from the smooth c-transform formulation of the dual variable and a first order
condition. Hence the potential w in (Sϵ) may be assumed to be uniformly bounded by a constant K which
only depends on c and R. Now we may use the same device as in Theorem 5.2 and obtain

Wϵ

(
µ,

1

N

N∑
i=1

δyi

)
= max

∥w∥∞≤K,w1=0

∫
Rd

−ϵ log

(
N∑
i=1

λi(Y ) exp

(
wi − c(x, yi)

ϵ

))
dµ(x)

+

N∑
i=1

λi(Y )wi − ϵ (5.11)

where λ is the semi-algebraic function in (5.3) which allows to break ties. The representation in (5.11)
involves the logarithm restricted to a compact interval of the form [a, b] where a > 0, and the exponential
function also restricted to a compact interval. Both are restricted analytic and hence globally subanalytic
as in Proposition 4.5. Definable functions are stable by composition as described in Lemma A.1, therefore
the expression in (5.11) involves the integral of a globally subanalytic function, and by Lemma A.1 it is
definable in Ran,exp. We conclude using the stability of definable functions under maxima, Lemma 4.9.
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Remark 5.7. The result in Lemma 5.6 also holds if ϵ is considered as a variable, restricted to a compact
interval of R∗

+.

6 Conclusion

The rigidity of o-minimal structures, and the log-analytic nature of globally subanalytic integrals allowed
to prove sequential convergence of Lloyd-type algorithms under definability assumptions of the density of
the target measure µ. A by-product of the analysis is the introduction of the powerful tools of o-minimal
geometry in a semi-discrete optimal transport context. The main assumption on the target measure µ is that it
stems from a globally subanalytic density. While the class of such densities is extremely broad, it is not clear
how restrictive this assumption is and how it relates to practice. For example, it seems difficult to practically
distinguish between absolutely continuous measures for which the global subanaliticity assumption on the
density holds or not. Finally, exploring the nature of critical points resulting from Lloyd’s iterations is a
relevant next step (global/local minima, saddle point) which would require a second order analysis.
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A Additional proofs and technical results

The following lemma will be used throughout the text, see for example [12, Exercise 1.11].

Lemma A.1. The composition of two functions definable in the same o-minimal structure is definable.

Proof of Lemma 4.6. Let B1,∞(x̄1, r), . . . , Bl,∞(x̄l, r) be a finite covering of K by l closed balls for the
infinite norm with r sufficiently small so that for all i = 1, . . . , l, we have Bi,∞(x̄i, r) ⊂ U . Fix i ∈
{1, . . . , l} and consider the translation and scaling transformation

Ai : x ∈ Rn 7−→ 1

r
(x− x̄i) ∈ Rn

so that Ai

(
Bi,∞(x̄i, r)

)
= [−1, 1]n. These are affine bijections, so that Ai(U) is an open set containing

[−1, 1]n. By composition of analytic functions, we get that f ◦A−1
i : Ai(U) −→ R is analytic. In particular,

since [−1, 1]n ⊂ Ai(U) we have that the restriction f ◦ A−1
i |[−1,1]n is restricted analytic, hence globally

subanalytic.
Finally, by denoting Bi := Bi,∞(x̄i, r), we have that f |Bi = f ◦ A−1

i |[−1,1]n ◦ Ai where Ai is affine,
hence definable (its graph is a subspace). Therefore f |Bi is also globally subanalytic by Lemma A.1. The

19



graph of f |K can then be written:

Γ (f |K) = Γ
(
f |⋃l

i=1 Bi∩K

)
=

l⋃
i=1

Γ (f |Bi∩K) .

For all i ∈ {1, . . . , N}, we therefore have f |Bi∩K = f |Bi 1K , which is the product of two globally
subanalytic functions as 1K is the indicator function of a semi algebraic set. Therefore f |Bi∩K is globally
subanalytic, for example using Lemma A.1 for stability under product, and we conclude using the stability
of globally subanalytic sets with finite unions.

Proof of Lemma 4.9. We prove the results (i) and (ii) for the minimum. The maximum case follows a
symmetric proof using the hypograph.

First, we recall that by definition of the epigraph, epi
(
min
j∈J

fj

)
=
⋃

j∈J epi(fj). We thus conclude for

(i) since definable subsets are stable by finite unions.
For the second property (ii), we denote by p : Rd+n+1 −→ Rd+1 the canonical projection on the first d

coordinates and the last coordinate. We aim at showing the following equality

epi

(
min
w∈E

f(., w)

)
= p (epi(f)) .

Since the minimum is attained by hypothesis, we have

(x, y) ∈ epi

(
min
w∈E

f(. , w)

)
⇐⇒ min

w∈E
f(x,w) ≤ y

⇐⇒ ∃ w′ ∈ E such that f(x,w′) ≤ y

⇐⇒ (x,w′, y) ∈ epi(f)

⇐⇒ (x, y) ∈ p(epi(f))

which concludes the proof.
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[33] Q. Mérigot, F. Santambrogio, and C. Sarrazin. Non-asymptotic convergence bounds for Wasserstein
approximation using point clouds. In Advances in Neural Information Processing Systems, volume 34,
pages 12810–12821. Curran Associates, Inc., 2021.

[34] G. Pagès. Introduction to vector quantization and its applications for numerics. ESAIM: proceedings
and surveys, 48:29–79, 2015.

[35] G. Pagès and J. Yu. Pointwise convergence of the Lloyd algorithm in higher dimension. SIAM Journal
on Control and Optimization, 54(5):2354–2382, 2016.
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