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Abstract

Learning disabilities present significant barriers in the lives of individuals, particularly children and students, as they can impede
their learning process and skill development. Dysgraphia, a form of learning disability, can adversely affect an individual’s writing
ability. While various approaches have been proposed to detect learning disorders, there is a lack of methods for tracking the
progression of these disorders.

In this work, we propose an intelligent model for tracking the evolution of dysgraphia. Our approach utilizes a probabilistic
machine learning algorithm to compute a Dysgraphic class score for each individual. By computing this score at different inter-
vals, we can monitor the individual’s progress over time. To achieve this, we trained various probabilistic classifiers and fuzzy
clustering algorithms on a labeled dataset to select the model with the best performance for tracking. Our experimental evaluation
demonstrates that our model successfully tracks the evolution of individuals with dysgraphia.
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1. Introduction

Learning disabilities represent a significant obstacle in the lives of individuals, particularly children and students, as
they can hinder their learning process and the acquisition of skills. Dysgraphia is a disorder characterized by difficulties
in the acquisition of writing skills [1]. Early diagnosis of dysgraphia allows for assisting children in improving their
handwriting, and adapting teaching methods accordingly. However, the diagnosis is a time-consuming and costly
process requiring professional intervention.

Recent advances in artificial intelligence could make the diagnosis of dysgraphia easier and less costly, greatly
helping those affected. Several works have proposed intelligent approaches to detect individuals with a particular type
of learning disability [2]. Other approaches have been proposed to detect various types of learning disability, etc. [3].
Some studies also suggest that people with dysgraphia can improve their writing and reading skills [4].
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However, the aspect of evolution tracking of Dysgraphic people has not been addressed. To the best of our knowl-
edge, there is no existing approach for tracking the progress of individuals with dysgraphia. Indeed, effective evolution
tracking is crucial as it enables the adaptation of learning scenarios according to the progress or regression of the dis-
ease. We point out that the study presented in this paper is part of a research line with a wider scope. In a previous
work, a novel system for helping people suffering from dysgraphia was proposed, tackling spelling mistakes, gram-
matical mistakes and poor handwriting quality [5]. In this work, we propose an approach for automatically tracking
the evolution of dygraphic individuals over time. The proposed approach, based on probabilistic classifiers, enables us
to compute the probability of belonging to each class (Dysgraphic / Non-Dygraphic). We will use this probability as a
score or degree to determine whether a Dysgraphic person shows possible improvement over time or not. The present
paper details our proposal to perform the evolution tracking task.

The rest of the paper is organized as follows. Section 2 discusses the state of the art related to learning disabilities
detection and treatment. The general idea of our approach is introduced in section 3. Section 4 details the phases of
the construction of our evolution tracking model. Experimental results are presented in section 5. Finally, a conclusion
is provided in section 6.

2. Related Work and Motivations

Several works have utilized machine learning (ML), deep learning techniques (DL) and fuzzy logic to address the
problems of detecting Dysgraphic persons and providing assistance through corrections to their handwriting, along
with proposing exercises as part of their treatment.

The detection of dysgraphia is crucial, as early diagnosis enables children to perform well at home and school
allowing parents to adapt to the environment according to the child’s needs [6]. Consequently, several approaches
have been proposed to automatically detect dysgraphia using ML algorithms. For example, the the Adaptive Boosting
(AdaBoost) algorithm achieves an accuracy of 80% [7] while the Random Forest algorithm demonstrates an accuracy
up to 99% [8, 9]. Additionally, other approaches have employed DL algorithms such as the Deep Transfer Learning
which achieves an accuracy of 99.75% for dysgraphia detection [10], and the Convolutional Neural Network with an
87% accuracy [11].

While the previous approaches addressed the problem of dysgraphia detection, other works have proposed to assist
Dysgraphic persons in improving their writing skills. Quenneville [12] mentioned various tools that aid those with
learning disabilities, such as word predictors and auditory feedback. The approach presented by Scheidl et al. [13]
used TensorFlow, a popular ML tool in python, to achieve accurate handwriting recognition. Toutanova et al. [14]
described a spelling correction algorithm based on pronunciation. In our previous work, we presented an approach
that combines multiple solutions for efficient handwriting correction, including handwritten text recognition using
a CNN-RNN-CTC model, a spelling correction model based on the SymSpell and Phoneme models, and grammar
correction using the GECToR model.

In this work, we tackle the challenge of tracking the evolution of dysgraphia using probabilistic ML. Researchers
in [15] utilized unsupervised learning with the K-Means clustering method to categorize children into three clusters.
Cluster C1 exhibited mild dysgraphia, while C2 and C3 exhibited severe dysgraphia. However, the classification lacks
the provision of evolution information if the child does not transition through the different clusters. To the best of our
knowledge, there is no existing proposal addressing the tracking of the evolution of dysgraphia with a score reflecting
the individual’s situation at each evaluation.

3. General Approach

Our tracking approach for Dysgraphic individuals aims to automatically evaluate the evolution of the disease over
time. Our proposal is based on a fuzzy classification algorithm that assigns a score to each individual indicating
their likelihood of belonging to the Dysgraphic class. The intuition is that this score reflects the stage of the disease,
allowing us to monitor the evolution of dysgraphia.

To achieve that, we compare different ML methods to build a decision model capable of assigning a score to an
individual indicating their likelihood of belonging to the Dysgraphic class and thus providing a degree of evolution.
Figure 1 provides an overview of our approach, illustrating the different steps in the training phase and the principles
of tracking phase.
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Fig. 1: Overview of the Dysgraphia Tracking Approach

As shown in this figure, the first phase consists in building the tracking model. It starts by applying necessary
pre-processing techniques to the labeled dataset and selecting important features in order to reduce learning time
and avoid overfitting. Subsequently, well-known fuzzy ML algorithms are applied on the pre-processed and labeled
dataset. Then, based on classification metrics (F1-Score, Recall, Precision and Accuracy), we select the best fuzzy
algorithm for classifying Dysgraphic persons. Each model undergoes an optimization using various techniques to
determine the combination of parameters that improve the model’s quality. The algorithm achieving the highest test
scores is selected and deployed for the next phase. Finally, the constructed model is used in the second phase to
monitor the evolution of Dysgraphic persons. At each data collection point, individuals are classified, and based on
the computed score, we determine whether they have experienced positive or negative evolution.

4. Proposed Dysgraphia Evolution Tracking Model

The object of our proposed model is to assess the evolution of Dysgraphic persons over time. We detail in this
section the driven dataset used to conduct the construction of our model, the features selection stage, and the selection
of the ML algorithm that provides the best result regarding the tracking of dysgraphia.

4.1. Description of the dataset

The dataset we used in this work to build our model is collected by [16]. They recruited 280 children, including 62
Dysgraphic children. The participants underwent the BHK test, which involves reproducing text to identify various
attributes (such as letter shape, size, alignment, spacing, etc.) used to calculate a final handwriting score.

Then, 12 different digital features were selected from the work of Asselborn [9], based on their importance on
the simple binary classification between children with or without dysgraphia. These features can be categorised as
follows:

o Static features: Representing the geometric characteristics of the written text. The static features in the dataset
include Space Between Words, SD of Handwriting Density, Median of Power Spectral of Tremor Freq.

o Kinematic features: Features describing the dynamic of the handwriting process. kinematic features consist of
Median of Power Spectral of Speed Freq, Distance to mean of Speed Freq, and In Air Time Ratio.

o Pressure features: Features using the notion of pressure measured between the pen tip and the tablet surface.
Pressure features include Mean Pressure, Mean Speed of Pressure Change, and SD of speed of Pressure Change.

o Tilt features: Grouping features using the notion of tilt between the pen and the surface of the tablet. Tilt
features comprise Distance to Mean of Tilt-x Freq, Bandwidth of Power Spectral of Tilt-x Freq, and Median of
Power Spectral of Tilt-y Freq.
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The dataset includes additional features that capture general information about the children involved in this study.
Three categorical variables represent additional information (Gender, Class, Laterality), one numerical feature which
is the Age, and there is an ID to identify each individual. Finally, there is a grouping variable indicating whether
each child belongs to the non-Dysgraphic or Dysgraphia group. This results in a dataset with a total of 20 columns,
including the ID of each child.

4.2. Feature Selection

The data pre-processing and feature selection phases are essential concepts in a ML project, aiming to prepare
the data for modeling and optimize results and performances. In this work, we perform various data transformations.
First, we engage in feature reduction to decrease the number of features, thereby reducing learning time and preventing
overfitting. Subsequently, we generate a polynomial combination of features, allowing the creation of more complex
models that better capture the nonlinear relationships between the features and the target variable.

First, we select significant features using Mann-Whitney U test, a statistical method suitable for comparing the
central tendency of two groups without assuming the normal distribution of data. The test relies on the MW U statistic,
which measures the difference between the ranks of the observations in each group [17].The significance value p_value
was set to p < 0.05. Table 1 lists the selected features with their test scores and the p_values.

Table 1: Mann-Whitney U test Results

Features Score p-value
BHK _raw_quality_score 164.5 0
median_Freq_speed 384 0
mean_d_P 802 0
dist_Freq_tilt_x 837 0
dist_Freq-speed 988 0
median_Freq_tilt_y 1002 0
Space_Between_Words 1135 0
bandwidth_tilt_x 1218 0
std_d_P 1218 0
mean_Pressure 1260 0
in_Air 1268 0
BHK_raw_speed_score 1275 0
std_Density 1448 0.01
median_Freq_tremolo 1500 0.02
Age 1596 0.05

Regarding the categorical variables, we applied chi-squared test to determine if there is an association between the
features and the Dysgraphia column. However, none of the categorical features were selected.

After selecting the features, we applied polynomial features to the chosen ones to generate polynomial combina-
tions. This allows the creation of more complex models that can better capture nonlinear relationships between the
features and the target variable. Then, we applied Sequential Features Selection to select the final combinations that
will be used to train the model.

4.3. Selection of ML Algorithm

In this section, we apply a number of well-known classification and clustering algorithms to the prepared dataset to
select the ML algorithm that yields the best results. Then, we evaluate the results provided by each algorithm based on
the classification metrics. The algorithms are applied to the dataset several times, and the parameters of the algorithms
are optimized after each iteration until we obtain the best results.

4.3.1. ML Algorithms
Fuzzy C-Means (FCM): It is a clustering algorithm that assigns each data point to a cluster based on its degree of

membership. In FCM, each data point can belong to multiple clusters, with degree of belonging computed using the
matrix U [18].
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Random forest: This Classifier is a bagging technique that combines multiple decision trees to predict final value.
For a given number of trees N, Random Forest Classifier builds and trains N Decision Trees in order to get the
prediction of each one and computes the Mode as final result [19].

Gaussian Naive Bayes (GNB): Naive Bayes (NB) is a supervised learning algorithm that uses Bayes’ theorem to
calculate the probability of a given instance belonging to a certain class. Gaussian Naive Bayes is a variant of Naive
Bayes that assumes the likelihood of the features to be Gaussian. The GNB model uses MAP estimation to calculate
the mean and variance of the feature values for each class. These parameters are then used to calculate the conditional
probability of the features given the class, which is used in the classification [19]. The Gaussian Naive Bayes assumes
the normality of the data to provide accurate results; therefore, the normality of our data needs to be evaluated [20].

Normality Test: Normal distribution, also known as Gaussian distribution, is one of the most important distri-
butions in statistics and ML, playing a crucial role in various algorithms and statistical tests. One statistical test
employed to assess the normality of data is the Kolmogrov-Smirnov test. This test evaluates the goodness-of-fit be-
tween observed data and the normal distribution, offering a measure of the agreement between empirical data and the
excepted characteristics of a Gaussian distribution. The null hypothesis of the Kolmogrov-Smirnov test states that
data are drawn from a normally distributed population, with a p_value greater than 0.05 indicating acceptance of this
hypothesis [21].

Table 2: Kolmogrov-Smirnov test Results

Features Score p-value

BHK _raw_quality _score 1 0
median_Freq_speed 0.5 2.289 x 1079
mean_d_P 0.49 9.52 x 107%
dist_Freq_tilt_x 0.5 291 x 1079
dist_Freq_speed 0.5 291 x 1079
median_Freq_tilt_y 0.501 1.31 x 10763
Space_Between_Words 1 0
bandwidth_tilt_x 0.501 1.43x107%
std_d_P 0.82 5x 10721
mean_Pressure 1 0

in_Air 0.62 7.81 x 107196
BHK_raw_speed_score 1 0
std_Density 0.99 0
median_Freq_tremolo 0.5 1.51x 1079
Age 1 0

Logistic Regression: It is a statistical method used to model the relationship between a binary outcome variable and
one or more predictor variables. The goal of logistic regression is to estimate the probability of the binary outcome
(e.g., 0 or 1) as a function of the predictor variables. The logistic regression model uses a logistic function to map the
linear combination of the predictor variables to the probability of the outcome [19].

4.3.2. Selection Process

In order to select the best ML algorithm for our model, we evaluated and compared different well-known algorithms
based on the Cross-Validation method. This method is one of the most widely used protocols for model evaluation,
employing a statistical approach to assess and compare learning algorithms by dividing data into two segments: one for
learning or training a model and the other used for validating it. In typical cross-validation, the training and validation
sets must cross-over in successive rounds, ensuring that each data point has a chance of being validated against. For
this project, we used 5K Cross-Validation.

To evaluate the quality of the results provided by the different algorithms, we considered accuracy, precision, recall
and F1 metrics.

4.3.3. Hyper-parameters Optimization:
Hyperparameters are configuration settings that are established before the training process begins and cannot be
learned from the data. These settings wield substantial influence over the model’s performance and the quality of its
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outcomes. The primary aim of hyperparameter optimization is to identify the most effective values for these hyperpa-
rameters, with the ultimate goal of enhancing prediction accuracy.

To achieve this, hyperparameter optimization typically involves assessing the model’s performance on a validation
dataset while experimenting with different combinations of hyperparameters. The combination that yields the highest
performance is then selected. Various techniques can be employed for hyperparameter optimization, including grid
search, random search, Bayesian optimization and genetic algorithms. In this work, we have used 2 techniques:

e Genetic algorithm: an evolutionary algorithm that begins with a randomly generated initial set of parameters
(i.e chromosomes) of a potential solution (6 chromosomes in our case) (e.g.: {N of trees: 10, Criterion: log loss,
Max Depth: 10, bootstrap: False, Max Features: None} is a chromosome). Then, a score is calculated based
on these chromosomes using the cross-validation score. The 2 highests individuals are selected to pass their
genes to the next generation, in which they randomly exchange 2 of their parameters values to create 2 new
chromosomes (i.e. oft-springs). These off-springs are subject to a mutation, where we randomly select for each
one a parameter and change its value, to create 2 new chromosomes (i.e. Mutant chromosomes). This whole
process is applied on these 6 (2 best chromosomes, 2 off-springs and 2 mutants) and goes on until satisfying a
certain criterion (either achieving a pre-defined score or a duration).

e Random search: an optimization technique that explores different combinations of parameters values. The model
is trained with these combinations and evaluates the performance of each one, repeating the process for a number
of iterations. The algorithm returns the combination with the maximum score.

Table 3: Optimal Hyperparameters.

Model Parameter Optimal Value
N of trees 148
Criterion log loss
Random Forest Max depth 58
Bootstrap True
Max Features None
Solver Saga
Logistic Regression Penalty None
C 1
Gaussian Naive Bayes Priors [0.9,0.1]

We compute the hyperparameters for each algorithm using both Genetic algorithm and Random search separately,
then we evaluate the results using the cross validation technique. Finally, we keep the hyperparameters that provide the
best results with respect to the identification of Dysgraphic persons. The hyperparameters selected for each algorithm
are presented in table 3.

4.3.4. Results:

In this work, our main goal is to detect Dysgraphic persons and to compute for each individual the degree of
belonging to this class. In other terms, we need to maximize the true positives and minimize the false negatives.
The metric which reflects this aspect is the recall. Thus, our model should maximize the recall metric to detect these
individuals well.

Table 4: Cross-Validation results.

Accuracy Recall Precision F1 Score
Random Forest 0.9644 0.9000 0.9418 0.9177
Logistic Regression 0.9745 0.9027 0.9800 0.9350
Fuzzy C-Means 0.5210 0.6110 0.2580 0.3630

GaussianNB 0.9592 0.9500 0.8930 0.9140
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The results presented in table 4 shows that Gaussian Naive Bayes outperforms the other models in terms of Recall.
Furthermore, Gaussian Naive Bayes obtained good results in the other metric. As a consequence, we decided to use
the Gaussian Naive Bayes model in the tracking phase.

Applied on our driven dataset, Gaussian Naive Bayes selected the following features in order to train the model:
BHK _raw_quality_score, BHK raw_sp-
eed_score, median_Freq_speed, Space_Between_Words and Age. Indeed, it includes in its process a feature selection
step. The following figure shows scatter plots of these features for both groups (non-Dysgraphic & Dysgraphic).
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Fig. 2: Final selected features

4.4. Tracking Process

The object of this phase is to build the model used for the tracking of Dysgraphic persons, based on the results
achieved during the first phase. Thus, the tracking is achieved using the Gaussian Naive Bayes algorithm applied on
the features combination selected in section 4.2.

In order to track the evolution of Dysgraphic persons, our approach is applied on the data collected at each instant
t to compute for each individual i the score s(t, i) of belonging to the Dysgraphic class. Then the score s(t, i) obtained
at instant ¢ is compared with the score s(r — 1,i) obtained at instant # — 1. The evolution is defined based on this
comparisons:

e positive evolution if s(¢, i) < s(t — 1,1)
e negative evolution if s(z,i) > s(t — 1,1)
e no evolution if s(z,i) = s(t — 1,1)

At each data collection, the process is repeated on the new data and the scores for each individual is compared with
previous data which allow to draw the evolution curve per person.
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5. Experimental Evaluation and Interpretation

This section presents our experiments to show the effectiveness of our approach for tracking the evolution of
Dysgraphic persons. We have first evaluated the quality of the results achieved by our model. Then we have evaluated
the capacity of our approach to track both positive and negative evolution of the individuals. The source code of the
project is publicly available on GitHub .

5.1. Datasets

To evaluate the robustness and the capability of our model to generalize better on unseen data, we have created a
synthetic dataset using Generative Adversarial Network for tabular datasets TABGAN proposed by [22] based on the
driven dataset used in this work [16]. This approach ensures that the generated distributions match the distributions of
the discrete variables in the training data.

First of all, we have trained a multi-layer perceptron on the original dataset, which achieved an AUC (Area under the
ROC curve) of 0.802 on the test set. AUC metric is a widely used measure for assessing the performance of classifiers,
particularly for imbalanced data [23]. Then, TABGAN model is used to generate a synthetic dataset from the original.
The resulting generated dataset comprises 157 samples, 130 non-Dysgraphic and 27 Dysgraphic samples. To assess
the quality of this newly generated dataset, we employed it as a test set for the previously implemented multi-layer
perceptron, resulting in an AUC of 0.78.

To the best of our knowledge, there are no datasets online containing information of Dysgraphic persons collected
at different times. Thus, to evaluate the capacity of our approach to track Dysgraphic persons, we have simulated the
evolution of the characteristics of Dysgraphic people. First, we generate a series of data showing positive evolution on
which we apply our algorithm. Positive evolution implies that the person’s health improves. Second, we evaluate the
capability of our algorithm to track negative changes by generating a series of data reflecting such trends. The object
is to show that our algorithm is able to understand, through the series of data, that an individual is making positive or
negative evolution.

To do that, we have implemented the algorithm 1 to generate for each person, series of data from instant #; to
instant ¢,, knowing that instant # is the original data of each Dysgraphic person. To generate series of data with
positive evolution (negative evolution), we determine the closest non-Dysgraphic (Dysgraphic) person for each Dys-
graphic (non-Dysgraphic) person p by computing the Euclidean distance between p and the each non-Dysgraphic
(Dysgraphic) person n in n_list (line 4 —5). Then, for each feature f, we compute the difference between f for the Dys-
graphic person p and the closest person closest_n (line 6 — 9). Finally, the data for the next instant is calculated by the
formula in line 8, which is inspired from weights update formula using the descent gradient, where « is the learning
rate that can be either positive or negative (positive for improving the writing abilities, negative for the opposite).

Algorithm 1 Dysgraphic cases data simulation

Require: features, non-Dysgraphic_people_data, £y instant data

Ensure: data > from #; to ¢, instant data
I 0.1 > Evolution rate
2: n_list < non — Dysgraphic_people_data
3: for i in range(t,, ,) do

4: distances < ||(p,n)||» > for each non-Dysgraphic person n in n_list
5: closest n « argmin,.,, .o (distances)
6: for f in features do
7: dif fslf] « closest n[f] — plf]
8: data[t;][f] « datalt; ][ f] + a * dif fs[f]
9: end for
10: end for

11: return data

! https://github.com/youcef-ely/Dysgraphia_Detection/tree/main
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Fig. 3: Tracking the Evolution of Dysgraphic Children.

5.2. Robustness Evaluation

We have evaluated the robustness of our model to identify dysgrgphic persons by applying the Gaussian Naive
Bayes algorithm on the dataset generated in the previous section. A person is identified as Dysgraphic if the probability
to belong to this class is over 50%. The obtained results show that our model is able to identify Dysgraphic persons
with good metric scores. Indeed, the accuracy, recall, precision and F1 score was respectively equal to 0.94, 0.85, 0.85
and 0.85.

5.3. Dysgraphic Person Tracking

We have first applied our model on the data showing positive evolution to compute the probability of being Dys-
graphic for each person based on the collected data. Figure 3a shows the probability over 12 consecutive instants, of
10 persons selected randomly from the generated dataset.

We can see that our approach predicts positive evolution, as described by the generated data, where the probability
of each person is decreasing from being Dysgraphic to being non-Dysgraphic. Indeed, children are showing positive
evolution even though those having a probability above 0.5 at ¢, are still Dysgraphic. The rest of persons reached the
non-Dysgraphic class since they achieved a probability lower than 50% at one point.

In a second time, we have applied our model on the data showing negative evolution. Figure 3b shows that our
approach is able to track negative evolution where the probability of each person to be Dysgraphic is increasing. This
figure proves that our approach is able to predict negative evolution.

The results obtained from the different experiments indicate that our model is able to identify Dysgraphic persons,
even when applied to new datasets, consistently achieving good scores. In addition, we have demonstrated the model’s
capability to assess the evolution of the disability, whether individuals experience positive or negative progress. In
conclusion, our approach proves to be well-suited for tracking dysgraphia disease by analysing data collected from
the patients at different points in time.

6. Conclusion

Learning disabilities such as dysgraphia present significant challenges in the lives of individuals, particularly chil-
dren and students. Several studies have proposed methods for the early detection of dysgraphia. However, there is
currently no approach for monitoring the progression of these individuals’ conditions.

In this paper, we present an approach for the automatic tracking of a person’s disease evolution. Our approach is
based on a probabilistic ML algorithm that computes, for each individual, the score of belonging to Dysgraphic class.
Computing this score at different intervals allows us to monitor the person’s evolution. To achieve this, we compared
various probabilistic and fuzzy ML algorithms and ultimately selected Gaussian Naive Bayes, which achieves the
highest performances for the tracking task. Finally, we generated a series of data that simulates the evolution of



10 Author name / Procedia Computer Science 00 (2024) 000-000

features for Dysgraphic individuals at 12 different points in time, encompassing both positive and negative evolutions.
Our experimental evaluation revealed that our model accurately predicts both types of evolution and effectively tracks
Dysgraphic persons.

In our future work, we aim to develop an approach that provides explanations for the results generated by our
Dysgraphic persons’ tracking method. Indeed, this explanatory aspect is intended to empower Dysgraphic individuals
by offering advice and adaptations to enhance their treatment.
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