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May 29, 2024

Abstract

Aggregation and OFDMA (Orthogonal Frequency Division Multiple
Access) are two fundamental features allowing access points and stations
to benefit from the high physical transmission rates of the recent Wi-
Fi standards. They aim to pool frames with a unique overhead (mainly
the physical header and the acknowledgment) to mitigate its impact on
the throughput. Natural implementations of these features lead to non-
FIFO (First In, First Out) service disciplines that may generate unfairness
between frames. In this paper, we evaluate three stateless service disci-
plines that require a low level of resources (computation and memory).
We prove that when OFDMA does not introduce additional delay, one
of these greedy algorithms minimizes the overhead. Whereas this service
discipline maximizes the system capacity, it generates strong unfairness
between the stations. Instead, the two other algorithms may offer a good
trade-off between capacity and fairness. These algorithms are evaluated
through a theoretical framework and simulations that replay actual Wi-Fi
traces.

1 Introduction

The new Wi-Fi standards, formally the family of IEEE 802.11 standards, con-
tinuously improve Wi-Fi networks from the physical to the MAC layers. Over
the years, the physical transmission rate (at which data is transmitted) has
increased from 1-2Mbit/s up to several Gbit/s for the last standards. Such
transmission rates made the procedure to access the medium the bottleneck
that limits the throughput as it can be longer than the data transmission it-
self. A new feature has then been brought in Wi-Fi 4, frames aggregation,
which pools several frames intended for the same destination together with a

*This work was supported by the Vietnam Academy of Science and Technology under
the grant VAST01.07/23-24 “Join Scheduling algorithm and OFDMA-resources allocation for
IEEE 802.11ax network”.



unique access procedure mitigating its effect on the throughput. More recently,
OFDMA (Orthogonal Frequency Multiple Access) has been defined in the two
recent standards IEEE 802.11ax (Wi-Fi 6) and IEEE 802.11be. Its purpose
is also to pool several frames together, even if their destinations differ. Basi-
cally, OFDMA allocates a subset of the sub-carries that compose the channel
to each frame. The frames are then sent in parallel with a unique medium
access procedure. These two features definitely improve the throughput that
the Wi-Fi network can reach. However, aggregation and OFDMA may change
the transmission order regarding the arrival of the frames in the buffer, i.e.,
use a non-FIFO discipline to pool a maximum of frames together. This change
may generate unfairness between the frames and increase the delay spent in the
buffer for certain frames.

We can make the analogy with a queue in a supermarket where, for each
customer, the cashier begins with a small chit-chat, scans the products, prints
the bill, and waits for the payment. The technology makes the scans of the
products very fast, and the associated time becomes negligible with regard to
the overhead (chit-chat, bill, and payment). The idea is then to pool several
customers with only one chit-chat, bill, and payment. However, all customers
cannot be pooled together. It depends on some criteria. The cashier can then
ask customers far in the queue to verify the criteria to join the current customers
in service to minimize the overhead. Such systems clearly decrease the time to
empty the queue, but it may also increase significantly the waiting time for some
customers and generate frustration.

The service disciplines that select the customers/frames for the next service
must thus offer a trade-off between fairness/delay and throughput. The litera-
ture needs to include theoretical studies assessing the performance of queuing
discipline for this kind of system. Classical results on queuing theory do not
apply here, as the load and the busy-time periods (periods where the system is
not idle) depend on the service discipline itself. Metrics that usually measure
fairness, such as the variance on the delay, for instance, cannot be used anymore
for the same reasons. In this paper, we give some insights about such systems
both from a theoretical and practical point of view. The contributions of this
paper can be summarized as follows:

e We revisit the classical formulae from the queuing theory for this particular
context. We give, for instance, the relationship between the load and the
pooling rate (mean number of customers served together).

e We propose three stateless disciplines that combine both aggregation and
OFDMA and select the corresponding frames for each transmission. To
our knowledge, scheduling algorithms considering aggregation and OFDMA
have not been proposed in the literature.

e We give some insights about the optimality of these disciplines.

e We compare and evaluate these disciplines, in particular their capacity to
offer a trade-off between fairness and throughput.
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Figure 1: Frame transmission.

e For a practical implementation of these disciplines where OFDMA may
generate padding, we propose a metric (as a function of the physical trans-
mission rates and frame sizes), that allows the AP to evaluate the efficiency
of a given combination of frames and OFDMA carriers allocation.

The paper is organized as follows. Section 2 presents the aggregation and
OFDMA features, and we overview the literature on OFDMA queuing discipline
and fairness in queues. Section 3 details the model, the service disciplines, and
the theoretical results. Section 4 and 5 are devoted to the numerical results
with simulations in Section 5 that faithfully reproduce OFDMA in Wi-Fi 6. We
conclude in Section 6.

2 Technological context and state of the art

2.1 Aggregation and OFDMA

This Section overviews the aggregation and OFDMA features implemented in
recent Wi-Fi networks. For the sake of clarity, we keep a low level of detail
adapted to the analysis carried out in this paper. Nevertheless, the reader can
refer to [1, 2, 3] for more technical presentations.
Before presenting frame aggregation and OFDMA, we describe the procedure
for the transmission of a single frame. It is illustrated at the top of Figure 1.
The access procedure is defined by the CSMA /CA (Carrier Sense Multiple



Access/Collision Avoidance) mechanism. First, a node with a frame to transmit
listens to the channel to determine if it is idle. Its time may be random to avoid
collisions with the transmissions from the other nodes. If the channel is sensed
as idle, the frame transmission can start.

The transmission begins with a physical header that gives the parameters
of the physical transmission to the receiver. It is followed by the frame trans-
mission composed of a frame header, which contains link layer information
(e.g., the MAC addresses) and the payload (which is most of the time an IP
packet). In case of a proper reception, the receiver senses the channel, and if it
is idle, it sends an acknowledgment.

In Figure 1, we represent the transmission of two successive frames. We can
observe that the overhead (Access procedure, physical header, and acknowledg-
ment) takes an important proportion of the time. Most of the parts in the
overhead are constant (from one transmission to another) and incompressible.
The time to transmit the frame (in blue in Figure 1) depends on the data
length and the physical transmission rate. It varies from 8 to 1201 Mbit/s in
Wi-Fi 6 according to the quality and width of the radio channel. The ratio
overhead/frame transmission represented in the figure is not unrealistic. For
instance, in Wi-Fi 6, a realistic set of parameters ! leads to a ratio of 47%.

This overhead has become an important limitation of the throughput in Wi-
Fi networks, particularly with the recent Wi-Fi generations and their very high
physical transmission rates. It has led to the definition of new Wi-Fi features to
mitigate the effect of the overhead on the throughput: aggregation and OFDMA.

Aggregation. When several frames are intended for the same destination, the
sender can aggregate these frames in a single transmission. There is then only
one access procedure and one physical header followed by the frames (MAC
header and data). The receiver acknowledges the different frames through a
single ACK (a block ACK in practice). An example of the transmission of an
aggregated frame (with two frames) is given in the middle of Figure 1. With
the same parameters as in the previous paragraph and two aggregated frames,
the overhead count is now only 31% of the total transmission time. The Wi-Fi
standards limit the number of frames that can be aggregated. It depends on
several factors (Wi-Fi generation, maximum transmission time, number of ko,
etc.). However, it can reach several tens of frames, drastically reducing the
impact of the overhead on the throughput.

Orthogonal Frequency-division Multiple Access (OFDMA). We focus
on downlink OFDMA, i.e. transmissions from the access points (AP) to the
stations. Since the second Wi-Fi generation (Wi-Fi 2), data is sent over multiple
carrier frequencies. For instance, with a 20MHz channel, 64 carriers were used
in Wi-Fi 2 and 256 in Wi-Fi 6. The carriers were all used for a single frame
in the previous Wi-Fi generations. With OFDMA, the sender (the AP here)

11000 bytes of payload, Modulation and Coding Scheme 3, one spatial stream, Guard
Interval=0.8usec, channel width=20MHz



may allocate different subsets of carriers to a set of frames that are then sent in
parallel. An OFDMA transmission with two frames is illustrated at the bottom
of Figure 1. After the access procedure and the physical header, several data
frames are transmitted in parallel. The Y-axis represents the carriers allocated
to frame 1 and frame 2. The different frames are then acknowledged. In Wi-Fi 6,
OFDMA is exclusively used for frames intended for different destinations. As for
aggregation, with OFDMA, the different frames share the overhead. It decreases
the ratio between the overhead and the total transmission time. Aggregated or
OFDMA frames will be called jumbo frames in the rest of this paper.

2.2 State of the art

We first overview literature articles that analyze or propose scheduling algo-
rithms for aggregation or OFDMA in Wi-Fi networks. Fairness in a queue,
which poses the fairness problem of the service disciplines, is addressed in a
second paragraph.

Aggregation and OFDMA scheduling algorithms. As aggregation was
introduced before OFDMA in the Wi-Fi standards, its performance has been
studied first independently of OFDMA. In [4], the authors use an analytical
model to study aggregation between one AP and one station. In order to ensure
aggregation, the algorithm waits to have at least K frames in the transmission
buffer before transmitting the jumbo frame. This particular mechanism makes
aggregation counterproductive for a great value of K. The optimal value of K is
then studied for certain scenarios. The relationship between recent congestion
control algorithms and the aggregation feature is investigated in [5]. The authors
study the performance of these congestion control algorithms when the Wi-Fi
network is the bottleneck. With aggregation, packets arrive in batches. It breaks
the network’s classical behavior, particularly for the Round Trip Time. For this
scenario, the impact of the aggregation size on the throughput and the latency
is evaluated. In [6], an algorithm is proposed to evaluate the network load from
the current frame aggregation level (the mean number of frames aggregated in a
jumbo frame). The algorithm is based on a Markov chain that models a service
discipline where each jumbo frame systematically includes the oldest frame of
the transmission buffer (the first frame in the FIFO order).

Since the inclusion of OFDMA in the Wi-Fi standard, several papers have
studied its impact on performance and its possible implementations. All studies
deal with OFDMA algorithms with one AP and N stations and uplink communi-
cations. [7] and [8] consider upload OFDMA scheduling formulated as a resource
allocation problem. The scheduler aims at maximizing the throughput, fairness
(proportional fairness), and the remaining processing time (remaining time to
process a flow), which is supposed to know the flow size. The allocation itself is
solved through a linear optimization problem. In [9], the authors evaluate the
performance of uplink OFDMA with an analytical model. A two-dimensional
Markov chain is used to model the backoff of the stations (used to send their
frame to the AP). They estimate the network performance, particularly the



throughput and the BSR (Buffer Status Report) delivery rate. The latter ex-
presses the capacity of the stations to send their BSR to the AP (as the stations
contend for it). The BSR is crucial to inform the AP about uplink traffic and,
therefore, to allocate enough resources to the AP. Uplink transmissions in non-
saturated conditions are evaluated in [10]. As the network is not saturated,
they consider the delay rather than the throughput as one of the key metrics.
They develop an analytical model based on a Markov chain to model both Wi-
Fi 6 and legacy stations (stations that implement older Wi-Fi versions). They
show that these heterogeneous networks may lead to unfair situations where
legacy stations access the channel more often than Wi-Fi 6 stations. It is due
to the fact that with OFDMA, uplink transmissions are regulated by the AP,
which competes with an equal chance to access the medium with the legacy
stations. [11] proposes several scheduling algorithms in the UL for real-time
applications. It proposes a resource allocation scheme to ensure a given delay
for each frame. Moreover, the algorithm allocates the transmission power to
each station transmitting in the same OFDMA jumbo frame to ensure that
each frame’s reception power (on a subset of carriers) is the same at the AP. It
is one of the restrictions of the OFDMA uplink implementation. Proportional
Resource Scheduling (PRS) is proposed in [12] for uplink and downlink trans-
missions. PRS distributes the channel resources proportionally to the stations
according to their load and throughput (the algorithm keeps the information
about the throughput obtained for each flow). The algorithm utilizes the chan-
nel efficiently and ensures fairness between flows. In [13], the authors propose
a downlink/uplink scheduler that assigns resources using a linear programming
technique considering the load of each station. The authors of [14] proposes
an analytical model for a simple OFDMA downlink scheduling scheme. Their
algorithm divides the set of carriers homogeneously between the destinations
which are served in a round robin way.

Most of these works address uplink transmissions.It is a very different prob-
lem with regard to downlink transmissions, as the OFDMA carriers allocation
must be managed for a set of transmitters that requires control messages and co-
ordination from the AP. Downlink transmission is simpler from a protocol point
of view as OFDMA is implemented locally. Moreover, all these papers deal only
with OFDMA, whereas the scheduler has to choose for each of its transmission
between aggregation and OFDMA. Surprisingly, algorithms for downlink trans-
missions considering aggregation and OFDMA have never been addressed in the
literature.

Fairness in queue OFDMA or aggregation may change the order in which
frames are served compared to a classical FIFO discipline. For instance, all the
frames with the same destination can be aggregated in a single jumbo frame,
whatever their position in the buffer. It may significantly increase the delay for
certain frames. It may even generate starvation. For instance, if the scheduling
algorithm aims at maximizing aggregation, a destination with a very high arrival
rate could starve a small flow intended for another destination. It may happen



when there are always more frames in the buffer for the first flow than for the
second one. It raises the question of fairness between the frames or between the
flows. In this paper, a flow is the set of frames intended for a given destination.

This problem of scheduling order in the queuing system is referred to as
fairness in a queue in the literature.

We focus on fairness in the G/G/1 system. Such a queue corresponds well
to our system as the Wi-Fi channel may be seen as a unique server that serves
frames/clients stored in a buffer. With such a system, SRPT (Shortest Remain-
ing Processing Time) [15] is the discipline that minimizes the mean sojourn
time. This discipline serves the client with the lowest service time first. How-
ever, this discipline is exceptionally unfair as clients with a great service time
may suffer from an important sojourn time. Consequently, most of the queuing
disciplines used in practice offer a trade-off between fairness and performance
(sojourn time, throughput, etc.). Note that, for instance, no existing system
implements SRPT, even if it is the discipline that minimizes the mean response
time.

The notion of justice or fairness is entirely subjective and also depends on
the application (persons queuing in a supermarket, packets waiting for the out-
put interface in a router, running jobs in a CPU, etc.). Therefore, different
definitions and approaches may be found in the literature. We review only a
few of them, which correspond, in our opinion, to the most representative works.

In [16], a discipline is considered fair if

o)< 2,

where R(z) is the response time of a client with a service time of length z,
and p is the system load. This definition states that, on average, a fair queuing
discipline should keep the response time proportional to the service time. The
constant ﬁ is not chosen arbitrarily but corresponds to the lowest constant
that verifies equation 1. The paper aims to classify fair and unfair disciplines
according to this fairness definition. For instance, processor sharing, where the
server processes in parallel all the clients currently in the system with an equal
part of its capacity, is shown as fair. Instead, SRPT discipline is unfair.

In [17], the authors defined a generic function based on four properties that
reflect the notion of fairness. One of these properties is related to seniority, i.e.,
related to the arrival order of the clients. For the G/G/1 queue, the fairness
function F boils down to the difference between the variance of the waiting time
for the considered discipline and FIFO:

F = c(Var(Waisciptine) — Var(Wrrro)) (2)

where c is a positive constant. With such a definition, the FIFO discipline
is proved to be the fairest among the service disciplines that do not take into
account the client service time in the ordering (e.g., LCFS: Last Come First
Served). For the other disciplines, which are service time-dependent, permuta-
tions with regard to the order of the arrival may decrease the variance. They



may be consequently fairer than FIFO according to this fairness measure. The
“pairwise fair” discipline is given as an example, where a permutation between
two clients is performed if it reduces the difference in their waiting times.

W. Sandmann in [18] and [19] defines another fairness measure called Dis-
crimination frequency. It sums two quantities for an arbitrary client C: i) the
number of clients that arrived later than C' but completed their services before
C' ii) the number of clients with a greater remaining service time when C ar-
rives and that complete their service before C'. The discrimination frequency is
derived for certain disciplines (FIFO, LCFS, SJF: Short Job First, a variant of
SRPT, etc.) and different service times distribution. They show that, for par-
ticular distributions, LCFS is the less fair among these disciplines and SRPT
the fairer.

Discussion These different fairness measures are unsuitable for our partic-
ular system for several reasons. With OFDMA and aggregation, the receiver
delivers the frames to its operating system (OS) once the whole jumbo frame is
received. It is obvious for OFDMA as all individual frames end simultaneously,
but it is also the current implementation that we observed with aggregation.
In Appendix 7, we infer the aggregation implementation on some commercial
Wi-Fi cards. It appears that, on all these products, the frames that compose
the jumbo frames are sent to the OS at the end of the jumbo frame reception.
Consequently, from the point of view of a frame, the transmission time (i.e., the
service time) increases with the size of the jumbo frame it belongs to. Equa-
tion 1 is thus difficult to apply as x, the service time strongly depends on the
service discipline. The variance of the waiting time as expressed in Equation 2
is neither appropriate. In classical G/G/1 systems, the busy time periods and,
thus, the system load is invariant to the service disciplines. Clients can then be
scheduled in such a way that they wait approximately the same time without
impacting the system load. Aggregation and OFDMA reduce the busy time
periods. Variance can then decrease due to this gain of load (the waiting time
globally decreases), but it is not more able to measure fairness between the
clients. Moreover, practical implementation will not reorder frames of the same
flow to guarantee that data will be delivered in good order at the transport or
application layer. Consequently, fairness issues may arise between flows rather
than between frames of the same flow. The variance expressed at the frame
level is thus not appropriate.

3 Stateless service disciplines and theoretical re-
sults

The system is illustrated in Figure 2. It is composed of an AP and N stations.
The buffer of the AP is represented on the top left of the figure, where the frames
are represented in their arrival order (FIFO order). Each color represents a
different destination (4 destinations in this example). In this paper, we consider
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Figure 2: System description: We model the down-link transmission queue
of an AP. Traffic arrives from the wired network. N stations (4 in this ex-
ample) are associated with the AP. The frames have different colors for each
station/destination. The AP sends an aggregated frame to the first station in
this example.

and evaluate 3 service disciplines. Their roles are to select frames in the buffer
that will compose the next transmission (the jumbo frame) and the type of
transmission: OFDMA or aggregation. All these disciplines are stateless, i.e.,
they do not rely on any history of the previous transmissions, as the service
discipline must remain very simple in terms of implementation, complexity and
memory requirements. The stateless disciplines that are evaluated in this paper
are presented below and illustrated in Figure 3.

e FIFO POOLING. With this discipline, the frames are sent in the FIFO
order. When several consecutive frames have the same destination, ag-
gregation (denoted AGG in the figure) is used. When several consecutive
frames are intended for different destinations, OFDMA is used instead.

e MAX FIFO POOLING takes the first frame in the buffer (in the FIFO
order), and it chooses in the rest of the buffer the frames that will maximize
the number of frames for the next transmission. In Figure 3, the next
jumbo frame begins with the frame 1 as it is the next in the FIFO order.
Then, MAX FIFO POOLING compares the size of the maximum OFDMA
jumbo frame (it has a size of 3 frames as there are 3 frames with different
destinations in the buffer) with the maximum AGG frame (number of
frames with the same destination as frame 1). The latter has the maximum
size with a jumbo frame composed of 4 frames: 1, 2, 6, and 7. Once this
jumbo frame is transmitted, the next transmission begins with frame 3,
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Figure 3: The three scheduling algorithms: FIFO POOLING, MAX FIFO
POOLING, and MAX POOLING.

as it is the next frame in the FIFO order. It can be pooled with only one
other frame (frame 4 here), and so on.

e MAX POOLING aims to maximize the jumbo frame size without consid-
ering the frames’ arrival order. It is a greedy algorithm that maximizes the
jumbo frame size for each transmission. In Figure 3, the first jumbo frame
is composed of 5 frames, an aggregated frame with all the frames intended
for the green destination. Any other combination leads to smaller jumbo
frames. It is followed by a jumbo frame with the 4 frames intended for
the yellow destination, and so on.

For this example, the disciplines MAX FIFO POOLING and MAX POOL-
ING have one overhead less than the FIFO discipline. The time to send all the
frames in the buffer is then reduced for these two disciplines.

3.1 MAX POOLING optimality

We show that for a given set of frames in the buffer, the MAX POOLING
discipline minimizes the number of transmissions and, consequently, the number
of overheads. We consider the buffer at a given time. We assume that it
contains frames intended for N different destinations with n; frames from each
destination ¢ (i = 1,.., N). A transmission using aggregation for destination ¢ is
denoted A;. An OFDMA transmission is denoted O. A; and O are called a draw
(rather than transmission) in the rest of this proof. We consider only draws with
a maximum of frames, i.e., a draw A; will take all frames with destination 4,
and a draw O will take one frame of each destination i for all 7 such that n; > 0.

10



Property 1 Let o be a sequence of draws. If o leads to an empty buffer, then
any reordering of o leads to an empty buffer.

Proof Let e be one of the frames present in the buffer. We assume that e
is intended for destination i. Since o leads to an empty buffer, the draw A;
belongs to ¢ or o contains at least n; draws O. This condition is necessary
to process all frames with destination i. In both cases, in any reordering of o,
there is a draw that takes the frame e. [J

Property 2 The MAX POOLING discipline minimizes the number of draws.

Proof Let R be the minimal number of draws to empty the buffer. We get,
R < min(N, max(n;))

This inequality is an upper bound on the number of draws of an optimal
sequence. It considers only draws A or draws O to empty the buffer. We show
through proof by contradiction that the draw made by the MAX POOLING
algorithm at each step is one of the draws of the optimal sequence. As any
reordering of the optimal sequence leads to the same optimal (as shown in
Property 1), it proves that the MAX POOLING discipline minimizes the number
of draws.

At this step of the MAX POOLING algorithm, there are two possibilities.
1) It exists ¢ such that n; > n; for all j # ¢ and n, > N. To serve the n;
frames, n; draws O are required, or one draws A;. The choice of n; draws O is
suboptimal as it exceeds the inequality above. Consequently, A; belongs to the
optimal sequence. It is the choice made by the MAX POOLING algorithm. 2)
N > n; for all 4. If there is no draw O in the optimal sequence, then N draws A,
are required, which exceeds the inequality. Consequently, there is at least one
draw O in the optimal sequence. It is the choice made by the MAX POOLING
algorithm. [J

It proves that the complexity of the service discipline that minimizes the
overhead is O(n), where n is the number of frames in the buffer. It is worth
noting that this service discipline minimizes the system load for a given buffer
state. As the next frame arrivals in the AP buffer are difficult (and even im-
possible) to infer, it offers a good estimation of the optimal capacity of the
system.

3.2 Performance evaluation: the key metrics

We introduce additional notations. The frame arrivals for each station 7 have
intensity A;. Consequently, the total arrival rate on the system is A\ = Zf\il A
The service time is composed of a constant overhead denoted OV that counts
all the overhead described in Section 2.1 and the time to transmit the different
frames that compose the jumbo frame. Note that OV is in practice different

11



Model parameters
Parameter Meaning

N Number of destinations
ov Overhead
D; Mean time to transmit a frame to destination i (does

take into account the overhead)

Time to transmit a frame [ to destination ¢ (does not
take into account the overhead)

Frames arrival rate for destination 4

Total arrival rate

RV that describes the sojourn time

RV that describes the service time

RV that describes the waiting time

System load (0> p > 1)

Mean number of jumboframes sent per second
Mean number of frames that composes a jumboframe
Stationary  distribution of the number of
frames/clients in the system

t

K2

AT Sy >

Table 1: Model parameters

for OFDMA and aggregation. The difference is considered as negligible in this
Section. More details are given in Section 5.

The time to transmit a frame [ to destination i is OV + t! where ¢! is a
sample of a random variable with mean D;. D; is different from one destination
to another to model the different physical transmission rates used by the AP
for each station. If a jumbo frame is composed of k frames to destination i
(aggregation), the mean service time is then OV+Z§€=1 t!. If the jumbo frame is
composed of k frames intended for different destinations (OFDMA), the service
time is OV + Zle tgest(l) where dest(l) is the destination of the frame [. Tt
corresponds to a perfect OFDMA transmission. Section 5 gives more details on
this assumption.

A frame within a jumbo frame is considered as received by the destination
at the end of the service time (as explained in Section 2.1). The mean pooling
size 7 is defined as the mean number of frames that compose the jumbo frames.
The jumbo frames rate p is the mean number of jumbo frames sent per second.
The parameters used in our model are listed in Table 1.

We present our methodology to evaluate some key metrics of the system:
stationary distribution of the number of frames (in the system), system load,
pooling rate, waiting, and sojourn time. In the following, we implicitly consider
that the system admits a stationary distribution and is ergodic.

Stationary distribution (X;);cpr+ describes the number of frames in the
system at time t. It is a continuous-time process. Its stationary distribution is
denoted (7(k))g>0. It can be computed from the following formula if the system

12



is simulated:

1 /7
k)= lim — 1xy=pdt 3
m(k) Tﬁizté Xe)=k ®)
where 1. is the indicator function. Equation 3 is the proportion of time spent
in the state k. All the metrics that are given below can be deduced from this
distribution, and more precisely from its average IE[X] = 375 k - 7(k).

Remark 1 If the frames arrival forms a Poisson point process, it is possible
to compute this stationary distribution analytically. First, note that according
to the PASTA property (Poisson Arrivals See Time Averages) the chain X2
that describes the number of frames in the system at each arrival has the same
distribution as 7(.) but is not Markovian (as the service distribution is not ex-
ponentially distributed). The solution to compute 7(.) is then to consider the
chain X2 at the departures, which is Markovian. Whereas these two chains
(at the departures and at the arrivals) have the same distribution for birth and
death processes, it is not the case here as several frames may leave the system
at the same time. A solution is then to compute the stationary distribution of
X2 and to use Palm Calculus to deduce the one of X/ (which equals to 7(.)).
The transition probabilities of the chain X are quite complex even for the FIFO
POOLING discipline and the computation of the stationary distribution requires
a numerical method. Moreover, the computation from wg(.) to ws(.) given by
Palm calculus also requires a numerical evaluation. We have thus chosen to use
a Monte-Carlo method to evaluate 7(.) for the different service disciplines.

System load. The load p of a system is the proportion of time the system is
busy, i.e., contains at least one frame in our case. It can be deduced from the
stationary distribution:

p=1-m(0) (4)

Property 3 The load can also be expressed as the mean amount of service
performed per second:

N
p=p-OV+Y \D; (5)

=1

Properties 3 and 4 are proved in the appendix. Property 4 gives the rela-
tionship between 7 and pu.

Property 4



Sojourn and service times The mean sojourn time IF[R] can be deduced
from the Little’s formula [20]:

E[R] = AE[X] (7)

with E[X] = Y/ k- 7(k). IE[R] is composed of the service time IE[S]
(service of the jumbo frame here) and the mean waiting time E[W] (time spent
by a frame in the buffer).

Property 5
p = plE[S] (8)

The proof of this property is given in the appendix. We can deduce the
waiting time IE[W] from these two quantities:

E[W] = [E[R] — (9)

P
1
Unfairness measure FEventually, we define a measure of unfairness between
the different destinations as

Unfairness = (ilE[RJ)Q - iJE[RiP (10)

This unfairness metric gives a measure of the difference between the sojourn
times of the flows/destinations. As mentioned in Section 2.2, the variance of the
sojourn time does not reflect inequity, as it is calculated over all frames. In fact,
this variance may decrease as the delay decreases thanks to the savings made
on the number of overheads, whereas for some destinations, with low traffic for
example, the sojourn time may increase significantly because their frames are
served later (in a non FIFO order). Unfairness must therefore be measured
between destinations rather than between frames. Each destination should also
have the same weight in this metric, so as not to favor high-traffic destinations.
The proposed metric meets these criteria. It measures the variance between the
average sojourn times for each destination.

As Little’s formula also holds for each class of customers (each destination
here), this quantity can be computed as follows.

ER;| = N E[X]] (11)
where IF[X;] is the mean number of clients in the system with destination 4
(FB[X;] = 725 k- mi(k)). The stationary distribution of the number of frames

in the system for each destination (;(.)) is then sufficient to compute all the
performance metrics.
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4 Perfect OFDMA: Numerical results

To keep the first results as generic as possible and avoid complex considerations
about traffic nature and service times, we model the system as a modified M/D/1
queue.

We consider two scenarios to evaluate the impact of the different disciplines
on the performance. The first scenario, called the “Two-stations scenario”, has
two destinations (two stations). The arrival rate for the first destination is
constant. It increases for the second destination until it reaches saturation. In
the second scenario, “Multi-destinations scenario”, the parameters are the same
for all destinations, but we increase the number of destinations until reaching
saturation. The parameters D; and OV are set according to the IEEE 802.11ax
standard (Wi-Fi 6). They are given in Table 2.

The “Two-stations scenario” corresponds to a case where the buffer will
contain mainly frames for the same destination conducive to aggregation, and
the “Multi-destinations scenario” with homogeneous flows intended for different
destinations should favor the use of OFDMA.

Two-stations scenario Multi-destinations scenario
Parameter Value Parameter Value
AIFS 43 usec ATIFS 43 usec
Slot time 9 usec Slot time 9 usec
Mean Backoff 67.5 psec Mean Backoff 67.5 pusec
Physical header 44 psec Physical header 44 psec
SIFS 16 psec SIFS 16 psec
Block Ack 44 usec Block Ack 44 usec
MCS 0 (8.6 Mbit/s) MCS 3 (34.4 Mbit/s)
Frame size 1000 bytes Frame size 1000 bytes
oV 214.5 psec (0)% 214.5 psec
A1 3e~® frames/sec  \; 15¢=5 frames/sec
D1, Do 960 usec D; 240 psec
A2 varies Nb of dest (N) varies
Number of 9,000, 000
frames/samples

Table 2: Simulation parameters. OV is computed from the 802.11ax parameters
(OV=AIFS + Mean Backoff + Physical header + SIFS + Block Ack). D; is
computed from the frame size plus 32 bytes divided by the physical transmission
rate of the destination (its MCS: Modulation and coding scheme). The 32 bytes

correspond to a part of the block ack that is transmitted at the same physical
(1000432)+8 . 1)
8.6Mbit/s 10T 1

transmission rate as the payload. It leads for instance to

We implemented a simulator coded in C that simulates the model. It is
available here [21]. We generate 9,000,000 packets for each set of parameters.
Then, the simulator computes empirically the stationary distribution according
to Equation 3. The different quantities are then deduced from this distribution
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Figure 4: System load for the two scenarios.

according to the equations given in Section 3.2.

System load As our model has an infinite queue (there is no loss), the sys-
tem’s throughput (number of frames processed per second or bit/s) is equal to
the input rate if the load is less than 1. The capacity of the system can thus
be seen as the maximal input rates leading to a system load of 1. In all the
figures, we do not plot the results when the load is greater than 1 as the system
diverges.

In Figures 4a and 4b, we plotted the load for the two scenarios. It is also
evaluated for a classical FIFO discipline that does not aggregate frames nor
uses OFDMA. 1t is denoted FIFO in the two figures. As formally shown earlier,
the discipline that maximizes the system capacity (in the absence of knowl-
edge about the next arrivals) is the MAX POOLING discipline. The benefit
is substantial as the system capacity is approximately 950 frames/sec and 27
destinations for MAX POOLING and 770 frames/sec and 14 destinations ob-
tained with a classical FIFO. There is no visible difference between the three
disciplines for the “Two-stations scenario” in terms of load. There is, in prac-
tice, a difference of 1072 between FIFO POOLING (with a load of 9.82 for
A1 = 9.5¢7%?) and MAX POOLING (with a load of 9.81 for the same input).
The difference is more important for the “Multi-destinations scenario”; the sys-
tem diverges for 24 destinations with FIFO POOLING and 27 destinations with
FIFO MAX POOLING and MAX POOLING. The difference between the two
scenarios is mainly due to the frame transmission time, which is 4 times longer
in the “T'wo-station scenario” mitigating the impact of the overhead.

4.1 Mean pooling size (7)

The mean pooling size (mean number of frames that composed the jumbo
frames) is plotted in Figures 5a and 5b. The pooling size is dependent on the
number of frames in the buffer. It does not increase linearly with the load. We
can then observe an exponential increase when the system reaches saturation.
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Figure 6: Mean sojourn time for the two scenarios.

We observe very different pooling sizes for the two scenarios, until approximately
5 for the “Two-stations scenario” and 30 for the “Multi-destinations scenario”.
The three disciplines present the same value of 7, except that FIFO POOLING
stops at 24 destinations as its capacity is inferior. It is barely visible, but MAX
POOLING pools frame a little bit more than FIFO MAX POOLING when the
system becomes saturated.

4.2 Mean sojourn time

The mean sojourn time is approximately the same for all disciplines except for
FIFO pooling at saturation for the “Multi-destinations scenario”. A reasonable
sojourn time in a Wi-Fi network is a few milliseconds (it is expected to be
less than 5ms for 5G networks for instance). 5ms is thus a good reference to
evaluate the users’ quality of experience in a Wi-Fi network. In our scenarios,
it is reached for A\; = 800 (a load of 0.9) and 25 destinations (a load of 0.98),
respectively. The three disciplines are thus able to keep a good operational
sojourn time even for high-level loads.
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Figure 7: Mean sojourn time for the two-stations scenario.

Nevertheless, this sojourn time is different for all destinations when the traffic
is inhomogeneous. In Figures 7a, we plot the sojourn time for each destination
of the “Two-stations scenario”. The unfairness metric defined in Equation 10 is
not necessary here as there are only two destinations. We observe a difference
of 65ms between the sojourn time of the two destinations at saturation for the
MAX POOLING discipline. This huge difference is due to the fact that as Ay
increases, the system aggregates frames for destination 1 that are more present
in the buffer. Frames for destination 2 may then be transmitted after several
jumbo frames. In Figure 7b, we zoom on smaller loads (\; varying between 0
and 600 and the load between 0 and 0.69) corresponding to the operational level
of loads, where we still observe a difference of 1ms between the sojourn times
of the two destinations.

These results show that it is possible to significantly increase the system’s
capacity with such features and disciplines. MAX FIFO POOLING offers the
best trade-off regarding capacity, where no loss of capacity was observed com-
pared to the optimal (MAX POOLING), but also in terms of fairness as there
are no significant differences of sojourn times even when the traffic is very het-
erogeneous. The selection of the first frame in the buffer mitigates unfairness,
but a pure FIFO order, as it is done with FIFO POOLING, is not sufficiently
efficient in terms of capacity.

5 Imperfect OFDMA

We present briefly the OFDMA mechanism defined in the IEEE 802.11ax stan-
dard and show that it leads to imperfect OFDMA i.e., to a greater transmission
delay compared to a perfect OFDMA transmission.

We describe only the case of a 20MHz channel. The reader can refer to [7]
for the other channels width. The number of tones in a 20MHz channel is
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256. Tones are grouped into resource units (RU). RU can consist of 26, 52,
106, or 232 tones in a 20Mhz channel. The sum of the RU tones allocated to
data transmission is then less than 256. The other carriers are used for direct
conversion, Guard, or stay unused. The last constraint is the maximum number
of frames in an OFDMA transmission equal to 9 for a 20Mhz channel.

We present a toy example to show how these constraints may increase the
transmission time. Let us consider 3 frames with sizes 300, 700, and 1000 bytes
intended for 3 destinations. We assume that the AP uses the same physical
transmission rate for the three destinations, equal to 16 Mbit/s (transmission
rate when the 256 tones are allocated). The RU allocation that minimizes
the OFDMA transmission time for this case is 52, 52, and 106 tones for each
of the three frames. For the first frame (300 bytes) the transmission time is
then %30%8 = T38usec. We obtain 1723 and 1207usec for the two others,
respectively. Figure 8 shows the transmission time difference between perfect
and imperfect OFDMA transmissions for this example. We can observe that
for this particular case, the difference is 723usec. The benefit of using OFDMA
is thus dependent on the frame sizes and the physical transmission rates used
for each destination. Depending on these parameters, OFDMA may even be
counterproductive compared to the transmission of single frames.

To evaluate the efficiency of a combination of frames, we define the following
function that expresses a cost in terms of overhead per frame. Let F' be a set
of frames pool together for transmission; the overhead cost per frame for an
OFDMA transmission is defined as:

|1?|(OV+I}1€E%§( (alftf) - th> (12)

fer

ts is the time to send the frame when all the tones are allocated (the time
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without OFDMA). ay is a factor in [0,1] computed as the ratio between the
RU allocated to frame f and the total number of tones (e.g. for a RU=26, we
get ay = %). This cost takes into account the overhead of the physical header
(OV) and the one generated by the imperfect OFDMA (given by the second
term: maxfep(aif)tf — > fer tr)- For the previous example, the overhead cost

OV 41723—-1000

per frame is 3

frame is %.

We consider two different OV for aggregation and OFDMA. For OFDMA,
a HE-SIG-B structure is added to the physical header which describes the RU
allocation for each destination. The HE-SIG-B is sent at MCS-0 and contains a
common header of less than 32 bits and 20 bits per user. As there are at most
9 RU that can be allocated in a 20MHz channel, the additional time is then
at most 25us. The overhead OV is then 214.5us for aggregation (see Table 1
for the computation details) and at most 239.5us for OFDMA. The simulation
presented in this section has been made with and without this additional field.
Note that for the chosen parameters the OFDMA additional field does not
impact the numerical results.

We adapt the three algorithms defined in Section 3 to take into account
imperfect OFDMA. In the previous algorithms, a maximum of frames were
pooled together. Here, the different possible combinations of frames are selected
according to the overhead cost per frame.

For an aggregated frame, the overhead cost per

e FIFO POOLING. Frames are sent in the FIFO order. If aggregation or
OFDMA is possible for the first k& frames, the overhead cost per frame
is computed. The algorithm starts with & = 1 and increments it until
OFDMA or aggregation is no longer possible. Let k4, be the maximum
number of frames that can be pooled. FIFO POOLING selects the i first
frames (1 > 4 > kyqz) of the buffer that minimizes the overhead cost per
frame.

e FIFO MAX POOLING. The first frame in the queue is necessarily sent
at each transmission. The algorithm chooses the combination of the re-
maining frames of the buffer that minimizes the overhead cost per frame
to complete the jumbo frame. For OFDMA, only the first frame for each
destination is considered for potential transmission (there is no reordering
for a given destination).

e MAX POOLING. The overhead cost per frame is computed for all possi-
ble combinations of frames. The combination with the smallest overhead
cost per frame is sent. As for FIFO MAX POOLING, when considering
OFDMA, only the first frame of each destination is considered.

The computation of the overhead cost per frame for a given combination
is bound by a constant. For OFDMA, the possible combinations are given by
the standard and are bound. Let n be the number of frames in the buffer.
The complexity of selecting the next transmission frames is O(n) for FIFO
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Figure 10: Unfairness for the two traces.

POOLING as the buffer is processed in the FIFO order. The complexity of
the two other disciplines is O(n + 2%V). Indeed, the possible aggregations are
evaluated with a complexity of C x n (where C is a constant). For OFDMA, each
destination’s first frame is considered a potential candidate. The complexity is
then proportional to Zfil(N) =2N 1.

i

5.1 Simulations

In order to consider realistic traffic, we captured Wi-Fi frames in two different
environments. A first capture of 53, 747 packets was made in the Auditorium of
USTH in Hanoi for 600 seconds with 20 students connected to the school’s Wi-
Fi network during a lecture. The second traffic capture was made in a private
apartment in Hanoi with a typical family connected to the Wi-Fi (their set-top
box). The capture shows six devices connected to the network with classical
applications (YouTube, Netflix, and video calling) leading to 461,191 packets.
The two captures are available here [21]. We get Wi-Fi 4 (IEEE 802.11n) and
Wi-Fi 5 (IEEE 802.11ac) in these two captures. So, to perform the simulations
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in Wi-Fi 6, we map the MCS of these previous generations to the one used in
Wi-Fi 6. The other properties of the frames have not been changed. These
two captures have been replayed to generate the input traffic in our simulator.
In order to vary the load in our simulations, we applied a scaling factor to the
inter-frame time. Note that the system load is not proportional to this scaling
factor as it depends on the service discipline, as explained earlier in this paper.

Sojourn time In Figure 9, we plotted the obtained sojourn time for the
three disciplines. The FIFO POOLING discipline cannot reach the same level
of load as it is less efficient in terms of overhead. For the Auditorium trace, the
sojourn time starts at approximately 1ms for a load of 0.76 and can reach up
to 60ms for the highest load. Also, we can observe that the three disciplines
present equivalent behavior and that sometimes FIFO POOLING is even the
best despite its simplicity. The sojourn time is less for the Set-Top Box trace
due to the limited number of destinations that favor aggregation, which presents
a better overhead cost per frame compared to OFDMA.

Unfairness metric In order to evaluate the unfairness between the different
destinations brought by each discipline, we plot in Figure 10 the unfairness
metric defined in Equation 10. As for the theoretical model in Section 4, the
fact to consider a non-FIFO discipline to minimize the overhead cost per frame
increases the delay experienced by certain destinations. For the auditorium
trace, it is particularly significant and observable, whatever the simulated load
level. For the Set-Top Box trace, unfairness appears only for high load.

The qualitative results for these practical scenarios are very different com-
pared to the ones of the perfect OFDMA. Minimizing the overhead cost per
frame increases the system capacity; more precisely, the maximum load is
reached for a higher input, but to the detriment of the fairness between the
destinations. The discipline that offers the best trade-off is FIFO POOLING. It
offers an equivalent capacity level with a significant difference in fairness. FIFO
MAX POLLING discipline, which offered a good trade-off in the other scenar-
ios, leads to the same unfairness as MAX POOLING. It is explained by the
traces that are more bursty than the earlier traffic distribution. Aggregation is
then used often and tends to favor certain destinations.

6 Conclusion

OFDMA and aggregation are two important features that benefit from the
higher transmission rates of the recent Wi-Fi standards. It involves the selection
of frames in the buffer that will be pooled together through a unique transmis-
sion. This selection must keep a low complexity and not introduce unfairness
that could increase the delay for certain frames. We have shown that the service
discipline that aims to maximize the capacity of the system introduces unfair-
ness that can be significant in certain conditions. We have empirically shown
that simple service disciplines that select systematically the first frame in the
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queue offer a good trade-off between capacity and fairness. We have proposed
a practical implementation based on the recent standard 802.11ax of these ser-
vice disciplines with a metric able to evaluate the efficiency of a combination of
frames and carriers allocation. We have also shown that these stateless service
disciplines may be implemented with a very low level of resources in terms of
complexity and memory.

A natural continuation of this work is to adapt and evaluate these algorithms
for the other Wi-Fi standards (IEEE 802.11be, IEEE 802.11ah, for instance)
and to propose theoretical bounds on load, delay, or fairness. Another possible
extension is to take into account more complex Wi-Fi environments and study
their impact on the performance: loss of frames, cohabitation with other legacy
Wi-Fi, MCS changes for jumboframes, etc.
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Figure 11: Experiment conducted to infer the aggregation algorithm used by

current Wi-Fi products and the frames delivering at the application layer.

7 Appendix: Experiments to infer the aggrega-
tion behavior.

AP #frames Faggregated Mean Maximum
PC 44155 6436 6.86 47
AP Linksys 32169 3748 8.58 11
AP Belkin 35007 669 52.32 64

Table 3: Experiment results. The fields are the total number of frames
(#frames), the number of aggregated frames (#aggregated), the mean num-
ber of frames that compose an aggregated frame (Mean), and the maximum
number of frames observed in an aggregated frame (Maximum).

An experiment has been conducted to confirm two assumptions made in
the paper: i) current Wi-Fi products aggregate all the frames to the same
destination, whatever their positions in the buffer, ii) the frames that compose
an aggregated frame are delivered to the OS/application once the aggregated
frame has been fully received.

Scenario. The experiment is illustrated in Figure 11a. A PC on the wired
network sends one different flow to each station (the two PC on the Wi-Fi
network). The packets of the two flows are perfectly interlaced: the source
transmits one packet for station 1, then one for station 2, and so on. The IP
Packet length is 1024 bytes. We measure the reception time of each packet at the
application layer on each station. Besides, a PC in monitor mode captures Wi-Fi
traffic. We tested three different AP: Linksys LAPAC 1750 (IEEE 802.11n and
ac), Belkin AX 32000 RT3200 (IEEE 802.11n/ac/ax), and one PC configured
with hostapd. All the PC are the same (the two Wi-Fi stations, the one in
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monitor mode, and one of the AP) with the following hardware: motherboard
APU 4C4, with Qualcomm Atheros QCA986x/988x 802.11ac Wi-Fi card and
Atheros driver (ath10k). The system on the PCs is a Debian 10 (kernel 4.19.0-
18-amd64). The AP and the stations used the IEEE 802.11ac amendment (Wi-
Fi 5) with channels in the 5 GHz band and configured to use a maximal channel
width of 80 MHz.

Results. We first analyze aggregation performed by the APs. It has been
obtained from the capture on the PC in monitor mode. Even if the packets are
interlaced in the AP buffer, the results show that the three tested AP pool the
frames intended for the same destination in aggregated frames. The discipline
is thus not FIFO. Table 3 shows the results for each AP. The maximum size of
the aggregated frame differs significantly from one AP to another (from 11 to
64), which impacts the mean aggregated frame size. The capacity of certain AP
to support high load is consequently not the same for all APs. It also appears
that the APs never change the initial packet order for the same destination.

Besides, we analyze the reception time at the application level on the two
Wi-Fi stations. Figure 11b shows the Distribution of the inter-packets reception
time for one of the two stations when the AP is the PC. We observe that when
two packets are in the same aggregated frame, the inter-packet time is only a few
microseconds (mostly between 4 and 8), and the time between two consecutive
frames that belong to two different aggregated frames is between 200 and 1000
microseconds. This observation also holds for the second station and whatever
the AP. It empirically proves that the delivery of the frames by the card is done
once the full aggregated frame is received. It significantly increases the time to
deliver a packet through the Wi-Fi network. For instance, for these experiments,
the delivery delay can reach up to 10 milliseconds for the AP that aggregated
the most (AP Belkin).

8 Appendix: Proofs.

8.1 Proof of Properties 3 and 4

We prove that p = pOV + Zi\;l AiD;. The proof is quite trivial and relies on
the ergodic property of the system.

By definition, p is the busy time, i.e., the proportion of time where the
system is not empty or, equivalently, the proportion of time where the server is
idle.

1 T

T—+oo

It can also be expressed as the proportion of time the server is idle. We get:
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where J(T) is the number of jumboframes sent between 0 and T, k; is the
number of frames in the zth jumboframe, and t;, is the time to send the j*
frame that composes the " jumboframe.

€ is a variable that describes the transmission time of a potential frame that
is being transmitted at time 7' and for which the transmission is not finished.
It will become negligible when T" — +o0.

The sum Zf’zl t; i can be rewritten considering the different destinations.

J(T) 2 N (D)
(07 = u)rg- TR X ) r @
i=1 j=1 =1 j=1
MOV K (T @ o
n T +;[ n et tﬂ tr (16)

where t{ is the j*" frame to destination [ sent during the period [0, 7], and

n;(T) is the total number of frames sent to destination  during the period [0, T7].
J(T)OV "L(T)
T

As the system is ergodic, when T tends to infinity, tends to p,
tends to A; (as the process is stationary the mean number of arrivals per second

n (T ]
PO

asymptotically equals to the mean number of departures), nl(lT)
tends to D;. It proves the property.

To prove Property 4, we compute the asymptotic number of frames that leave
the system per second. We denote 7, the number of frames that composes the

kth jumbo frame. We get,

=
3

(17)

J(T) I 1
,;TT

HM

( J(T)

sequently, the asymptotic departure rate convergeb to 7 - p. As the system is
stationary, this quantity is also equal to the mean number of frames that enter
the system per second Zi\il A

tends to p as T' tends to infinity and S Zk 1’ Tr tends to 7. Con-

8.2 Proof of Property 5

The mean service time is deduced from Little’s formula applied to the server.
The server can be idle or busy and contains either 0 frame/jumbo frame or 1 if
it is busy. We get,
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E[Xserveur} = 0- P(Xserveur == 0) + 1- ]P(Xserveur = ]-) (18)
= p (19)
The mean sojourn time in the server is the service time of the jumbo frame

IE[S], and the input rate is p. Little’s formula leads to the results.

p = niE[S] (20)
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