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This paper conducts a comprehensive analysis of the existing numerical models addressing the dynamics of 
water vapor flux across the air-water interface. Additionally, it introduces a novel model based on the empirical 
friction velocity of the air over a water surface. This new model is used to predict evaporation rates, especially in 
the context of wind tunnel experiments where water tanks are subjected to controlled drying conditions. Then, 
these predictions are compared to both the empirically measured evaporation rates and those generated by 
other numerical models. A wide range of configurations are simulated to cover the different convection regimes. 
Overall, these simulations show good agreement between the model’s predictions and the observed experimental 
measurements of evaporation rates, underscoring its robustness and reliability. One notable advantage of this 
model is its remarkable independence from the convection regime, setting it apart from traditional empirical 
correlations that typically exhibit such dependencies.
1. Introduction

The mass transfer between a water surface and the surrounding 
air environment is predominant in many situations, including indus-
trial processes. Understanding and predicting the evaporation process 
is crucial in some of these cases, such as the sizing of HVAC (Heating, 
Ventilation and Air Conditioning) equipment in buildings [1,2] or the 
optimization of drying processes [3].
The mass transfer of water vapor in the air is a specific case of the 
mass transfer between two immiscible fluids, described by Fick’s laws 
[4]. These laws are analogous to Fourier’s heat transfer laws, where the 
thermal diffusivity is replaced by a mass diffusivity and the tempera-
ture gradient is replaced by a concentration gradient.
Since the 19th century, several authors developed empirical correlations 
to predict the water evaporation flux from a horizontal water surface 
based on Dalton’s law [5]. This law relates the evaporation rate to the 
difference between the partial vapor pressure close to the water surface 
and the ambient partial vapor pressure. These correlations are valid un-
der specific conditions (on the geometry, wind velocity, temperature, 
and humidity range), and some of them are reported by Aldarabseh [6]. 
Because of the range of validity of these correlations, it may be trouble-
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some to predict the water evaporation of a horizontal water span.
Some authors assessed the problem with numerical models. Ciuman and 
Lipska [7] deal with the humidity distribution induced by the evapo-
ration of an indoor swimming pool, where empirical correlations are 
used to predict the water evaporation. Limane et al. [8] carried out a 
similar study, focusing on heat comfort rather than the water evapora-
tion rate. Raimundo et al. [9] and Blázquez et al. [10] both conducted 
experimental setups and simulations to evaluate the evaporation of a 
water tank in a wind tunnel. In the latter study, they developed spe-
cific water surface boundary conditions that operate independently of 
empirical correlations. These boundary conditions, discussed in more 
detail below, incorporate the physics of evaporation through various 
approaches. It’s worth noting that these boundary conditions may not 
inherently encompass the full spectrum of convection regimes without 
parameter calibration.
In the present work, we propose and implement a novel boundary con-
dition to predict the water evaporation of a horizontal water surface, 
tested across multiple experimental setups, as documented in the exist-
ing literature. The main difference with the previous models lies in the 
computation of the mixture velocity near the air-water interface. In our 
approach, this velocity is estimated through the empirical friction ve-
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Fig. 1. Representative scheme of a typical experimental setup where the grey 
plane corresponds to that used for 2D numerical configurations.

Table 1

Dimensions of the wind tunnel for each experimental configuration. Only 
Raimundo et al. [9]’s setup has 𝑤 ≠𝑤𝑓 .

Case
Blázquez et al. [30]

Inan and Atayılmaz [18] Gallero et al. [32] Raimundo et al. [9]
Blázquez et al. [22]

𝑙 [m] 1.8 1 3.3
ℎ [m] 0.4 0.3 0.4
𝑤 [m] 0.4 0.3 0.4
𝑙′ [m] 0.547 0.65 1.8
𝑙𝑓 [m] 0.42875 0.325 0.15
𝑤𝑓 [m] 0.4 0.3 0.15

locity at the air-water interface [11–14]. While empirical correlations 
for evaporation flux may exhibit variations and discrepancies among 
different authors, it’s noteworthy that the empirical friction velocity re-
mains consistent and unchanged across these studies.
Hereafter, a detailed description of the simulated setups is presented, 
followed by the physical and numerical methodologies.

2. Materials and methods

2.1. Configurations

The studied configurations are wind tunnels with a low-high wa-
ter reservoir in front of the tunnel opening. In the diverse experimental 
studies in the literature, the evaporation rate of the water contained 
within the reservoir tank is quantified under a variety of flow condi-
tions. This measurement is accomplished by monitoring the evolution 
of the mass of evaporated water using a balance. The Fig. 1 is a compre-
hensive scheme of a typical setup. The water tank is always placed along 
the symmetry axis of the wind tunnel. If the water tank has the same 
width as the wind tunnel (i.e. 𝑤𝑓 = 𝑤), it can be reasonably assumed 
that the flow is independent of the width, thus enabling us to conduct 
two-dimensional (2D) simulations along the length of the wind tunnel. 
On Fig. 1, the grey plane is the one used for the assumed 2D cases. The 
Table 1 sums up the dimensions of the different experimental cases stud-
ied. Each experimental setup has its own range of temperature, relative 
humidity and wind velocity, all influencing the rate of water evapora-
tion. These diverse ranges of physical parameters can be translated into 
corresponding ranges of dimensionless numbers, including:

− The Reynolds number 𝑅𝑒ℎ, which is the ratio between inertial and 
viscous forces,

𝑅𝑒ℎ =
𝑈∞ℎ

𝜈
(1)

based on the tunnel height ℎ [m], U∞ the magnitude of the in-
let velocity [m.s−1] and 𝜈 the laminar kinematic viscosity of the 
2

mixture [m2.s−1].
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− The temperature Richardson number 𝑅𝑖𝑇 , which is the ratio be-
tween the gravitational potential energy of the fluid induced by a 
temperature difference and the fluid’s kinetic energy,

𝑅𝑖𝑇 =
𝑔𝛽𝑇 (𝑇𝑤𝑠 − 𝑇∞)𝑙𝑓

𝑈2
∞

(2)

with g the magnitude of the gravity acceleration [m.s−2], 𝛽𝑇 the 
thermal expansion coefficient [K−1], T𝑤𝑠 the temperature at the 
water surface [K] and T∞ the inlet temperature [K].

− The concentration Richardson number 𝑅𝑖𝐶 , which is the ratio be-
tween the gravitational potential energy of the fluid induced by a 
vapor concentration difference and the fluid’s kinetic energy,

𝑅𝑖𝐶 =
𝑔𝛽𝐶 (𝑌𝑤𝑠 − 𝑌∞)𝑙𝑓

𝑈2
∞

(3)

with 𝛽𝐶 the concentration expansion coefficient [−], Y𝑤𝑠 the sat-
uration water vapor mass fraction in the air at water surface tem-
perature [−] and Y∞ the inlet water vapor mass fraction [−].

The transition to turbulence in square channels occurs at 𝑅𝑒𝑐 = 1460
and for smaller Reynolds values in the case of rectangular channels 
[15]. The usual bounds for the forced, mixed, and natural convection 
regimes, are the same for both Richardson numbers defined. They as-
sume to respectively be chosen as 𝑅𝑖𝑓𝑜𝑟𝑐𝑒𝑑 < 0.1, 0.1 <𝑅𝑖𝑚𝑖𝑥𝑒𝑑 < 10 and 
𝑅𝑖𝑛𝑎𝑡𝑢𝑟𝑎𝑙 > 10 [16].
The range of dimensionless numbers explored in the present study is 
presented in Fig. 2. For a fixed Reynolds number, the temperature of 
the water is changed (and so are the temperature and concentration 
Richardson numbers), creating plateaus. These plateaus are better seen 
on Fig. 3a because of the logarithmic horizontal axis. As illustrated in 
Fig. 2(b), it’s worth noting that the temperature Richardson number 
can be negative when the water tank’s temperature is lower than the 
air temperature, which is a common scenario in the investigation of in-
door swimming pools. In such cases, evaporation is primarily driven 
by the difference in water vapor concentration. Most of the simulated 
cases are operating within the forced and mixed convection regimes. 
There are only two sets of data falling under the natural convection 
regime, as discussed in detail later in section 3.3. The studied setups 
have been chosen because they cover a wide range of flow conditions, 
and details about the inlet flow conditions are available, which might 
not always be the case [17]. In Inan and Atayılmaz [18] and Blázquez 
et al. [10], the vapor pressure difference is mainly controlled by the in-
let air temperature and humidity whereas in Raimundo et al. [9], it is 
mainly controlled by the water temperature.

2.2. Mathematical model

The inflow fluid is composed of a mixture of dry air and water vapor. 
It is treated as thermally expansible, although it is considered incom-
pressible following Boussinesq’s approximation [19]. The consideration 
of density change is then confined to its interaction with gravity, thus 
avoiding the need to solve a compressible flow. This change in density 
becomes apparent when the mixture encounters temperature and/or va-
por concentration gradients.
Water vapor and dry air are assumed to be non-reactive fluids. Further-
more, since the concentration of water vapor is consistently low in dry 
air, it is also assumed that both fluids share the same temperature and 
velocity fields. As stated by Raimundo et al. [9] and Limane et al. [8], 
the radiative transfer between the walls and the water pan can be ne-
glected and since the mass flow induced by the temperature and/or the 
concentration gradient is small, the Soret and Dufour effects are also 
negligible.

Therefore, we will address the following system of equations:
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Fig. 2. Range of Reynolds and Richardson numbers explored, with the Richardson number being based on (a) the water vapor concentration difference and (b) the 
temperature difference. The dotted lines are the separation of the prevailing convection regimes.
− The mass conservation

∇ ⋅ 𝐮 = 0 (4)

where 𝐮 is the velocity vector field [m.s−1];
− The momentum conservation

𝜕𝐮
𝜕𝑡

+ (∇𝐮) ⋅ 𝐮

= −1
𝜌
∇𝑝− 𝐠𝛽𝑇 (𝑇 − 𝑇∞) − 𝐠𝛽𝐶 (𝑌 − 𝑌∞) + 𝜈𝑒𝑓𝑓Δ𝐮 (5)

where 𝑡 is the time [s], 𝜌 the mixture density [kg.m−3], 𝑝 the pres-
sure [Pa], 𝐠 the gravity acceleration vector [m.s−2], 𝑇 the temper-
ature [K], 𝑌 the vapor mass fraction [−], 𝜈𝑒𝑓𝑓 = 𝜈+ 𝜈𝑡 the effective 
kinematic viscosity [m2.s−1] and 𝜈𝑡 the turbulent kinematic viscos-
ity [m2.s−1];

− The energy conservation

𝜕𝑇

𝜕𝑡
+ (∇𝑇 ) ⋅ 𝐮 = 𝛼𝑒𝑓𝑓Δ𝑇 (6)

where 𝛼𝑒𝑓𝑓 = 𝛼 + 𝛼𝑡 is the effective thermal diffusivity [m2.s−1], 
𝛼 the laminar thermal diffusivity [m2.s−1] and 𝛼𝑡 the turbulent 
thermal diffusivity [m2.s−1];

− And the water vapor concentration conservation

𝜕𝑌

𝜕𝑡
+ (∇𝑌 ) ⋅ 𝐮 =𝐷𝑒𝑓𝑓Δ𝑌 (7)

where 𝐷𝑒𝑓𝑓 =𝐷 +𝐷𝑡 is the effective water vapor mass diffusivity 
in air [m2.s−1], 𝐷 the laminar water vapor mass diffusivity in air 
[m2.s−1] and 𝐷𝑡 the turbulent water vapor mass diffusivity in air 
[m2.s−1].

The laminar diffusivity of water vapor in air is evaluated following Lien-
hard [20]:

𝐷 = 1.8710−10
(
𝑇 2.072

𝑝

)
. (8)

The overall minimum Reynolds number of the simulated setups is 1529 
(Fig. 2), i.e. higher than Re𝑐 . As a result, a turbulence model can be 
employed to simulate the turbulent structures within the flow. Due 
to its accuracy and stability, the SST (Shear-Stress Transport) RANS 
(Reynolds Averaged Navier-Stokes) model has been chosen [21].
The turbulent thermal diffusivity 𝛼𝑡 and the turbulent mass diffusivity 
of water vapor in air 𝐷𝑡 are both estimated using dimensionless num-
3

bers, the turbulent Prandtl number 𝑃𝑟𝑡
𝑃𝑟𝑡 =
𝜈𝑡

𝛼𝑡
, (9)

and the turbulent Schmidt number 𝑆𝑐𝑡

𝑆𝑐𝑡 =
𝜈𝑡

𝐷𝑡

. (10)

Usually, the turbulent Prandtl number is set equal to 0.85 and the turbu-
lent Schmidt number to 0.7. Under the flow configurations considered, 
Blázquez et al. [22] and Raimundo et al. [9] state that the standard 
value of the turbulent Schmidt number is not adequate and is locally 
variable. Tominaga and Stathopoulos [23] compile works on the turbu-
lent Schmidt number across various flow configurations, indicating that 
an optimal range of 0.2 to 1.3 may enhance agreement with experimen-
tal data. In this current study, the values of 𝑃𝑟𝑡 and 𝑆𝑐𝑡 have been fixed 
at 0.85 and 0.2 respectively, following Blázquez et al. [22] recommen-
dations, as they give the best overall agreement with the experimental 
data.
When using a RANS model, the turbulence decay close to the walls 
needs to be correctly described [24]. Jayatilleke’s heat transfer wall 
function has been chosen to compute the turbulent heat transfer close 
to the walls and at the air-water interface [25]. Given that heat and 
mass transfer convection exhibit similar behavior in the context of air-
water heat and mass transfer [4,9], the turbulent mass transfer wall 
function is computed in a manner analogous to the heat transfer wall 
function. This is achieved by substituting the (turbulent) Prandtl num-
ber with the (turbulent) Schmidt number, as previously implemented 
by Raimundo et al. [9]. The turbulent kinetic energy, the specific dissi-
pation rate and the turbulent viscosity wall functions are standard wall 
functions.
The aim of the present work is to propose a numerical model able to 
predict the water evaporation flux. In various experiments, the authors 
measured the water mass loss from the tank with an electronic balance, 
allowing them to calculate the evaporation rate. Numerically, the wa-
ter vapor flux is determined by equating the inlet and the outlet vapor 
mass flux:

𝐽 = 1
Δ𝑡

⎛⎜⎜⎝
⎛⎜⎜⎝∭Ω 𝜌𝑌 𝑑Ω

⎞⎟⎟⎠
𝑡𝑛

−
⎛⎜⎜⎝∭Ω 𝜌𝑌 𝑑Ω

⎞⎟⎟⎠
𝑡𝑛−1⎞⎟⎟⎠

+ ∬ 𝜌𝑌 u ⋅ n𝑜𝑢𝑡 𝑑𝜕Ω𝑜𝑢𝑡 −∬ 𝜌𝑌 u ⋅ n𝑖𝑛 𝑑𝜕Ω𝑖𝑛 (11)
𝜕Ω𝑜𝑢𝑡 𝜕Ω𝑖𝑛
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where 𝐽 is the water vapor mass flux in the air [kg.m−2.s−1], 𝑡𝑛 the 
time at iteration n [s], Ω is the control volume [m3], 𝜕Ω𝑜𝑢𝑡 is Ω’s outlet 
boundary surface [m2], n𝑜𝑢𝑡 is 𝜕Ω𝑜𝑢𝑡 ’s normal vector pointing outwards 
[m], 𝜕Ω𝑖𝑛 is Ω’s inlet boundary surface [m2] and n𝑖𝑛 is 𝜕Ω𝑖𝑛 ’s normal 
vector pointing outwards [m].
It is important to notice that the first term of Equation (11) tends to-
wards zero when reaching the convergence.

2.3. Boundary conditions

The walls are considered impermeable, adiabatic and unmovable. 
Since none of the authors measured the inlet turbulence intensity, an in-
let turbulence level of 6% has been assumed as in Raimundo et al. [9]’s 
work. The inflow conditions (velocity, temperature and vapor concen-
tration) are given by the experimental conditions while the pressure at 
the outlet is fixed at 1 atm. Since the water pan is centered along the 
symmetry axis of the wind tunnel, the tunnel can be divided in half with 
a symmetry boundary condition, reducing the computational expense of 
the simulation. This assumption is discussed later in section 3.3.
Near the air-water interface, a thin saturated air layer exists [26] and, 
since only the air-vapor mixture is solved, the temperature at the in-
terface boundary is set according to the water’s surface temperature. 
The temperature of the water pan being controlled by an electrical re-
sistance, it is assumed that the temperature of the water surface is also 
controlled by the latter. The vapor mass fraction at the interface 𝑌𝑠 is 
then deduced from the saturation pressure, denoted 𝑝𝑠, based on this 
temperature, following Buck [27] and from the ideal gas assumption:

𝑝𝑠 = 0.61121exp
((

18.678 − 𝑇

234.5

)(
𝑇

257.14 + 𝑇

))
(12)

𝑌𝑠 =
𝑝𝑠𝑊𝑤

𝑊𝑎(𝑝𝑎𝑡𝑚 − 𝑝𝑠) +𝑊𝑤𝑝𝑠
(13)

where 𝑊𝑤 is the water molecular weight [kg.mol−1], 𝑊𝑎 is the air 
molecular weight [kg.mol−1] and 𝑝𝑎𝑡𝑚 is the atmospheric pressure [Pa].
When it comes to the velocity boundary condition, it has been assumed 
by Raimundo et al. [9] that the tangential velocity of the mixture close 
to the water surface (along the streamwise direction) is low enough to 
be negligible and a bulk normal velocity exists based on the assumption 
that the water is impermeable to air [28]:

𝐮 ⋅ 𝐧𝑤𝑠 = − 𝐷

1 − 𝑌𝑤𝑠

𝜕𝑌

𝜕𝑛

|||𝑤𝑠 (14)

where 𝐧𝑤𝑠 is the water surface’s normal vector [m].
Furthermore, Blázquez et al. [10] use a slip boundary condition fol-
lowing the assumption that the concentration boundary layer is thinner 
than the dynamic boundary layer since the turbulent Schmidt number 
of the air is lower than unity. Finally, the water vapor flux at the sur-
face can be fixed based on correlations as proposed by Ciuman and 
Lipska [7], which is not of interest here since the goal is to predict it.
Several authors have measured the friction velocity of the air over a wa-
ter surface in a wind tunnel [11–14], agreeing on the following empiric 
correlations:

⎧⎪⎨⎪⎩
𝑢∗ = 0.05𝑈∞ if 𝑈∞ < 𝑈𝐿 = 3 m.s−1

𝑢∗ = 0.02𝑈
3
2
∞ else

(15)

where u∗ is the friction velocity and U𝐿 is the air velocity limit above 
which a distilled water surface transitions from flat to wavy. This cri-
terion may change with the water composition [12]. However, in the 
case of drying water spans, the wind velocity is often lower than unity, 
which is far from this threshold.
The friction velocity is defined as follows [29]:

𝑢∗ =
√

𝜏𝑠

𝜌
(16)
4

where 𝜏𝑠 is the shear stress of the fluid over a surface 𝑆 [Pa]:
International Journal of Heat and Mass Transfer 226 (2024) 125438

Fig. 3. Relative difference as a function of mesh’s 𝑦+ , conducted on the Blázquez 
et al. [30] setup. The blue triangles represent the relative error with 𝑅𝑒ℎ = 1529
and 𝑅𝑖𝐶 = 2.39, the orange ones with 𝑅𝑒ℎ = 7643 and 𝑅𝑖𝐶 = 0.15 and the green 
ones with 𝑅𝑒ℎ = 13376 and 𝑅𝑖𝐶 = 0.06. The grey zone is the respected criterion 
for the upcoming simulations. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

𝜏𝑠 = 𝜇
𝜕𝑢𝑡

𝜕𝑛

|||𝑆 (17)

with 𝜇 the laminar dynamic viscosity of the mixture [Pa.s] and 𝜕𝑢𝑡
𝜕𝑛

|𝑠
the surface tangential velocity normal gradient [s−1].
From Equations (16)-(17), one can see the link between u∗ and the 
surface tangential velocity u𝑡. Thus, the velocity boundary condition 
proposed in this work is the following:

− The normal velocity is the same as the one used by Raimundo 
et al. [9] (Equation (14)),

− The tangential velocity (along the streamwise direction) is com-
puted from the friction velocity of the wind over the surface of a 
water span using Equations (15)-(17).

The slip boundary condition proposed by Blázquez et al. [10] is easier 
to implement, however it is sensitive to the convection regime [30], 
hence this boundary condition has been developed.

2.4. Numerical methods

Simulations are carried out using OpenFOAM, a massively parallel 
open-source CFD software having a large user base [31]. As in Limane 
et al. [8], the developed solver is a modified version of an existing 
solver, used for heat transfer in flows using the Boussinesq approxi-
mation. The water vapor transport (Equation (7)) and its effect on the 
density have been added to this solver, while boundary conditions have 
been developed to compute the interface velocity boundary condition 
and the turbulent mass transfer wall function.
The developed solver uses the SIMPLE algorithm to solve the flow un-
der steady conditions. Second-order spatial and temporal schemes have 
been used. Convergence is deemed to be reached when the sum of the 
residuals for each equation drops below 10−5 for each equation. A tran-
sient variant has also been developed, based on a PIMPLE algorithm, 
and is employed to address flow dynamics in unsteady scenarios, par-
ticularly in cases involving the formation of unstable convective plumes 

near the air-water interface.
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Fig. 4. Comparisons of experimental and numerical water vapor fluxes in the Inan and Atayılmaz [18] configuration, for different flow conditions: (a) Re = 5096
and (b) Re = 9682. The crosses represent the experimental points from Inan and Atayılmaz [18], the red dashed line is the water vapor flux obtained from Pauken’s 
correlation [16] and the blue points are those obtained numerically with the boundary condition proposed in this work.
3. Results and discussion

3.1. Mesh convergence

A mesh refinement investigation is realized to make sure that the re-
sults are not sensitive to the grid resolution. Three Reynolds numbers 
have been considered in the setup studied by Blázquez et al. [30]: 𝑅𝑒ℎ =
1529, 𝑅𝑒ℎ = 7643 and 𝑅𝑒ℎ = 13376, and a concentration Richardson 
number of 𝑅𝑖𝐶 = 2.39, 𝑅𝑖𝐶 = 0.15 and 𝑅𝑖𝐶 = 0.06 respectively to make 
sure the flow conditions would not influence the criterion.
As shown in Fig. 3, the relative difference is nearly insensitive to the 
mesh’s resolution when the 𝑦+ criterion is below 1. Hence, the simula-
tions will be carried out on meshes that respect this criterion, agreeing 
well with the common recommendations when using the SST turbulence 
model.

3.2. Two dimensional setups

3.2.1. Inan and Atayılmaz setup

The first simulated setup is the one from Inan and Atayılmaz [18]. In 
this setup, the concentration Richardson number 𝑅𝑖𝐶 ranges from 0.05
to 0.53 under two wind velocities corresponding to 𝑅𝑒ℎ = 5096 and 
𝑅𝑒ℎ = 9682. The comparison between the measured evaporation rates 
and the simulated ones is shown in Fig. 4, where Pauken’s correlation 
has been added as it is the one with the best agreement to experimental 
results. Since the measurement uncertainty given by the author is less 
than 1%, no error bars are shown in the figure. The simulated points are, 
overall, closer to the measured points than the correlation. The relative 
difference 𝐷𝑟,𝑖 between a simulated data set and the corresponding ex-
perimental flux in the configuration 𝑖 is evaluated as:

𝐷𝑟,𝑖 =
|||||
𝐽exp,𝑖 − 𝐽num,𝑖

𝐽exp,𝑖

||||| (18)

In addition, for a series of 𝑁 configurations, we evaluate the mean 
relative difference 𝐷𝑟,𝑚 as:

𝐷𝑟,𝑚 = 1
𝑁

𝑁∑
𝑖=1

𝐷𝑟,𝑖 (19)

In this first 2D series of flow configuration, 𝐷𝑟,𝑖 varies between 3.93% 
5

and 22.6%, with a 𝐷𝑟,𝑚 of 12.92%.
3.2.2. Blàzquez et al. setup (0.026 <𝑅𝑖𝐶 < 3.12)
The second simulated setup is the one from Blázquez et al. [30]. 

Additional experimental data are available in Gallero et al. [32], and 
are discussed in section 3.2.3. Here, 𝑅𝑖𝐶 ranges from 0.0259 to 3.12 
and 𝑅𝑒ℎ from 1529 to 10510. The comparison between the set of ex-
perimental data, which has a measurement uncertainty of 7%, and the 
simulations is shown in Fig. 5. The simulation points obtained by the 
authors, using a slip boundary condition for the near water surface ve-
locity, are also provided. They obtain a maximum relative difference of 
44.27% and their mean relative difference is 18.97%. For this initial set 
of data points utilizing the proposed boundary condition, the values for 
the relative difference 𝐷𝑟,𝑖 are within the range of 0.41% to 57.52% 
and 𝐷𝑟,𝑚 = 10.64%. Two points from Fig. 5b, at 𝑅𝑖𝐶 = 0.1579 and 
𝑅𝑖𝐶 = 0.234, are clearly deviant from the neighbor points. Removing 
these two points brings the maximum relative difference from 57.52% 
to 26% and lowers the mean relative difference 𝐷𝑟,𝑚 to 8.87%. Anyhow, 
the boundary condition used in the present paper shows a lower aver-
age relative difference than the simple slip condition used in Blázquez 
et al. [30].

3.2.3. Blàzquez et al. setup (0.013 <𝑅𝑖𝐶 < 0.063)
The second batch of data, obtained from the same setup as in sec-

tion 3.2.2, is provided in Gallero et al. [32] and Blázquez et al. [22], 
with 𝑅𝑒ℎ ranging from 13376 to 19490 and 𝑅𝑖𝐶 from 0.013 to 0.063. 
The objective of these two studies was to enhance the model introduced 
by Blázquez et al. [10], with a specific emphasis on the forced convec-
tion regime, where the slip boundary condition exhibits the poorest 
performance.
In Gallero et al. [32], the authors use empirical shear stress at the air-
water interface fitted from the experimental data, achieving an average 
relative difference smaller than 5% for the forced convection regime. 
In Blázquez et al. [22], the slip boundary condition is still used and 
the turbulent Schmidt number has been changed to better fit the ex-
perimental values, achieving an average relative difference of about 
7% for the forced convection regime. Although both of these models 
were initially developed using data from the forced convection regime, 
they have also been extended to cover other convection regimes. Sub-
sequently, they have been compared to existing data to validate their 
applicability across a broader range of conditions. Gallero et al. [32]
observe a worse behavior in the mixed convection regime than with the 

slip boundary condition and Blázquez et al. [22] show a high disper-



International Journal of Heat and Mass Transfer 226 (2024) 125438Q. Royer, R. Guibert, P. Horgue et al.

Fig. 5. Comparisons of experimental and numerical water vapor fluxes in the Blàzquez et al. 2D configuration, for different flow conditions: (a) 𝑅𝑒ℎ = 1529, (b) 
𝑅𝑒ℎ = 4586, (c) 𝑅𝑒ℎ = 7643 and (d) 𝑅𝑒 = 10510. The crosses represent the experimental points and are associated with a measurement error evaluated in Blázquez 
et al. [30], the green square points are those obtained numerically by Blázquez et al. [30] with a slip boundary condition, and the blue points are those obtained 
numerically with the boundary condition proposed in this work.
sion in the mixed convection regime, with a median relative difference 
of about 19% when 0.1 <𝑅𝑖𝐶 < 1.
This additional set is presented in Fig. 6, having a measurement un-
certainty of 4% [32], and it is compared to the numerical computation 
with the model proposed in this paper. Gallero et al. [32] and Blázquez 
et al. [22] use the same experimental setup with the same inlet veloci-
ties, showing similarity between their measurements except at the high-
est Reℎ, as illustrated in Fig. 6c. As the water vapor flux is not expected 
to deviate between two neighbor points, the relative difference 𝐷𝑟,𝑖 has 
been computed based on Gallero et al. [32] experimental data. Then, 
𝐷𝑟,𝑖 falls within the range of 5.28% to 14.65%, with 𝐷𝑟,𝑚 = 10.84%, 
which is worse than the two previously mentioned models. While these 
results are less favorable compared to the two previously mentioned 
models, they are still considered satisfactory. Notably, this model was 
not solely designed for predicting evaporation in the forced convection 
regime, which underscores its versatility.

3.3. Three dimensional setup

The unique 3D simulated configuration is the one from Raimundo 
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et al. [9]. This setup is also the only one that has a higher water tem-
perature than the air, which means that the temperature gradient will 
also contribute to the water evaporation flux.
In this last setup, 𝑅𝑖𝐶 is between 0.03 and 4.79, 𝑅𝑖𝑇 is between 0.05 
and 11.85 and 𝑅𝑒ℎ is between 2548 and 17834. As done for the previ-
ous configurations, Fig. 7 shows the comparison between the measured 
data and the simulated one. No error bars are shown in the figures since 
the measurement uncertainty is low (±4 × 10−3 g.s−1.m2). Unlike the 
previous setups, here the vapor pressure difference is controlled by the 
water temperature. From Fig. 8, we can notice that increasing the water 
temperature increases the vapor pressure difference and thus the water 
vapor flux. Two sets of parameters satisfy 𝑅𝑖𝑇 > 10, which is the limit 
above which the natural convection is completely driving the evapo-
ration process [16]. Under this regime, unstable plumes are noticed in 
the simulation, preventing its convergence in steady simulations. On the 
Fig. 7, the grey points are the ones where the unsteady condition is met, 
and they have been excluded from the computation of the relative dif-
ferences. Then, for this set of data, 0.3% <𝐷𝑟,𝑖 < 29% and 𝐷𝑟,𝑚 = 12.3%, 
which is close to the results obtained in the two-dimensional simula-
tions. From their numerical model, Raimundo et al. [9] have obtained 
a maximum relative difference of 31.6%, a minimum of 0.3%, and an 

average of 7.6%. Their model seems to be performing better on aver-
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Fig. 6. Comparisons of experimental and numerical water vapor fluxes in the Blàzquez et al. 2D configuration, for different flow conditions: (a) 𝑅𝑒ℎ = 13376, (b) 
𝑅𝑒ℎ = 16242 and (c) 𝑅𝑒ℎ = 19490. The black crosses represent experimental points and are associated with a measurement error evaluated in Gallero et al. [32], the 
red crosses are experimental points from Blázquez et al. [22], the green square points are those obtained numerically by Gallero et al. [32] and the blue points are 
those obtained numerically with the boundary condition proposed in this work.
age, however, the turbulent Schmidt number was calibrated to better 
suit their experimental data. Fig. 8 is a visualization of the evolution of 
the magnitude of the velocity when increasing the water temperature, 
which highlights the deviation of the velocity streamlines because of 
the buoyancy to the point where the flow is completely dominated by 
the latter (Fig. 8c).

3.3.1. On the symmetry boundary condition

As done in Raimundo et al. [9], only half of the wind tunnel is 
simulated by assuming that both halves of the wind tunnel (along the 
stream-wise direction) behaved the same, which needs to be checked. 
Fig. 9 shows the difference between the temperature and water vapor 
concentration fields close to the water pan when simulating the whole 
setup (Fig. 9a) and when assuming the symmetry (Fig. 9b). While there 
are noticeable differences in the flow structures, these disparities have 
a minimal impact on the water evaporation rate. The relative differ-
ence is less than 0.5% when comparing the flux calculated from the 
entire setup to that calculated from only half of it using symmetry. Ad-
ditionally, it’s important to highlight that the full setup simulation still 
exhibits symmetry along the same axis as the case where only half of 
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the setup is simulated. This is why the water vapor flux was still com-
puted in the latter scenario.
The pool width not being the same as the wind tunnel’s, concentration 
(and temperature) tubes are observed on the edges of the water span, 
highlighting the necessity of a three dimensional simulation.

3.3.2. On the natural convection regime

As previously discussed, two experimental points are in the natural 
convection regime. As expected, it is not possible to compute a steady 
numerical solution. To evaluate the water vapor flux, it is necessary to 
simulate the transient flow, at a significantly higher computational cost 
than the steady simulation, and the flux must be averaged over an ap-
propriate time window. The boundary condition proposed in this work 
intrinsically assumes that the mixture velocity close to the water sur-
face depends on the inlet air velocity. However, when transitioning to 
natural convection, this assumption may warrant further consideration, 
primarily due to the magnitude of the velocity of the rising plumes, as 
shown in Fig. 8c. Fig. 10 compares the instantaneous flux obtained with 
the present boundary condition (blue line) and the one obtained by con-
sidering a null tangential velocity (orange line). As suggested, removing 
the near-water velocity dependency on the inlet velocity (in the natural 

convection regime) brings the mean numerical flux much closer to the 
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Fig. 7. Comparisons of experimental and numerical water vapor fluxes in the Raimundo et al. 3D configuration, for different flow conditions: (a) 𝑅𝑒ℎ = 2548, (b) 
𝑅𝑒ℎ = 5096, (c) 𝑅𝑒ℎ = 7643, (d) 𝑅𝑒ℎ = 10191, (e) 𝑅𝑒ℎ = 12739, (f) 𝑅𝑒ℎ = 15287 and (g) 𝑅𝑒=17834. The crosses represent the experimental points, the green square 
points are those obtained numerically by Raimundo et al. [9] with a fixed normal velocity boundary condition, the grey points are those obtained numerically with 
the boundary condition proposed in this work under unsteady conditions and the blue points are the ones obtained under steady conditions.
measured flux (black solid line against the grey one). Moreover, periods 
are observed on the orange flux, underlining the predominant effect of 
the release of the thermal-concentration plumes on the flow.

3.4. Summary

The relative differences previously computed are summed up in 
Fig. 11, where 2D and 3D results have been separated. The 2D overall 
mean relative difference is 11.21% and the one for the 3D case is 12.3% 
(without considering unsteady simulations). A wide range of Richard-
son numbers (i.e. a wide range of temperature, relative humidity and 
wind velocity) is considered in these simulations, mainly in the forced 
and mixed regimes.
The results seem insensitive to the mixed and forced convection 
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regimes, unlike the model developed by Blázquez et al. [10] or the 
empirical correlations proposed in the literature. However, the model 
seems sensitive to the transition between the mixed and natural con-
vection regime as illustrated in subsection 3.3.2, needing further assess-
ment.

4. Conclusion

A new near-water air velocity boundary condition for the predic-
tion of the water evaporation rate from a water tank has been devel-
oped. This boundary condition uses the empirical friction velocity at 
the air-water interface to estimate the velocity gradient in the stream-
wise direction, and the velocity in the normal direction of the water 
surface is based on the low diffusivity of the air in liquid water. Nu-
merical water vapor flux predictions from several experimental setups 

were compared with the experimental references. Over the mixed and 
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Fig. 8. Temperature and velocity (magnitude) fields, in the 3D configuration 
of Raimundo et al. [9], side view where (a) 𝑅𝑖𝑇 = 0.22, (b) 𝑅𝑖𝑇 = 2.88 and (c) 
𝑅𝑖𝑇 = 11.85. Convergence is reached in (a) and (b), but the case is unsteady in 
(c).

forced convection regimes, a mean relative difference close to 12% be-
tween experimental and simulated data has been evaluated for both 2D 
and 3D simulations.
The natural convection regime was only observed in the 3D case due to 
differences in temperature between the inlet air and the water surface. 
Temperature drives both thermal and concentration buoyancy, with 
higher water surface temperatures leading to higher maximum water 
vapor mass fractions. The density variations induced by the tempera-
ture difference are greater than the ones caused by the water vapor 
concentration difference.

Once reaching this regime, the flow becomes unsteady because of 
the unstable plumes. In the current study, the limited amount of data 
available hinders the formation of a robust conclusion regarding the 
prediction of water vapor flux within the natural convection regime. 
However, by assuming that the convection plumes are driving the flow 
under this regime, the friction velocity at the water surface is no longer 
a function of the mean inlet velocity. This assumption shows good pre-
liminary results.
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Fig. 10. Instantaneous visualization of the water vapor flux in the 3D configuration of Raimundo et al. [9], (a) 𝑅𝑒ℎ = 2548, 𝑅𝑖𝑇 = 10.34 and (b) 𝑅𝑒ℎ = 2548, 
𝑅𝑖𝑇 = 11.85. The blue line is the instantaneous water vapor flux with the boundary proposed in this work, the orange line is the water vapor flux where the 
streamwise velocity is killed, the black line is the average water vapor flux numerically measured on the blue line, the grey line is the average water vapor flux 
numerically measured on the orange line and the dark dashed line is the measured water vapor flux.

Fig. 11. Relative difference between experimental and simulated data as a function of the concentration Richardson number, (a) 2D cases and (b) 3D case. Red, 
green, orange and blue dots are the relative difference under steady conditions, grey dots are the relative difference under unsteady conditions and the dotted line 

is the mean relative difference.
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