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Abstract

Rotating Detonation Combustors (RDC) are a promising solution for increasing the thermal efficiency of
engines. The high temperature and pressure caused by detonation induce a high exchange at the combustor walls,
which, in turn, can affect detonation propagation. This numerical study investigates the viscous wall effects
on detonation propagation and engine performance based on high-fidelity simulations of an experimental RDC
currently being prepared for testing. The results show that the wall effects reduce the detonation velocity by only
2% and that the wall heat flux can be as high as 17 MW/m² in the detonation propagation zone.
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Introduction
Detonation-based combustors attract attention be-

cause they potentially increase the thermal efficiency of
power generation systems. Most of the concepts focus
on the Rotating Detonation Combustor (RDC). As pre-
sented schematically in Figure 1, an RDC is often com-
posed of an annular chamber in which one or several
detonations continuously propagate while consuming
the propellants injected at the chamber entry between
two detonation passages. RDCs have a higher compac-
ity than current constant-pressure combustors due to the
reduced length of the chamber and the very short re-
action time of the detonation process. The pressure in
the chamber and the number of detonation fronts usu-
ally increase with increasing the injected mass flow rate
[1]. Indeed, detonation fronts in gases have a cellular
structure, and the mean width of the detonation cells is
proportional to the reaction length. The smaller the cell
width, the shorter the reaction length, so the detonation
propagation is all the easier if the mean width of the det-
onation cells is small [2] because this width decreases
with increasing the initial pressure. Using detonation
also theoretically produces a total pressure gain in the
combustor thus reducing the need for a high-pressure ra-
tio compressor in the case of air-breathing applications.

On the experimental side, Wolański [3] attached a
helicopter turbine to an experimentally optimized RDC
and achieved a 5 to 7% reduction in specific fuel con-
sumption compared to the original combustor. Naples
et al. [4] also showed that an RDC attached to a com-
mercial turbine can achieve comparable or better perfor-
mance than a conventional combustor.

Fewer results are available about the efficiency in-
crease in rocket-based RDCs (also referred to as RDREs
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Figure 1: Scheme of an RDC with two co-rotating detona-
tion waves. 1: Injected fresh mixture, 2: injector surface, 3:
detonation waves, 4: fresh-burned gases contact surface, 5:
oblique shock wave

for Rotating Detonation Rocket Engines). Fotia et al.
[5] compared the propulsive performance of different
nozzles attached to an RDC, but there are no compar-
isons to conventional rocket engines. The RDC ex-
periments of Frolov et al. [6] showed that RDRE can
achieve good performance at low chamber pressure, as
predicted in the numerical study of Davidenko et al. [7].

One of the challenges with RDCs is to demonstrate
a long-duration operation because of the high pressure
and thermal loads. Therefore, most test runs last less
than one second in uncooled combustors to limit the
wall temperature increase. For example, Randall et al.
[8] measured wall temperatures of 1000 K after 2 sec-
onds of operation in an H2/O2 RDC. Wall heat flux
is difficult to predict as they depend on multiple fac-
tors, including the RDC configuration. Goto et al. [9]
showed that the wall heat flux increases with the com-
bustion efficiency, depending on the injector geometry,



and with increasing the mass flow rate. Several studies
have dealt with heat flux measurements in air-breathing
RDCs [2][10] and reported heat loads varying between
1 and 8 MW/m². The wall heat flux is not uniform along
the channel [11] and reaches a maximum around the det-
onation wave height. Obtaining experimental data on
heat loads on the inner and outer walls at multiple loca-
tions would require more sensors.

High-fidelity 3D simulations could help to obtain
heat flux distributions over the chamber walls. Most
published 3D RDC simulations assume adiabatic walls
[12][13][14][15][16] because it would require highly
refined mesh at the walls to resolve the boundary
layer. High-fidelity simulations sometimes overpre-
dict the detonation velocity compared to experiments
[17][16], and the discrepancy is sometimes attributed
to the neglected wall heat flux [16]. Among the few
attempts to study wall heat flux numerically, Wang et
al. [18] performed URANS simulations of an RDC us-
ing premixed H2/air. A wall law function was used to
model the viscous interactions at the wall. The calcu-
lated heat flux reaches a peak value of 80 MW/m² in the
detonation front on the most refined mesh, which seems
quite high compared to values found in the literature.
Wu et al. [19] showed that the assumed wall tempera-
ture fixed in the simulation has little effect on the wall
heat flux for wall temperatures of 600 and 900 K. Sim-
ulations of a premixed H2/air RDC were also performed
by Cocks et al. [20] with and without wall viscous inter-
actions. A hybrid RANS/LES approach was used with a
refined mesh at the wall (y+ < 10). The paper shows
that viscous interactions at the wall change the RDC
performance, but not the detonation velocity, which ac-
tually increases when the wall heat flux is considered.
This last result was not expected since theoretical work
on detonation propagation showed that friction and heat
transfer reduce detonation velocity [21][22].

This study is a sensitivity analysis of the viscosity
and heat-transfer interactions at the RDC wall with a
numerically optimized injector for non-premixed pro-
pellants. Section 1 discusses the numerical methods
and the geometry studied, and Section 2 summarizes the
analysis of the flow field structure, detonation velocity,
mixing quality, and wall heat load.

1 Numerical modeling
The computational domain is a quarter of an exper-

imental RDC of the PROMETEE facility of the Pprime
Institute. The RDC has an inner diameter of 70 mm, an
annular gap of 5 mm, and a length of 60 mm. Simulat-
ing only a quarter of the RDC is equivalent to assuming
four co-rotating detonations in the RDC and helps to re-
duce the computational cost. The purpose here is not to
compare experimental and numerical results.

The RDC injector designed for this study consists of
multiple injection elements arranged periodically along
the circumference of the RDC. The injection element
(hereafter referred to as TripHy) is a O2/H2/O2 triplet
configuration, with eighteen TripHy injection elements

on a quarter of the injector. The total mass flow rate,
ṁtot in the chamber is 120 g/s, corresponding to a mass
flux of 100 kg/m²/s through the chamber cross-section.

The Large Eddy Simulations (LES) presented be-
low are performed with the CEDRE code developed at
ONERA. The code solves the Navier-Stokes equations
for compressible reactive flow on general unstructured
meshes with the CHARME solver. A MUSCL (Mono-
tonic Upstream Scheme for Conservation Laws) scheme
with the Van Leer slope limiter and the HLLC Riemann
solver provide second-order accuracy on the convective
fluxes [23]. A second-order central-difference scheme
is used to compute the viscous fluxes. The time inte-
gration is realized with the semi-implicit second-order
ASIRK2 scheme [24] with a 2⇥10�9 s time step.

The chemical kinetic scheme [25] comprises six
species and seven reversible reactions and was already
used for supersonic combustion [25][26] and detonation
[12][27].

The Sigma subgrid turbulence approach of Nicoud
et al. [28] models the unresolved turbulent structures.
The meshes are composed of 100 µm tetrahedrons in the
zone where propellant mixing and detonation propaga-
tion take place. The meshing is gradually coarsened to-
wards the chamber exit (y > 10 mm). At the wall, layers
of prisms are added to resolve the boundary layer. Ta-
ble 1 gives information about the mesh refinement at the
wall. The Celik criterion [29] was used to validate the
spatial resolution of the 3D mesh. The Celik criterion
is always above 0.8 in the present simulations, meaning
that the mesh refinement is sufficient for LES simula-
tions. Preliminary cold flow injection simulations were
used to evaluate the turbulent integral length scale with
two-point velocity correlations. The largest turbulent
structures are resolved with more than 10 mesh cells,
which seems sufficient for an LES simulation [30].

Regarding the boundary conditions, the total temper-
ature and mass flow rate are set at the inlet of the man-
ifolds connected to the tubes feeding the injector and
used as buffer zones. The latter help to dissipate the
shocks coming from the chamber and limit their influ-
ence on the inlet condition. The modeling of the friction
is the no-slip condition, and that of the heat transfer is a
fixed wall temperature arbitrarily set to 400 K. The pres-
sure at the outlet is set to 1 atm, although in the present
configuration, the flow at the outlet becomes supersonic
when the simulation reaches steadiness.

2 Results and discussions
Table 1 shows the calculation cases and information

about their resolution at the walls. The value of y+ is
calculated from Equation 1 and the local skin friction
tw obtained in the simulation. The value of y+ is not
constant in the RDC, it increases in the detonation front.
Table 1 shows the approximate value of y+ away from
the detonation front.
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Table 1: LES cases

Case name Slip Friction Heat Heat ref
Friction No Yes Yes Yes

Heat transfers No No Yes Yes
First cell size

(µm) 10 10 10 1

y+ 1 1 1 0.1

y+ =
y
n

r
tw

r
(1)

Figure 2 shows the instantaneous temperature field
at the mid radius for the three cases Slip, Friction, and
Heat. Overall, the resulting flows are very similar (Fig-
ure 2), with the typical triangular shape of the fresh mix-
ture layer, and the oblique shock attached to the detona-
tion front. At the chamber exit, the temperature is above
3000 K, indicating efficient heat release and good mix-
ing in the chamber thanks to the TripHy injector. The
fresh mixture layer is not continuous, with some burned
gases trapped between adjacent propellant jets. This is
particularly visible in Figure 2b) for the Friction case.

Figure 2: Temperature fields at the mid chamber radius for
cases Slip (a), Friction (b) and Heat (c)

Figure 3 shows the 3D shape of the detonation wave
3 for the Heat case. The other cases result in a similar

structure. The O2 and H2 injector plenums and the feed
tubes are shown in purple and dark green, respectively.
The pressure gradient norm k

�!
— Pk is shown in grayscale

on the surfaces representing the injection wall and the
mid radius. In these planes the iso-contour of the heat
release ẇT = 1012 W/m3 is also shown in green. The
current mesh resolution does not capture the inner struc-
ture of the detonation front. Nevertheless, the reaction
zone is clearly coupled with the shock. The detonation
front is mostly straight, except near the bottom of the
chamber. In fact, at the bottom of the RDC, the injected
propellants are not yet well mixed and the fresh mixture
layer is discontinuous: the detonation passes through a
succession of unmixed and burned gas zones. Succes-
sive shock reflections on the RDC walls are visible at
the injection plane.

Figure 3: Pressure gradient (gray scale) at the mid cham-
ber radius and the injection plane in case Heat, with the iso-
contour ẇT = 1012 W/m3 in green. The iso-surface represent-
ing T = 600 K is colored-coded by Zexcess.

Figure 3 also shows the iso-surface T =600 K, col-
ored with Zexcess, which visualizes the propellant jets.
Positive (respectively negative) Zexcess corresponds to
the volume fraction of H2 (resp. O2) in excess relative
to stoichiometry. The red and blue zones indicate that
the mixing of the propellants is not yet complete. A
flame spontaneously forms at the interface of the fresh
and burned gases. From Figure 3, for theTripHy injec-
tor, the flame at the fresh/burned gas interface is rich at
the top of the fresh mixture layer and essentially lean
everywhere else.

Equation 2 gives the detonation velocity (VD) based
on the pressure history recorded by numerical sensors
located 1 mm downstream of the injection plane and at
the mid chamber radius (Rmid). The quantities nwave = 4
and tsensor denote the number of waves in the RDC and
the time interval between two detonation passes indi-
cated by strong pressure peaks. Five detonation periods
and ten sensors are used to calculate the average deto-
nation wave velocity.

VD =
2pRmid

nwavetsensor
(2)

Table 2 summarizes the detonation wave velocities.
The values are close to the theoretical CJ limit evaluated
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from the injected mixture properties and the RDC aver-
age pressure. Experimental work is required to confirm
these results.

Overall, the results confirm that viscous effects have
a limited influence on the mean detonation velocity,
about 1% for friction and 2% for heat transfer. The in-
fluence is larger on the standard deviation sD, which
increases from 12 m/s in the Slip case to 20 m/s in the
Friction and the Heat cases. Therefore, according to
the present results, the overpredicted detonation veloc-
ity by simulations, compared to the experiments, does
not seem to be due to neglecting wall friction and heat
transfer.

Table 2: Mean value VD and standard deviation sD of the det-
onation velocity

Case name Slip Friction Heat
VD (m/s) 2843 2859 2772
sD (m/s) 11.2 19.4 22.4

Figure 4 shows the variation of mixing efficiency in
the fresh mixture layer produced by the injection ele-
ment in front of the detonation front. The equation 3
defines the mixing efficiency, where st is the H2 to O2
mass fraction ratio at stoichiometry and Sy is the con-
trol volume section at coordinate y. The average mixing
efficiency is obtained with 20 instantaneous fields. A
control volume positioned just before the rotating deto-
nation ensures tracking. The cases Slip and Heat result
in very similar profiles of mixing efficiency. However,
the mixing efficiency is lower for the Friction case and
decreases faster at the top of the fresh mixture layer.

Figure 4: Mean mixing efficiency along the height of the fresh
mixture layer

hmix(y) =

RR
Sy

rmin(YH2 +YH2/st,YO2 +YO2st)dS
RR

Sy
rdS

(3)

The deflagration losses are estimated by the method
of Gaillard [31]. First, a control volume is positioned 1
mm in front of the detonation front. Its azimuthal and

Case Slip Friction Heat
yCV (mm) 10 11 9

mmix/min j (%) 69 61 70
munmix/min j (%) 10 11 11
mburned/min j (%) 21 28 19

Table 3: Fresh mixture layer properties before the detonation

radial dimensions are the same as for an injection ele-
ment. The height of the control volume yCV is iterated
until the equation 4 is satisfied. The equation 4 requires
that the mass contained in the control volume

RRR
CV r is

equal to the mass injected during a period min j. In this
equation, ṁtot is the total mass flow rate in the RDC.

ZZZ

CV
rdV = min j = t ṁtot

nin j
=

2pRmid

VDnwave

ṁtot

nin j
(4)

In this control volume, the composition of the com-
putational cells is divided into three categories: the per-
fectly mixed propellant mass mmix, the unmixed propel-
lant mass munmix, and the burned gas mass mburned . By
dividing each by their sum min j, one can evaluate the
deflagration losses and the average mixing efficiency in
the control volume. Table 3 shows the results for the
three simulation cases.

The three cases show the same level of unmixing
(10%). Regarding the fraction of mixed propellants, it is
about 70% for the Slip and Heat cases, but it decreases
to 61% in the Friction simulation. The decrease in mix-
ing efficiency is due to higher parasitic deflagration con-
suming the mixed propellants as the burned gas fraction
reaches 28% in the Friction case.

Increased deflagration losses can be related to sev-
eral effects. For example, flow shear near the walls
can promote turbulence development and increase flame
surface density. Wall friction also slows the flow near
the wall, which increases the pressure and temperature
near the injector. Higher temperature increases the pre-
heating of propellants and, thus, deflagration losses.

In the case of Heat, thermal losses at the wall cool
the burned gases, so the flame is slower and may even
be quenched. All these factors can explain the lower
deflagration losses in this case.

Overall, the present TripHy injector shows good per-
formance with more than 60% of the injected propel-
lants mixed at stoichiometry for less than 30% of the de-
flagration losses according to the present method. This
promising performance is one of the main factors for the
high detonation velocity in the simulations.

Figure 5 shows the time and azimuthally averaged
wall heat flux for the Heat and Heat ref cases. In
Heat ref, the first cell at the wall is 1 µm thick.

A high heat flux - approximately 15 MW/m² - is
obtained between 0 and 8 mm, which corresponds to
the thickness of the fresh mixing layer discussed in the
previous section. The heat flux then drops rapidly to 7
MW/m² at 10 mm above the injector. The heat flux then
decreases almost linearly towards the chamber exit. The
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Figure 5: Time- and azimuthally- averaged heat flux at the
outer (OW) and inner (IW) walls

inner wall (IW) appears to have a lower heat load be-
cause the chamber curvature induces a stronger detona-
tion at the outer wall (OW). The effect of mesh refine-
ment is high in the detonation propagation zone, i.e.,
where the pressure and flow velocity are larger: the
maximum heat flux increases from 14 MW/m² to 17
MW/m². This effect is smaller in the rest of the cham-
ber. The y+ value is highly variable in the RDC. For
example, y+ decreases from 50 in the Heat case to 5
in the Heat ref case in the detonation front. Therefore,
the coarser mesh underestimates the heat flux in the det-
onation zone. An even finer mesh may be required to
resolve the near-wall gradients in the detonation front.

The simulated heat load indicates that long-term op-
eration requires a cooling system, even at low cham-
ber pressures. The detonation propagation region is the
most critical zone for cooling. Integrating the wall heat
flux over the wall surfaces gives a thermal power loss
of 9.9% of the lower heating value (LHV) for the Heat
case and 10.6% for the Heat ref case. This result is 2%
higher than that obtained by Theuerkauf et al. [10] for a
H2/air RDC. In a rocket-type RDC, regenerative cooling
could use these losses to preheat and pre-evaporate the
propellants before injection, as in conventional rocket
engines.

Conclusions
This study presents a sensitivity analysis of the vis-

cous wall interactions in an RDC based on high-fidelity
simulations. The calculations were performed using
ONERA’s CEDRE software. The simulations indicate
that the TripHy injector produces good propellant mix-
ing, as the simulated detonation velocity is close to
its theoretical DCJ value. The results show that vis-
cous effects only weakly influence the detonation ve-
locity. They also indicate that the detonation propaga-
tion zone experiences the highest heat load and suggest
that a cooling system is necessary for operational RDCs.
Highly refined meshes are required to accurately predict
the heat flux in this region. Experimental work is now

required to validate these numerical results.
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