N

N

A priori and a posteriori analysis of the discontinuous
Galerkin approximation of the time-harmonic Maxwell’s
equations under minimal regularity assumptions
Théophile Chaumont-Frelet, Alexandre Ern

» To cite this version:

Théophile Chaumont-Frelet, Alexandre Ern. A priori and a posteriori analysis of the discontinuous
Galerkin approximation of the time-harmonic Maxwell’s equations under minimal regularity assump-
tions. 2024. hal-04589791v2

HAL Id: hal-04589791
https://hal.science/hal-04589791v2

Preprint submitted on 16 Dec 2024

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://hal.science/hal-04589791v2
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

A priori and a posteriori analysis of the discontinuous
Galerkin approximation of the time-harmonic Maxwell’s
equations under minimal regularity assumptions

T. Chaumont-Frelet! A. Ern'
Draft version, December 16, 2024

Abstract

We derive a priori and a posteriori error estimates for the discontinuous Galerkin (dG)
approximation of the time-harmonic Maxwell’s equations. Specifically, we consider an
interior penalty dG method, and establish error estimates that are valid under minimal
regularity assumptions and involving constants that do not depend on the frequency for
sufficiently fine meshes. The key result of our a priori error analysis is that the dG solution
is asymptotically optimal in an augmented energy norm that contains the dG stabilization.
Specifically, up to a constant that tends to one as the mesh is refined, the dG solution is
as accurate as the best approximation in the same norm. The main insight is that the
quantities controlling the smallness of the mesh size are essentially those already appearing
in the conforming setting. We also show that for fine meshes, the inf-sup stability constant
is as good as the continuous one up to a factor two. Concerning the a posteriori analysis,
we consider a residual-based error estimator under the assumption of piecewise constant
material properties. We derive a global upper bound and local lower bounds on the error
with constants that (i) only depend on the shape-regularity of the mesh if it is sufficiently
refined and (ii) are independent of the stabilization bilinear form.

Keywords. Time-harmonic Maxwell’s equations, discontinuous Galerkin, Interior penalty,
Duality argument, Asymptotic optimality, A posteriori error analysis

MSC. 65N30, 78M10, 65N15

1 Introduction

Let D ¢ R, d = 3, be an open, bounded, Lipschitz polyhedron with boundary D and outward
unit normal np. We do not make any simplifying assumption on the topology of D. We use
boldface fonts for vectors, vector fields, and functional spaces composed of such fields. More
details on the notation are given in Section 2.

Given a positive real number w > 0 representing a frequency and a source term J : D —
R3, and focusing for simplicity on homogeneous Dirichlet boundary conditions (a.k.a. perfect
electric conductor boundary conditions), the model problem consists in finding E : D — R?
such that

~w?€E +Vx(u 'VxE)=J in D, (1.1a)
Exnp =0 ondD, (1.1b)

where € represents the electric permittivity of the materials contained in D and p their magnetic
permeability. Both material properties can vary in D and take symmetric positive-definite
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values with eigenvalues uniformly bounded from above and from below away from zero. We
assume that w is not a resonant frequency, so that (1.1) is uniquely solvable in H(curl; D) for
every J in the topological dual space H(curl; D). The time-harmonic Maxwell’s equations
(1.1) are one of the central models of electrodynamics. Therefore, efficient discretizations are
a cornerstone for the computational modelling of electromagnetic wave propagation [23, 34].
In this work, we focus on the discontinuous Galerkin (dG) method.

DG methods employ approximation spaces composed of nonconforming (discontinuous,
broken) polynomials on the mesh. They are attractive since they easily allow for more flexibility
in the mesh and for local variations of the polynomial degree. [-] DG methods exist in many
flavors. One popular approach for the Poisson model problem is the interior penalty dG
method, which hinges on a consistency term involving the mean-value of the normal flux at
the mesh faces, possibly a symmetry term, and a stabilization term penalizing the jumps
across the mesh interfaces and the values at the mesh boundary faces (see, e.g., [2, 17] and
the references therein). The expression of the consistency term involving the mean-value of
the normal flux is convenient for efficient implementation, but for the analysis, it is useful
to consider an (equivalent) reformulation involving jump liftings. The approach was first
considered in [4] and analyzed in [6]. One important outcome is the notion of discrete gradient
obtained by adding the jump liftings to the broken (piecewise) gradient. Indeed, the discrete
gradient enjoys a compactness property that plays a central role in various nonlinear problems
[9, 7, 16]. Another attractive feature is that the discrete gradient admits a bounded extension
to H', whereas the standard consistency term can only be extended to H'*¢ with s > % It is
also possible to define bounded extensions of the consistency term to H'** for s > 0 arbitrarily
small by proceeding as in [21].

In the context of the time-harmonic Maxwell’s equations, interior penalty dG methods were
devised and analyzed in [36, 25], and the notion of discrete curl, obtained by adding the liftings
of the tangential jumps to the broken curl, has been considered in the method formulation
and analysis. However, the combined use of discrete curls (allowing for minimal regularity
requirements) with Schatz’s duality argument seems to be lacking in the literature, contrary
to the case of the Helmholtz equation where such a result has been recently achieved in [10].
Our first main contribution is to fill this gap. Indeed, we show that an asymptotically optimal
error estimate holds true with an augmented energy norm including a nonconformity measure.
Asymptotic optimality means that the ratio between the approximation error and the best-
approximation error tends to one as the mesh size h is sent to zero. An important aspect in our
analysis is that the (frequency dependent) quantities controlling the smallness of the mesh size
are essentially those already appearing in the conforming setting. Our second main contribution
is to establish asymptotic optimality under minimal regularity assumptions. Specifically, we
assume that the source term sits in L*(D) (rather than in the dual space H(curl; D)) with
no further assumption on V-J and that the material coefficients are bounded from above and
from below away from zero, with no further regularity assumption on the exact solution. The
third main contribution of the paper is an a posteriori error analysis in the present indefinite
setting and using, for the first time, a duality argument. We establish global upper bounds and
local lower bounds on the error, where the constants are independent of the frequency, again
in the limit as the mesh is refined. An important insight is, once again, that the behavior of
the constants is the same as for a conforming approximation. The a posteriori error analysis
is of residual-type and requires to tighten slightly the assumption on the source term so that
V-J € L?(D), and we assume piecewise constant material properties.

Let us put our results in perspective with the literature. Concerning the a priori error anal-
ysis, a quasi-optimal (but not asymptotically optimal) error estimate under minimal regularity
is derived in [30], but for a different interior penalty dG method, where a Lagrange multiplier
related to the divergence constraint is introduced together with the corresponding stabiliza-
tion term. Moreover, asymptotically optimal error estimates for the time-harmonic Maxwell’s
equations approximated using conforming edge elements have been derived quite recently in
[32] and in [11]. The analysis in [32] considers impedance boundary conditions (allowing for an



explicit frequency analysis), but requires the domain boundary to be smooth and connected.
Instead, the analysis in [11] considers Dirichlet boundary conditions and allows for general
domains, material coefficients, and right-hand side. The present analysis leverages the ideas
developed in [11], but needs to address two additional, nontrivial difficulties: (i) the lack of
strong consistency under minimal regularity, leading to the appearance of new terms in the
analysis related to the consistency defect; (ii) the nonconforming nature of the approximation,
which calls for a careful handling of the stabilization. In particular, we notice that we allow
for a rather general stabilization bilinear form and provide explicit design assumptions for the
analysis to hold true.

Concerning the a posteriori error analysis, we leverage the ideas proposed in [12] for the
conforming edge finite element approximation of the time-harmonic Maxwell’s equations. Here,
the novelty is twofold. First, we additionally deal with the consistency defect and the presence
of stabilization in the discontinuous Galerkin setting, by extending ideas introduced in [10]
for the Helmholtz equation. Moreover, we tighten some arguments from [12] in the proof of
the error upper bound so that the involved constants only depend on the shape-regularity
parameter of the mesh, whereas in [12] some constants are frequency-dependent in the low-
frequency regime. Specifically, instead of invoking the regular decomposition results from [24,
Theorem 2.1] as in [12], we make use of Galerkin orthogonality on conforming test functions
to invoke the regular decomposition results from [38, Theorem 1]. Finally, we observe that
the general form of the error indicators is the same as the one derived in [26] in the positive
definite setting.

The paper is organized as follows. In Section 2, we briefly present the continuous setting,
and in Section 3, we do the same for the discrete setting. In particular, we introduce various
(nondimensional) approximation and divergence-conformity factors to be used in the analysis.
These factors are important to support our claim that the smallness condition on the mesh
size made in the error analysis essentially behaves (in terms of frequency) as the corresponding
condition for the conforming approximation. In Section 4, we introduce the dG approximation
in a rather general setting and show that the setting covers, in particular, the well-known
interior penalty approach. Moreover, we establish in Lemma 4.4 a key estimate on the weak
consistency of the dG approximation. In Section 5, we deal with the a priori error analysis
and inf-sup stability. The main results in this section are Theorem 5.5 and Theorem 5.7. In
Section 6, we perform the a posteriori residual-based error analysis. The main results in this
section are Theorem 6.4 and Theorem 6.5. Finally, in Section 7, we establish bounds on the
approximation and divergence conformity factors. These bounds prove that these factors tend
to zero with the mesh size.

2 Continuous setting

In this section, we briefly recall the functional setting for the time-harmonic Maxwell’s equa-
tions and formulate the model problem.

2.1 Functional spaces

We use standard notation for Lebesgue and Sobolev spaces. To alleviate the notation, the
inner product and associated norm in the spaces L?(D) and L?*(D) are denoted by (-,-) and
||-||, respectively. The material properties € and v := u~! are measurable functions that take
symmetric positive-definite values in D with eigenvalues uniformly bounded from above and
from below away from zero. It is convenient to introduce the inner product and associated
norm weighted by either € or v, leading to the notation (-, )e, ||‘|le, (*,-)» and ||-||,. Whenever
no confusion can arise, we use the symbol + to denote orthogonality with respect to the inner
product (-, ). Moreover, all the projection operators denoted using the symbol IT are meant to
be orthogonal with respect to this inner product; we say that the projections are Lz—orthogonal.



We consider the Hilbert Sobolev spaces

H(curl; D) := {v € L*(D) | Vxv € L*(D)}, (2.1a)
H(curl=0;D) :={v € H(curl; D) | Vxv = 0}, (2.1b)
Hy(curl; D) := {v € H(curl; D) | v5p(v) = 0}, (2.1c)
Hy(curl = 0; D) := {v € Hy(curl; D) | Vo xv = 0}, (2.1d)

where the tangential trace operator 7§, : H(curl; D) — H ~3 (0D) is the extension by density
of the tangent trace operator such that v§,(v) = v|ap xnp for smooth fields. The subscript o
indicates the curl operator acting on fields respecting homogeneous Dirichlet conditions. Notice
that Vx and Vpx are adjoint to each other, ie., (Voxv,w) = (v, Vxw) for all (v,w) €
H(curl; D) x H(curl; D). We equip the space H(curl; D) and its subspaces defined in (2.1)
with the following (dimensionally consistent) energy norm:

[oll? == w?||v]|Z + |V x|} (2.2)
We consider the subspace
X¢ := Hy(curl; D) N Hy(curl = 0; D)J‘7 (2.3)
and we introduce the Lz—orthogonal projection
IT : L*(D) — Ho(curl = 0; D). (2.4)

Since VH}(D) C Hy(curl = 0; D), any field £ € X7 is such that V-(e£) = 0 in D. Hence,
X¢ compactly embeds into L*(D) [39].

Remark 2.1 (Topology of D). We have Hy(curl = 0; D)* C {v € L*(D), V-(ev) = 0} with
equality if only if OD is connected (see, e.g., [1]).

2.2 Model problem

Given a positive real number w > 0 and a source term J € (H(curl; D))" (the topological
dual space of Hy(curl; D)), the model problem amounts to finding E € H(curl; D) such
that

b(E,w) = (J,w) Vw € Ho(curl; D), (2.5)

with the bilinear form defined on H(curl; D) x Hy(curl; D) such that
b(v, w) = —w?(v,w)e + (Voxv, Voxw),, (2.6)

and where the brackets on the right-hand side of (2.5) denote the duality product between
(Hy(curl; D))" and Hg(curl; D). In what follows, we assume that w? is not an eigenvalue of
the e 1V x(vVyx-) operator in D. As a result, the model problem (2.5) is well-posed. We
observe that the bilinear form b satisfies |b(v, w)| < ||v||||w|]. The following inf-sup stability
result is established in [11, Lemma 2.

Lemma 2.2 (Inf-sup stability). The following holds:

1 1

— < inf sup b(v,w)| < —, 2.7
14 28 vefmo(‘ﬁ:uxl'l;D) weHo (curl;D) ‘ ( )‘ Bst ( )

vii= flwl=1

with the (nondimensional) stability constant

Bt = sup wllvg |- (2.8)

gE€H(curl=0;D)*

llglle=1

Here, for all g € L*(D), vg € Hy(curl; D) denotes the unique solution to (2.5) with right-hand
side (g, w)e, t.e., b(vg, w) = (g, w)e for all w € Hy(curl; D).



3 Discrete setting

In this section, we introduce the discrete setting and various important tools, such as the
discrete curl operator, two approximation norms and a nonconformity measure, and some
important approximation and divergence conformity factors. All these tools are of broader
interest than the dG method presented in the next section; they can indeed be applied to
analyze other nonconforming approximation methods.

3.1 Mesh and polynomial spaces

Let 75 be an affine simplicial mesh covering D exactly. A generic mesh cell is denoted K, its
diameter hx and its outward unit normal ng. We define the piecewise constant functions h
and v such that ~
hlk = hk, Ul = min v|gu - u, VK €Ty, (3.1)
ucR?
Ju|=1
We write Fy, for the set of mesh faces, F; for the subset of mesh interfaces (shared by two
distinct mesh cells, K, K,), and .7-',? for the subset of mesh boundary faces (shared by one
mesh cell, K, and the boundary, D). Every mesh interface F' € F} is oriented by the unit
normal, np, pointing from K; to K, (the orientation is arbitrary, but fixed). Every boundary
face F' € ]:,? is oriented by the unit normal ng := np|p. For all K € T, Fk is the collection
of the mesh faces composing 0K.
Let k > 1 be the polynomial degree. Let Py 4 be the space composed of d-variate polyno-
mials of total degree at most k and set Py 4 := [Py 4]¢. The dG approximation hinges on the
following broken polynomial space:

PY(T;) = {vy € L*(D) | va|k € Pya, VK € Tp}. (3.2)

Moreover, the error analysis makes use of the following subspaces:

P;(Ts) := Py(T) N H(curl; D), (3.3a)
7.0(Th) :== P}(Th) N Ho(curl; D), (3.3b)
fo(curl = 0;Ty) := PR(Ty) N Ho(curl = 0; D). (3.3¢)

The superscript ¢ in the above subspaces is meant to remind us that all these subspaces are
H (curl; D)-conforming. The LZ-orthogonal projection

f0 1 L*(D) = P§ o(curl = 0; Ty,), (3.4)
plays a key role in what follows. In particular, we introduce the subspace
X}, = PR(Ty) NP5, y(curl = 0; T,) ™, (3.5)
which is composed of fields v;, € P(T;,) such that TI5,(v;,) = 0.

3.2 Jumps and discrete curl operator

For all K € Ty, all F € Fg, and all v, € Pz (Tn), we define the local trace operators such that
Vic.r(Vr)(®) = vi|k (), V5 p(vr)(®) = vp|k (x)xnF, for a.e. z € F. Then, for all F € Fy
and x € {g, c}, we define the jump and average operators such that

[val¥% = vk, p(vn) = vk, p(vn), fon}s = %(W?{l’p(’vh) + Yk, 7 (Vn))- (3.6)

We also set [vp]% = {vn}F == vk, p(vn) forall F € F2.



For every field v, € PR(T5), Vi xvy, denotes the broken curl of v, (evaluated cellwise).
Let £ > k —1 > 0. We define the discrete curl operator C’% : PY(Tn) — P}(T5) such that,
for all vy, € PY(Th),

Clro(vn) == Vixv, + L o(vy), (3.7)

where the jump lifting operator Lfl’o(vh) € PY(T;,) is defined by requiring that

(Lfl,o(”h)yﬁbh) = Z ([[vh]]%7{{¢h}gF)L2(F) (3.8)

FeFy

for all ¢, € P?(’EL). Taking the polynomial degree ¢ larger than k£ — 1 is useful to improve the
consistency property of the discrete curl operator; see Lemma 4.4 below.
It is convenient to introduce the infinite-dimensional space

Vy := Ho(curl; D) + P(Ty), (3.9)

where the error (E — Ej) lives. Although the sum in (3.9) is not direct, any field v), €
H(curl; D) N PY(T;,) satisfies [v,]S = O for all F € F, as well as Cﬁ’f)('vh) = VoXvp.
It is therefore legitimate to extend the curl and jump operators to V' by setting, for all
v="%v+wv, € Vy with & € Hy(curl; D) and vj, € Pp(Ty,),

Cﬁig(v) = Voxv + VpXvp, + Li,o(vh)a [v]% = [vn] - (3.10)

3.3 Approximation norms and nonconformity measure
We consider the following two norms:
R .
lonllZ, = 17207 ou > + |ICyp(wn)l} Yo € PR(Th), (3.11a)
[oll2,. = 0] + |7~ 2AV xv]? Vv € H(curl; D). (3.11b)

ap*
(Recall that h and i are defined in (3.1).) We introduce the following nonconformity measure:

|V|ne := in lvn — villap Vv :=v 4 v, € V. (3.12)

mi
’U% Epz,ﬂ (77‘)

Notice that the definition (3.12) is independent of the decomposition v := ¥ + vj,. The |||lap-
norm is used to measure the nonconformity in (3.12), whereas the ||-[|ap«-norm is used in the
next section to estimate the approximability properties of some dual solution.

3.4 Approximation and divergence conformity factors

Here, we introduce three factors to be used in the error analysis. We prove in Section 7 that
these factors tend to zero (possibly with a certain rate) as the mesh size tends to zero.

For all & € Hy(curl = 0; D)L, we consider the adjoint problem consisting of finding g €
H(curl; D) such that

b(w, ) = (w,0)e Vw € Hy(curl; D). (3.13)
Taking any test function w € Ho(curl = 0; D) C H(curl; D) shows that
w(w, Cp)e = b(w, (p) = (w,0)c = 0, (3.14)

where the first equality follows from Vyxw = 0, the second from the definition of the adjoint
solution, and the third from the assumption 8 € H(curl = 0; D)L. Since w is arbitrary in



H(curl = 0; D), this proves that ¢y € Ho(curl = 0;D)". Thus, ¢, € X . We introduce the
(nondimensional) approximation factors

Yap = sup . min _ w[|¢e — v, (3.15a)
0cH(curl=0;D)+ v5, €PY o(Th)
ll6]le=1
Yap ‘= sup min _ wllrVoxCg — B} [laps- (3.15Db)
@cH(curl=0;D)+ @5 P} (Th)
llefle=1
The approximation factor 7,, uses the triple norm |-|| defined in (2.2), whereas vp. uses

the norm |-|laps defined in (3.11b). Finally, we introduce the (nondimensional) divergence
conformity factor
Ydv = sup w||TIG (vp)|le- (3.16)
thXﬁ .
ey o)z +lvnla.
Loosely speaking, 74, measures how much discretely divergence-free fields depart from being
exactly divergence-free.

4 Discontinuous Galerkin approximation

In this section, we formulate the dG approximation of the model problem (2.5) in a rather
general setting and show that the interior penalty dG method fits the proposed framework.
We then examine the Galerkin orthogonality and weak consistency property of the proposed
dG method. We assume from now on that J € L*(D); notice though that we do not make any
further assumption on V-J for the a priori error analysis. Moreover, the sole assumption on
the material properties is uniform boundedness from above and from below away from zero.
The main novel result in this section is Lemma 4.4 which leads to a weak consistency property
of the dG method without requiring any additional regularity property on the exact solution.

4.1 Stabilization and extended bilinear form

We consider a stabilization bilinear form sy defined on V4 x V' for which we make the following
assumptions:

(1) s4 is symmetric positive semidefinite, (4.1a)
(i) sg(v, ) = s4(-,v) =0 Vv € Hy(curl; D). (4.1b)

(Notice that the first equality in (4.1b) follows from (4.1a).) We also assume that
>0 st plonle < sg(vn,vn)? Yo, € Vi, (4.2)

where the constant p is independent of the mesh size and the frequency. The value of p can
depend on the mesh shape-regularity and the polynomial degree. This assumption is needed
only for the a priori error analysis, but not for the a posteriori analysis. Furthermore, we notice
that although the converse bound plvy|s < |vp|ne for some p > 0 is not required anywhere
in the analysis, it is reasonably to assume it to avoid ill-conditioned linear systems. Finally,
we notice that, as usual in dG methods, the stabilization bilinear form s; is not bounded in
the H(curl; D)-norm uniformly with respect to the mesh size. Its role is to deal with the
nonconformity of the discretization when handling the curl operator by enforcing some penalty
on the tangential jumps of discrete fields.
We define the bilinear forms by and bys on V3 x V' such that

by(v,w) == —w*(v,w)e + (C} o (v), Cro(w))y, (4.3a)
bys(v, w) = by(v, w) + s4(v, w). (4.3b)



The bilinear form by is used to define the discrete problem and perform the a priori error
analysis; the bilinear form by is useful in the a posteriori error analysis. Owing to (3.10)
and (4.1b), we have the following (minimal) consistency property:

bis(v, w) = by(v,w) = b(v, w) Vv, w € Hy(curl; D). (4.4)
We extend the ||-||-norm defined in (2.2) to V' by setting, for all v € Vy,
£
vl := w?llvllZ + 1 CLo )1, (4.5a)
Ivllfs = lollf +10l2, w2 = s(v,v). (4.5b)

(The definition of |v|s is legitimate owing to (4.1a).) This leads to the following boundedness
properties on the bilinear form bys:

[bgs (v, w)| < Jvflys [lwllzs (v, w) € Vi x Vy, (4.6a)
[bgs (v, w)| < [l [lwl] (v, w) € V; x Ho(curl; D). (4.6b)

4.2 Discrete problem
The discrete problem reads as follows: Find Ej, € P2(T) such that

bys(Epwp) = (J,wp)g2py Yy € PR(Th). (4.7)

Notice that we use here the assumption that J € L*(D).
One simple, yet important, observation is that Galerkin orthogonality holds true whenever
the discrete test functions are required to be H(curl; D)-conforming.

Lemma 4.1 (Galerkin orthogonality on conforming test functions). If Ej solves (4.7), the
following holds true:
b(E — Epv) =0 o, € PS(Th). (4.8)

In particular, we have
wo(E—Ep) =0. (4.

©

)

Proof. The property (4.8) follows from the definition of bys which implies that by(E, v§)
b(E,vf) = (J,v}) for all v§; € Py, (Tr). Moreover, since Py, o(curl = 0;7;,) C Py 4(Tn), (4.
implies that (E — Ej, wp)e = 0 for all wy, € Py, (curl = 0;7},), which proves (4.9).

o

4.3 Example: interior penalty discontinuous Galerkin method
The classical interior penalty dG formulation for the model problem (2.5) is based upon the
following discrete bilinear form [36]: For all v, w;, € P2(Tp),

br(vn, wp) = — w? (U, wh)e + (Va X0, Vi xwn)y + 10u5p(vn, wh)

+ 3 {HrVixon e, [wnls) p2m) + ([l A Vixwn o) 2 gm b, (410)
FeFy

with the stabilization bilinear form

1%
sn(on,wn) = D 3 ([oale, [walio)2r), (4.11)
FeFn

and the user-dependent parameter 7, > 0 is to be taken large enough. In (4.11), hr denotes
the diameter of F' € F}, and Uy := maxgeT, VK with T := {K € T | F € Fk}. Notice that
the extension of s;, to V' x V' readily follows from (3.10).



The discrete bilinear form b, defined in (4.10) can be extended to Vi x V) using the
bilinear form bys defined in (4.3b) provided the polynomial degree for the jump lifting satisfies
¢ >k—12>0 and provided the material property v is piecewise constant on the mesh. In this
situation, by is indeed an extension of by, i.e., bus|P2(7'h) X Pb(T;,) = bn, provided the stabilization
bilinear form sy is defined as follows:

530, w) = sy (v,w) — (L o(v), L o(w)) ¥(w,w) € Vy x V. (4.12)

(Notice that sy is not an extension of s;.) The bilinear form sy defined in (4.12) trivially
satisfies (4.1b) and is symmetric. It is positive semidefinite, i.e., (4.1a) also holds true, if the
factor 7, is chosen large enough [35]. The minimal threshold classically depends on the mesh
shape-regularity and the polynomial degree ¢. Finally, it is possible to choose the parameter
7. > 0 large enough so that (4.2) holds true. To this purpose, one can, for instance, bound
|vp|ne by taking v§ := Z, 5 (vy,) defined using the H(curl; D)-conforming averaging operator
analyzed in [19]. We observe in passing that the value of the parameter 7, is independent of the
frequency, as it is only related to the nonconformity in the discretization of the curl operator.

Remark 4.2 (Weighted averages). Whenever the jumps of (the eigenvalues of ) v are large
across the mesh interfaces, it can be useful to consider weighted v-dependent averages to eval-
uate the last two terms on the right-hand side of (4.10). We refer the reader, e.g., to [22] for
an example in the context of scalar diffusion problems. Such weighted averages can be handled
in our framework by modifying the definition of the lifting operator accordingly.

4.4 Weak consistency

We now consider the consistency error produced by the discrete curl operator when tested
against general fields. For all ¥ € H(curl; D) such that vVox® € H(curl; D) and for all
vy € P};’(EL we define the weak consistency error on the discrete curl as

Suie(Vn, ®) == (vy,, Vx (UVoxB)) — (Cro(vh), Vox B),. (4.13)

The weak consistency error dyi. allows us to measure the consistency defect of the discrete
primal problem (4.7) and the adjoint problem (3.13). (Compare with Lemma 4.1 for the
consistency of the discrete primal problem restricted to conforming test functions).

Lemma 4.3 (Weak consistency of primal and dual problems). If E}, solves the discrete primal
problem (4.7), the following holds true:

bys(E — Ep,wp,) = —0wie(wn, ) Ywy, € PR(Th). (4.14a)

If (g € Hy(curl; D) solve the adjoint problem (3.13) with data 8 € Hy(curl = O;D)J‘, the
following holds true:

bis(wn, Cg) — (Wh,0)e = —dwic(wh, Cg) Ywy, € P2(Ty). (4.14b)

Proof. Recall the definition (4.3b) of by and the assumption (4.1b) on sy. To prove (4.14a),
we observe that
bys(E — En,wp) — bys(En, wp) = bys(E, wp) — (J, wp)
= by(E,wy) — (J,wp)
= (VoxE,Cyo(wn))y — (Vx (Vo x E), wy,)
= _5wkc(wh»E)'



To prove (4.14b), we observe that

bys(wn, Cg) = by(wn, Cg) = —w?(wh, Cp)e + (Cﬁ:g(wh), VoxCo)v
= (wp, *wzﬁce + Vx(rVoxCq)) — dwke(wh; Cp)
= (wha 0)6 - 5wk0(wha CB)

This completes the proof. O

The above result motivates the need to bound the weak consistency error on the discrete
curl.

Lemma 4.4 (Weak consistency). For all ¥ € Hy(curl; D) such that vVox ¥ € H(curl; D)
and for all vy, € PR(Tr), the following holds true:

Owke(Vp, O)| < |vp|ne min vV xW — @5 ||.p«, 4.15
|Owke (v, ¥)| < [vg] «1>;eP;(ﬂ)"| 0 hllap (4.15)

with P§(Ty,) :== P (T,) N H(curl; D).

Proof. We follow the idea of [10] for the Helmholtz problem. For any field ®; € P3(Tr),
integration by parts gives
(vn, VX @) = (Cjo(vn), B5).

We infer that

Suke(Vh, ) = (04, VX (UVox ¥ — &5)) — (Cg(v), vV x ¥ — &5,).

Let vj, € Pj o(7n) and observe that CZ:g('uz) = Voxwv§,. Integration by parts using ¢ :=
vVox¥ — ®; € H(curl; D) gives

(v5,, Vx¢) = (Voxw§,, ¢) = (C)yo(v5), ).
Putting everything together yields

Suke(Vn, ) = (v), — V5, Vx (UVpx T — &) — (Co(vn — v5), vVox & — &5

< flon = V5 llapllv Vo x ¥ — @4 [laps,

where we used the Cauchy-Schwarz inequality and the definitions (3.11a) and (3.11b) of the
norms ||-|lap and ||-|lap«, respectively. Taking the infimum over v§ € P} (7,) and over ®; €
P;(Th) completes the proof. O

5 A priori error analysis and inf-sup stability

This section is devoted to the error analysis of the dG approximation. As usual with Schatz-like
arguments, we first establish an error estimate by assuming that the discrete solution E}, exists
and then we prove that the discrete problem (4.7) is indeed well-posed if h is small enough.

5.1 Error decomposition and best approximation

We define the approximation error e := E — FE}, and consider the error decomposition
e =0y + 0, (51)
with

6o := (I —II)(e) € Ho(curl = 0; D), Oy :=II(e) € Hy(curl = 0; D). (5.2)

10



Let us define the bilinear forms b; and but on Vi x V such that
bf (v,w) =W (v, w)e + (Cpp(v), Cpo(w))y, (5.3a)
b (v, w) = bf (v, w) + s4(v, w). (5.3b)

The difference with by and by lies in the sign of the zero-order term. We define the best-
approximation operator BY : V; — P2(Ty,) as follows: For all v € V', BY(v) € PR(Ty) is such
that

b (v — Bp(v),wn) =0 Ywy, € PY(Th). (5.4)

The best-approximation error is defined to be
n:=E - BY(E). (5.5)

Lemma 5.1 (Properties of BY). The best-approzimation operator BY defined in (5.4) enjoys
the following two properties:

I1BR(0)llzs < Ivllzs, Yo e Vy, (5.6a)
BE(v) € X}, Vv € P§, j(curl = 0; ;). (5.6b)

In particular, the error e = E — E}, satisfies
BR(e) € Xb. (5.6¢)

Proof. (5.6a) follows from the fact that the bilinear form b;; is the inner product associated
with the [|-[lgs-norm. To prove (5.6b), consider any v € Py o(curl = 0;7,)*. Take any
wy, € P} o(curl = 0;7) in (5.4) and observe that CZ:é(wh) =0 and s4(-,wp) = 0. Since

Wi(BP(v), wp)e = W (BR(v) — v,wp)e = b;;(B}Z('U) —v,wy) =0,

we infer that B (v) € P, o(curl = 0; T,)*. Moreover, By (v) € P} (T;,) by construction. This
proves (5.6b). Finally, (5.6¢) follows from (4.9) and (5.6b). O

5.2 Preliminary bounds
Lemma 5.2 (Bound on 8y). We have

w[[@olle < 7ap llells + Yaps [€]nc, (5.7)
with the approzimation factors Yap and Yap« defined in (3.15a) and (3.15b), respectively.

Proof. Let (o € Hy(curl; D) solve the adjoint problem (3.13) with data 6 := 6y. Since
E, (g € Hy(curl; D), we infer from (4.4) and the definition of the adjoint solution that

bys (B, Cg) = b(E, Cg) = (E,60)e.
Owing to (4.14b), we infer that
bys(En,Co) = (En;00)e — dwie(Ens Co)-
Combining the above two identities and using (0o, 011)e = 0 gives
w[[00]2 = w(e, Bo)e = whis(e, Cp) — winie(En, o). (5.8)

Owing to Galerkin orthogonality on conforming test functions (see (4.8)), we infer that, for all
v}, € Py o(Th),
w[|B01Z = whys(e, Co — v5) — wiwic(En, Cp)- (5.9)
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Invoking the boundedness property (4.6b) on by, and using the definition of the approximation
factor vy, gives

w|bys (e, o — v)| < llells wliCo — vill < llells vapllolle-

Moreover, invoking Lemma 4.4 to bound the weak consistency error and recalling the definition
of the approximation factor vap. gives

W|0wke(En, Co)l < |Enlne 7@*”00”6 = |elnc 'Yap*HaoHe
Putting the above two bounds together proves (5.7). O
Lemma 5.3 (Bound on 0r1). We have

w[0ulle < w|TI5(M)lle + vav {1 Ch o (BR(e))IE + B (e) 20 (5.10)
Proof. We observe that
On + 00 =e=Bj(e) + (I - B;)(e) = By(e) + 7,
since (I — BR)(E}) = 0. This gives O = BP(e) + 1 — 0. Since (011, 0p)e = 0, we infer that
161112 = (611, B} (€))e + (811, m)e
— (011, TI5(BY(€)))e + (011, TT5 (1)) = Oy + Oa,

where we used that Oy = IT;(0r) and that IIj is self-adjoint for the inner product (-,-)e. We
bound ©; as follows:

(1] < [|6n]|e [TI5(By (e))le
< N6nllevavw {ICT G (BR(eDE + IBR(e)5}

where we used the divergence conformity factor defined in (3.16) (this is legitimate since
Bh(e) € xb 1 owing to (5.6¢)). Moreover, the Cauchy—Schwarz inequality gives

O] < [|60m]le [[TTG(7)]e-
Putting the above two bounds together proves the assertion. O
Lemma 5.4 (Bound on ||0g]ss). We have

10012, < 10 = TI5) (M) + 20ullc vav { I (BRI + B (e) 2}
b 2 2
+2ABR(e) e, min [0 VxE = B e + 4602 (511)

h 14

Proof. Since e = n + BY(e) as shown in the above proof, we have 8y = (I — IT5)(e) =
(I =T1I3)(n) + (I — II5) (B ,'?L( )). This gives

bys (80, 00) = bys (B0, (I — TI5) (1)) + bys(8o, (1 — TI5)(By (e)))
= bys(B0, (1 — TI5)(m)) + bys(e, (1 — TI5) (B (e)),
0)()

where the second equality follows from bys(011, (I — IIg)(-)) = 0. The first term on the right-
hand side is bounded by invoking the continuity property (4.6a), giving

b5 (60, (I = TIg)(m))| < [100llss II(1 = TTg) (m)ls-
The second term is decomposed as bys(e, (I — II§)(BR(e))) = B1 + B2 with

Br=bys(e,By(e),  Ba:= —bys(e I(By(e))) = w? (O, I (B (€)))e.

12



Recalling (4.14a), i.e., the weak consistency of the discrete primal problem for all test functions
in PY(Th), we have 81 = —dyic(BR(e), E). Hence, invoking Lemma 4.4 gives

81l < [BR(e)lne _ min _ [[rVoxE — @ [laps-

&< €PS(Th)

Moreover, using the Cauchy-Schwarz inequality and since B} (e) € X}, (see (5.6¢c)), we have

1B2] < wlBnlle vav {1CE 6 (BRI + BR(e)2} .

Altogether, this gives

bss(60,00) < 180llzs 107 — TI5) ()l + wl1Orlle vav {ICT G (BR(eDIE + BR(e)lac } *

+ |BP(€)|pe  min VVoXE — ®F |laps-
Bh(e)le o, min I oo

Since [|6o[l7; = bss(00, 00) + 2w (|62, we infer that

I60llZ. < 180llzs I1(7 —TI§) (m)llzs + wl|Brlle vav {ICT o (BR(e))IZ + 1BR(e)ac }

+|B?(e)|lne  min UV X E — B [|aps + 2020012
1By (e)| QZGPE(Th)Hl 0 illap (6ol

Dealing with the first term on the right-hand side by Young’s inequality gives (5.11). O

5.3 A priori error estimate

We are now ready to establish our main result on the a priori error analysis which estab-
lishes asymptotic optimality. Importantly, the (frequency dependent) constants controlling the
smallness of the mesh size are essentially those appearing in a conforming approximation.

Theorem 5.5 (Asymptotically optimal error estimate and discrete well-posedness). Assume (4.2).
The following holds:

(1= e)llellf < (1 +4yav)lnllZ + 20~ el o lHn lvNox E — @} [laps- (5.12)

h 4

with ¢, := 8max(v2,, p~>Vap,) + max(1, p=2)(yay + 373,). Consequently, if the mesh size is
small enough so that ¢, < 1, the discrete problem (4.7) is well-posed.

Proof. We use (5.10) in (5.11) to infer that

I60lI2. < (1 — TI§) () I, + 2| TI5(0) | vav { ICE 5 (Bh ()2 + 1BR(€)[2.}

+ 23 {lICo(Br(e)IZ + Bh(e) 2.}

+2|BP(e)|ne  min UV X E — &5 ||aps + 4w?(60]?
BRe) ey min [V — g + 47002

We now square (5.10) and add the result to the above estimate. Since
lellis = 160ll% +w?ll0nlle,  lnllf = 1 = TE) () + w25 ()2,
we obtain
c k£ 3
el < Il + 4l TG ()|l vav LI Chro (BRI + IBR (el }

k,z
+373.{lIC o (BR(e)2 + 1B (e)]Z }

2|8 (€)]pe i VoX E — &5 [|ans + 4w?]|00]|%.
+2|Bg(e)] o ngch)Hlv 0 hllaps + 4w (|60

h 2 (Th
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We deal with the second term on the right-hand side by Young’s inequality. Since w||II§(n)|le <
wlnlle < [Inllss, this gives

lellzs < (1+ 4va0)lInliZs + (vav + 393 ){IC 6 (BRI + 1B (e) [ }

+2|BP(e)|ne  min UV X E — &5 [|laps + 4w?(|60]|2.
1By (e) q}iepz(mlll 0 hllap (60|

We invoke (5.7) to bound the last term on the right-hand side. This yields

k4 )
lellfs < (1 + 4ya) Il + (vav + 3730 {IIC o (B (e)Z + [Br(e) [}
+21B(€)lne min Vo x E — @} [laps + 8(vapllellf +vap.lelie)-

h 14( F

‘We observe that

I BRI + |Bh(e) 2. < max(1, p~2){|IC}o(Bh(e))]I2 + |Bh(e)[2}
< max(1, p~2)||B}(e)|I%, < max(1, p~2)|e3,

where the last bound follows from (5.6a). Moreover, we have

Vapllell; +vap.lelie < max(vi,, o) (lellf + lef2) = max(,, p™ 72 ) lelli.

Combining the above bounds shows that

(1= cy)llellfs < (1 + 4vav)lImllE + 2|83 (€)lne _ min ) [ Vox E — @ [|aps-

¢ P (Th

Since p|BY(e) e < 1B (e)]s < IBR(e)lss < llelss, this readily gives (5.12). O

Remark 5.6 (Error estimate (5.12)). The last term on the right-hand side of (5.12) stems
from the weak consistency of the discrete formulation and somewhat pollutes the asymptotic
optimality of the a priori error estimate. We notice that this term can be made superconvergent
already with the choice £ = k (provided vVy X E is smooth enough). The (slight) price to pay is
to choose the stabilization factor 0. large enough so that sy is indeed positive semidefinite for
0=k (see (4.12)).

5.4 Inf-sup stability

Here, we establish the discrete inf-sup stability of the bilinear form bys on PZ(E) X PE(Th).
As for the error estimate from Theorem 5.5, the main insight is that the (frequency dependent)
constants controlling the smallness of the mesh size are essentially those appearing in a con-
forming approximation. The inf-sup stability constant of the discrete problem also depends on
the frequency through the stability constant (g of the exact problem; again, this is the same
situation as for a conforming approximation.

Theorem 5.7 (Inf-sup stability). Under assumption (4.2), we have

1-¢
min max  |bys(vp, wp)| > ——1, 5.13
v €PY(Th) wih €PY(Th) s ) 1+ 20 (5.13)

lonllzs=1 lNlwnllgs=1
with ¢, := 2(Yap + 50~ Yapx + max(1,p"2)73,).

Proof. Let vy, € PE(’T;L). We build a suitable wy, € PZ(?}L) so that |Jwp|lgs < (1 + 28s)||vn s
and bys(va, wpy) > (1 — ) lonllZ-

(1) Set wpo := (I — I5,)(vp) € X and vy = I (vp) € Pj, o(curl = 0;7), so that
vy, = Vpo + vpn. We further decompose vy as vpo = ¢y + ¢ with ¢ := (I — IIj) (vpo) and
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¢ = I (vpo). Let &y € Ho(curl; D) be the unique adjoint solution such that b(w, &) =
w(w, ¢p)e for all w € Hy(curl; D). We set &,y := B (€,), where B5, : Ho(curl; D) —
P, o(Tr) is uniquely defined by requiring that b;r('v —Bj,(v),wy) =0, for all v € Hy(curl; D)
and all wy, € PZ,O(’R)- Finally, we set

wyp = vpo + 2£h0 — V1T € Pg(ﬁl)

(2) Upper bound on ||wp|lys. The same argument as in the proof of Lemma 5.1 shows that
I€roll < 1€ ll- Moreover, since ¢, € Hp(curl = 0; D)™, we have

B 1€oll < wlldglle < wllvnolle < wllvnlle < Nonlly < llonllss-
This gives
2
lwllfs = llvno + 28 0ll% + w?(loanll < (lvnollss + 20€noll) ™ + w?(lvnn 2
< (1+286)*lonollis + @?lvanllE < (1 +286)* fonlli
(3) Lower bound on bys(vy, wp). We first observe that
bzs(Vn, €no) = bes(Vnos &no) + bes(Var, €po) = bys(Vno, €no) = bas(vro, §o) + bgs(Vno, €no — €o)-
Owing to (4.14b), we have
bs(Vio, €o) = W (Vhos Po)e — Owke (W10, &) = (| Poll2 — Swie(vno, &p)-
Invoking Lemma 4.4 and the definition (3.15b) of the approximation factor v,p. gives
bis(vno, &) = W2l Dol — [vnolncVapse | bolle.

Using the above bound on ||¢g]| together with |vpo|ne = |V |nc and assumption (4.2), we infer
that

bis(vno, €0) = W2lldollE — o™ Yapslvnlsllvnlls = w2l llE = 50~ vapellvnllis, (5.14)

where the last bound follows from Young’s inequality. Furthermore, using the definition (3.15a)
of the approximation factor 7., together with the boundedness property (4.6b) gives

bis(Vho, €no — €0) = —llonllisvapwl|Polle > —vapllvnllis-
Combining this lower bound with (5.14), we infer that
bis(vho, €no) = w2l ollz — (ap + 327 Yaps) lonlls- (5.15)
Furthermore, using the divergence conformity factor -4, yields
ke
W pnllz = WL (vro) 17 < 23 LIICH o (vro) I}, + [vnolic }
< max(L, p~*)7d3 wnollZs < max(1, p~)73 lvn -
Since ||vpol|2 = ||@o |2 + || @, combining this bound with (5.15) gives
bis(vno, €no) = w?llvnollZ — 3¢, lvnl-
Finally, since bys(vn, vho — vnm) = [[vallf; — 2w3||vsol|Z, we infer that
bgs (vh, wh) = bys(Vn, Vao + 2€50 — vam) > (1= &) vallze
This completes the proof. O

Remark 5.8 (Discrete inf-sup constant). The discrete inf-sup constant appearing on the left-
hand side of (5.13) tends to (1 + 2Bs)~" as the mesh is refined, thus approaching, by up to a
factor of two at most, the inf-sup constant from the continuous setting.
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6 A posteriori residual-based error analysis

In this section, we estimate the error e := E — E}; by means of local residual-based quantities
called error indicators. We derive both a global upper error bound (reliability) and local lower
error bounds (local efficiency). The only property required for the discrete object E}, in the
a posteriori error analysis is to satisfy the Galerkin orthogonality (4.8) on conforming test
functions, i.e., bys(E — Ep, v};) = by(E — Ep,vj) = 0 for all vj € P} (7). Lemma 4.1 shows
that the dG solution solving (4.7) satisfies this property. For simplicity, we keep the notation
E}, in this section. For the a posteriori error analysis, we assume that V-J € L?(D) and that
the material properties are piecewise constant on the mesh.

6.1 Notation and interpolation operators

For all K € Ty, the element patch KV (resp., K¢, K') denotes the domain covered by all the
cells K’ € Ty, sharing at least one vertex (resp., edge, face) with K. Similarly, the extended
patch KVV (resp., KVVV) is the domain covered by all the cells K" € 7T, sharing at least one
vertex with a cell K/ C KV (resp., K’ C K¥V). For a face F' € Fp, F is the domain covered by
the one or two cells sharing F'. Whenever no confusion can arise, we also employ the symbols
KV, K¢ KV, K"V, F for the set of cells covering the domains. We employ the symbol x7; for
the shape-regularity parameter of the mesh 7, and C(k7;, ) denotes any generic constant solely
depending on k7; and whose value can change at each occurrence. For any subset 7 C 7T}, we

introduce the notation

€max,T 1= Iax Max max max e(x)u - v,
KeT x€K 4cR? veR?
|u|=1|v|=1

6.1
€min, T ‘= :,Tflelgl,gg}% irelg}i E(m)u " u, ( )
Ju|=1
and define vmax 7 and Vmin, 7 similarly. Then, 97 := (Vmin, 7/ smaxg-)% stands for the minimum
velocity in the subdomain covered by the cells in 7. We write [[v]|3- := > jcr Hv||%2(K) and
employ a similar notation if v is vector-valued. We also write |[v]|% := > e 7 ||v||%2( ) for every
subset F C Fj. For simplicity, we assume that ¢ € {k — 1, k} in the discrete curl operator and
do not track the dependency on ¢ of the constants.
We employ the quasi-interpolation operators from [29] (see also [31] and see [18, Corol-
lary 2.5| for using the seminorm in the extended patch KVV). Specifically, there exists an
operator Iy, : Hj(D) — Py, (Tn) N H (D) such that, for all ¢ € H}(D) and all K € Ty,

k2 k
- lle—Th (@)% + Ellq ~ o (@)l3k < Clrr)IIValFw- (6.2)
K

Similarly, there exists an operator Z5, : Hy(D) — P, o(Tn) such that, for all w € H{(D) and
all K € Ty,

kz C k C
7z llw = Tho(w) i + ﬁll(w — Tho(w) xnklfx < Cky;) |Vl Fewe- (6.3)
K

We will also need the quasi-interpolation averaging operator Zys" : PY(T,) — P o(Th)
from [19] which is such that there is ¢V > 1 so that, for all v, € Pz(ﬁ) and all K € Tp,

k c,av c,av
—llon = Zpy" (on) I + [IVx(vn = Tpp"™ (vn))llx <

i 1
cton)er (1) { T Molinelize } - 60

K'eKe

=
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The dependency of ¢ on k has been explored in some specific cases for d = 2. [8, 27]. We
keep this factor here as the analysis of the behavior of ¢}’ in k goes beyond the present scope.
Invoking a discrete trace inequality (see, e.g., [20, Lem. 12.10]) yields

1
2

k2 .
IVxon ~ Cihon)le = |2 glon)le = Clom) (1) Monlsclon. — (65)

Combining (6.4) and (6.5) gives

k c,av k4 c,av
—llvn = L5 (vn) Ik + [[Cylo(wn — Ly (vn)) I <

hy
av k2
cton)et (1)

Nl
ol

{ ¥ Iwlsiclte s ©0)

K'eKe

and

lor = Zp5™ (wn)lls <

et (14 s ) LY el | - 6

KeTh kﬁmln Ke KeT,

Remark 6.1 (Broken curl). In view of (6.5), we can freely replace the discrete curl Ci’f) by
the broken curl in the definition of the estimator n and the error measure ||-||+.

6.2 Estimator and error measure

The a posteriori error estimator is written as the sum over the mesh cells of local error indicators

nk for all K € T;,. The local error indicator consists of three pieces. The first two respectively
measure the residuals of the divergence constraint and of Maxwell’s equations:

2

hx

_ w hK
n%,div = Emiln,KV"" {WHV(J + W2€Eh)||%<

IeElSxBron}  (6:80)

and
2 —1 h k.0
MK curl = Vmin,vav{ [J +w *eE), — VX(VCh O(Eh))”K

8 O (Bl Prcyan ) (6:80)

where [eE]3 x| r := [eEL]% nF and [[VCﬁyO(Eh)]]CaK|F = [[VCZ,O(E’I)]]% xnp forall F' € Fp.
The last part of the estimator controls the nonconformity of the discrete field E;, as follows:

2
av Vmax,Kek

Micne = & =3 — [Baloxllox (6.8¢)
K

where [Ep]§|r := [En]%xnp for all F € Fk. For shortness, we also introduce the following
notation:

77%( = n%(,div +77%(,curl +n§(,nc7 772 = Z 772,1(7 772 = Z 77%(7 (69)
KeTh KeTh

with e € {div, curl, nc}.
For all T C Tj, we define the error measure

av Vmax, Ke c
=S {w2|e||i,K+ 1C% ()2 1 + b h}(n[[enam?);(} (6.10)

KeT

and we omit the subscript 7 whenever 7 = 7j,. A crucial observation is that the last term in
the norm measuring the nonconformity can be chosen independently of the stabilization in the
dG scheme. In particular, it does not have to be large enough.
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6.3 Error upper bound (reliability)

We start by controlling the PDE residual in Lemma 6.2. Lemma 6.2 is similar to [12, Lemma
3.2], but the result proposed here is sharper. In particular, the constant only depends on the
shape-regularity of the mesh. Notice also that we consider here only conforming test functions
so that we can work with the bilinear form by rather than bys.

Lemma 6.2 (Residual). For all v € Ho(curl; D), we have
|bs(e, )| < C kT )nacllvll, (6.11)

with ngc = ngiv + ngurl‘

Proof. Here, we invoke [38, Theorem 1], which states that, given any w € Hy(curl; D), there
exists Sj,o(w) € Py, o(7n), such that

w — Sjo(w) =Vq+ e, (6.12)
with ¢ € H}(D), ¢ € Hy(D) such that, for all K € Ty,

i lallx + IVallx < Clar) wlix,

~1 (6.13)
hi 9l + Vol < Clrr,)[IVoxw| k.

We now pick an arbitrary test function v € Hy(curl; D). We have
by(e,v) = bn(eﬂ] — Sho(v)) = bs(e, Vg + @),

where ¢ and ¢ are the components of the decomposition in (6.12). We then estimate separately
the two parts of the residual associated with the decomposition.
For the gradient part, we write

by(e, Vq) = by(e, V(g — Ij,(q)))
= —w?(ee, V(g —I}y(q)))
= > WA(V-(ee),q—Ti()x — Y W (lele)]$ a—Th(a)r

KeTy, FE]-—;,/“"
= Y ~(V(I+w’eBn).q - Tk + Y w*([eBEnl§.a—Th(a)r
KeT, FeFn
< 3 {1V + PeBlxlla - To@lx + N eBilillomonls - Tio(@) loxon)
KeTh
1 k . K2\ ® .
< Y e | il = Tl + () o= Tl -
KeTh K K

For all K € Ty, invoking (6.2) and (6.13), we have

k . k
EHQ — (@l +4/ E\Iq — I8, (9)]lor < C(k7,)|Val &~

_1
< C(rr)[vllgv < C67)emin, o 0] v

Summing over K € 7;, and since the number of overlaps is uniformly controlled by k7, , we
obtain
bs(e, V)| < C k7, )naivw|[v]e. (6.14)
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For the H, é(D)—part, proceeding similarly gives
by(e, @) = by(e, & — Tj,o(¢))
= (J +w?eBn, ¢ — Ti(¢) — (Cpo(En), Vox (& — Tio(6)))w
= Y (J+weE, — Vx(vCyo(En)), ¢ — Tio(#))k

KeTn
— Y (W ED ¢ — Tio(9))r
FeFint
1
1 k . k22 .
< D eV g § 719 = Tho(@)lx + (7= ) 1(¢ — Tho()) xnllax\o0
hK hK
KeTy,
1
<C7) Y NKeuntVaim oo VBl 1o
KeTs
1
< C(a7) Y MK etV oo Vo x| ke
KeTh
<C(e7) Y kel Voxvlly g,
KeTs
so that
|bﬁ(e’ ¢)‘ < C(ﬁTh)ncurIHVOXUHV' (615)
Combining (6.14) and (6.15) concludes the proof. O

The next step is an Aubin—Nitsche-type duality argument to estimate the Lg—norm of the
error. Here, the weak consistency estimate from Lemma 4.4 is crucial to treat the nonconfor-
mity of the dG solution.

Lemma 6.3 (L?-norm reliability estimate). We have

wllelle < Clxp,)(1+ Yap + Vap*)n (6.16)

Proof. Recall the Li—orthogonal decomposition e = 8 + 011 with 8y € Hy(curl = 0; D)J‘ and
0 € Hy(curl = 0; D) (see (5.1)).
For the first component, recalling (5.8) and using (4.14b), we have

w||00||z =w(e,0p)e = why(e, g) — wiwic(Fr,Cg)- (6.17)

Since Ej, satisfies the Galerkin orthogonality for conforming test functions and invoking the
bound (6.11) established in Lemma 6.2, we have, for all v € Py, (7Tn),

wby(e,Cg) = why(e, o — v},) < C(h7 )nacwllCo — vill < C(h7)vapTacl|Oolle, (6.18)

where we used the definition (3.15a) of ~,p, in the last inequality (since v is arbitrary in
%.0(Tn)). Moreover, owing to the estimate (4.15) from Lemma 4.4, we have

W|§wkc(Eh>C9)‘ < ‘Eh|n0'}’ap*“00”€'
Recalling the definition (3.12) of the |-|nc-seminorm and using (6.6), we infer that
[Enlne < 1Er — Zy" (En)llap < C (K7, )ne-

This gives
W|Swic(En, Co)l < C(KT, ) MncYapx[0o]le- (6.19)
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Combining (6.17), (6.18) and (6.19), we arrive at

w[[Bolle < C(rT,)(Vap + Yaps)1- (6.20)

For the other part of the error, since Oy € Hg(curl = 0; D), we can use (6.11) to write
w?|0nll2 = —bs(e, On) < Clr7 naclOnll = Cls7, nacw]|Onle. (6.21)
Combining (6.20) and (6.21) proves (6.16). O

We are now ready to establish a reliability estimate with an argument similar to the one
used in [10] for the scalar Helmholtz problem.

Theorem 6.4 (Reliability). We have

th
<’ 1 —_— « | M. 6.22
lell < Clsr) (14 g 52—ty b ) (6:22)
Proof. Since |||e\||? = H|e\||§ + nhe; we only need to estimate [le[|7. To this purpose, recall

that the bilinear form bg’ defined in (5.3b) is the inner product associated with the |||¢-
norm. We introduce the H(curl; D)-conforming projection B§ : Vy — H(curl; D) such
that b;’(v — B§(v),w) = for all v € V and all w € Hy(curl; D). Reasoning as in the proof
of Lemma 5.1 proves the following Pythagorean identity:

lelf = I1E — BS(Ew; + 1B, — B (En). (6.23)

We estimate separately the two terms on the right-hand side.
For the first term, we observe that B§(E) = E and E — BS(E},) € Hy(curl; D), and write
that

IE - BS(En; = bf (E — B5(En), E — BS(E4))
= b/ (Bj(e), E — BS(Ey))
= b (e, E — B5(Ey))
=by(e, E — BS(E})) + 22 (e, E — BS(Ep))e.

Since the second argument in the first term on the right-hand side is conforming, this term
can be estimated by means of the estimate (6.11) from Lemma 6.2. This gives

[bs(e, B — By (En))| < C(r7)nacl E — Bi(En)l-
We apply the Cauchy—Schwarz inequality to bound the second term, leading to
w’|(e, B — Bi(En))e| < wllellew|| E - Bi(Ep)le < wllellIE — Bi(En)].
This yields the following estimate:
IE = B5(En)ll; < Chr )nac + wllelle < C(s7,) (1 + Yap + Yaps)n;

where we employed the L2-estimate (6.16) from Lemma 6.3.
For the second term on the right-hand side of (6.23), invoking (6.7) gives

C ,av WhK
155~ B5(Bn)ls < 1B~ Zig”" (Bl < Clom) (14 uase 1525

Putting everything together yields the assertion. O
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6.4 Local error lower bound (local efficiency)

We now derive efficiency estimates. To do so, we will need bubble functions (see [33] and [12,
Section 2.7|). Specifically, for all K € Ty, there exists a function bx € H}(K) with bg < 1
such that, for all wx € Py 4 (recall that & > 1 by assumption),

lwklx < Cler,)klbiwk ||k, (6.24)

and .
[V(orxwr)|x < C(KTh)hﬁ
K

Similarly, for all F' € Fy,, there exists a function br € Hg(F) such that, for all wp € Py 41,

1
[bEwrl| - (6.25)

1
|lwrllr < C(k7,)kllbpwr| F, (6.26)

and an extension operator g : Py g—1 — H(l)(ﬁ) such that, for all wp € Py 4_1, Er(brwp)|r =
waF and

khp? [|Er(brwr)l| g + k™ hE | VER(brwr) | 5 < Clrr,)|bRwr| p- (6.27)

Theorem 6.5 (Local efficiency). For all K € Ty, we have

1.3 whg
Nk < C(K’Th),CK]fz 1+ m ”|E — Ehthf + osckrt ¢, (628)
with the data oscillation term
1 _
OSC%@' = Egmiln,l(f X
. w2h2 ’ h2 ’
min {kgﬁgK||JJh§(’+kgHv'(JJh)§(’}v (6.29)
K'eKf Jhepk(ﬂ‘) min,Kf

Emax,Kf .

max,Kf
Emin, KVVV ? Vmin, KVVV :

and the contrast coefficient Ky := max{

Proof. Fix K € T,. The proof contains three parts, respectively dedicated to providing upper
bounds for NK,divs 1K ,curl and 7K nc-

(i) The proof that ng a4y < C (k7 )k? (w||E — Ep|le,xv + 0sckv ) can be found in [12, Lemma
3.5]. This proof is established for conforming edge finite elements, but it holds verbatim in the
discontinuous Galerkin setting.

(ii) For nk cur1, we need to slightly adapt the proof from [12, Lemma 3.6]. The volumic residual
and jump term in g curl are estimated separately.

(iia) For the volume term, we introduce 7 := J i + w?eE}, — Vx(uCZ:é(Eh)ﬂK and vig =
bir i, with J g arbitrary in Py 4. We observe that v vanishes on 0K, so that, letting vy, be
the zero-extension of v to D, we infer that
1
||b12(7‘}(||§( = (TKv'UK)K = (JK,'UK)K - bﬁS(Ehavh) = bﬁs(E - Eh,’l)h) - (J - JK7’UK)K'

For the first term, we employ bx < 1 and (6.25) to show that

|bgs (B — Ep, vp))|

1 1
< W|E - Epllexwel,, kllvilx + 1Co(E = En)llv k20 IV 50k |
1 1 k ko0 1
< C(k7,) <(w€§qax,K)W|E — Epllex + Vriax,KE”Ch:O(E - Eh)llu,K> IbET K| K

1 k wh 1
< Clhr)Vimer | o w|E — Eplle,x + |CY5(E = En)llv.x ) b3 k-
hg \ kU
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The second term is simply estimated as follows

1 k
(I =Tk, ve)k| < |J = Ikl kllvklx < ClsT,) (Vriax,KhK> sz:xK 2 )T — Tl bzl

Combining these two bounds leads to

1

_ whi
e + Vi 1 = Tl

b kel < Clo) { (14555 ) 1B - B

and therefore

hk 1 hg, 1
l/maQXK k ||TK||K < C(KTh)k mjx,K?HbIQ(TKHK

wh
< Ol { (14 5 ) 1B = Bulloe + 1 10 = Ticle |

Invoking the triangle inequality leads to

v 2 ||J+w eEthx(uChO(Eh))HK

max, K k
< Clup)kd (1405
< C(kT, Kx

(iib) For the jump term, we introduce rp := [[IJC’lfL’f)(Eh)]]ﬁm and vp := Ep(bprp) € HY(F).

maxK ]f ||J JK“K} (630)

Since vr € H(l)(ﬁ) and vp|p = bprp, we have

Ibireld = (rr,vr)r (6.31)
= (Vix(VCLo(En)),vr) 5 — WCYo(En), Vixvr)
= (WCo(E — Ey), Vxvp) s — (Vix(vCyo(E — Ey)), vr) 5.

For the first term, we can immediately write that

k.0 k¢
|(vCyo(E — Ep), Vxvr)p| < v [Co(E = Ep)l, sllVxvr|z

maxF
~3,3 kot 3
< Clog khz? V2 CICHG(E = B, 5 lbirellr,

where we employed (6.27). We infer that

1

1
_1 h 2 1 1
Vm;‘;,ﬁ<;f) (wCo(E—Ey), Vxvp)z| < Cleg, k2 ||CYo(E—Ey)|l, pllbirellr.  (6.32)

For the second term, we first observe that
Vax(vCpG(B — Ey)) = J + w?€E — Vi x (vC(Ey))
2e(E — Ep,) + J +w?eE), — Vi x(vC G (Ey)),
and therefore,
IV x (vCG(E — Bl 5

1
<Swe? wl|E - Byl p o+ 1T+ wleB, — Vix(VCyo(En))ll 5

1 kE [wh -1 h
_y;axthQﬁF |E — Bl 5 +v zﬁ]j||J—|—w26Eh—th(yCZ:f;(Eh))Hﬁ).
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Combining this last estimate with (6.27) and invoking the Cauchy—Schwarz inequality gives

_1 h 3
. ~(F) (VX (VO (E — Bn)), o) 5] < Clir,)x

max,F k
wh 1
<k19Fw||E Eull 5+ mij ’ "T+w eEthx(uCho(Eh))F> kznb rrlr. (6.33)

We can now plug (6.32) and (6.33) in (6.31), leading to

-1 hr
o (35) Wl

1 wh 1
< Clom k2 (ol E = Bull g + 1,4 5510 +eBy = VxwOL (B0 7
+ C(r7, k2 ||Co(E — By,
1 whp
<l bt (1+ W) IE — By, -
+ ey )ky 2 ~f||J + w2eE), — vhx<vc‘£’€<Eh>>n 5

1 WhF _1
< oot (14 M) I8~ Bull 7+ 21— 7).

owing to (6.30) and the shape-regularity of the mesh. Recalling the definition of K, it follows
from (6.26) that

3 wh 1
e < Clom b (14 1575 ) 1B = Bullue + 1, 17 = Tl )

(iii) For the last part of the estimator, we simply use that nK e < NE — Eh|\|u K+ Mine =

IE — Enl? - -

7 Bound on approximation and divergence conformity fac-
tors

In this section, we show that the factors introduced in Section 3.4 tend to zero as the mesh is
refined. For positive real numbers A and B, we abbreviate as A < B the inequality A < CB
with a generic (nondimensional) constant C' whose value can change at each occurrence as long
as it is independent of the mesh size, the frequency parameter w, and, whenever relevant, any
function involved in the bound. The constant C' can depend on the shape-regularity of the
mesh, the polynomial degree k, the (global) contrast in the coefficients (i.e. €max/€min and
Vmax/Vmin), and the shape of the domain D (but not on its size).

For simplicity, we focus on the case where the parameters € and v are piecewise constant
on a polyhedral partition of D, and refer the reader to Remark 7.4 for the more general case
where the material coeflicients are just bounded from above and from below away from zero.
Under the assumption of piecewise constant coefficients (see [15, 28, 5]), there exists s € (0, 3)
such that, for all v € Hy(curl; D) with ev € H(div = 0; D), and for all w € H(curl; D) with
v~lw € Hy(div = 0; D), we have v, w € H*(D) with

|U|H5 (D) ~ S gl SleerHVOXUHI/v |w|H (D) ~ < 61 Sfmaxnvane—l- (71)
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The length scale ¢p, e.g., the diameter of D, is introduced for dimensional consistency. We
will also need commuting (quasi-)interpolation operators, J¢ : H(curl; D) — Pj(75) and
J&: H(div; D) — P(Ty) := P2(T) N H(div; D) such that Vx(J¢(v)) = J3(Vxw) for all
v € H(curl; D) and

lo = T )|l S B lolaep),  llw—Ti(w)l| S [lwl, (7.2)

for all v € H(curl; D) N H*(D) and all w € H(div; D). Since we are working on simplicial
meshes, we can invoke the operators devised in [20, Section 20] (see also [37, 3, 13, 14]) using
edge (Nédélec) and Raviart—Thomas finite elements.

Proposition 7.1 (Primal approximation factor). Let ., be defined in (3.15a). We have

wl = oh \ ¢
Vaps(l‘k/@st)(ﬁ?) (19 ) ) )

where Ps is the stability constant introduced in (2.8).

Proof. See [11, Lemma 5.1]. O

Lemma 7.2 (Dual approximation factor). Let Yaps be defined in (3.15b). We have

wlp =5 wh \*
’Yap*,g(l‘i‘ﬁst) (19 - ) <19 - ) . (73)

1

Proof. Consider a right-hand side 8 € Hy(curl = 0; D)™ and the associated adjoint solution
Co € Hy(curl; D) defined in (3.13). Set ¢y := vVox{g. The strong form of Maxwell’s
equations ensures that

Vg = €0 + w?ely,

so that ¢g € H(curl; D) with
IVx@glle-1 < [1B]le +w?[[Colle < (1+ Bs) 6] (7.4)

Besides, since v~1¢pg € H(div = 0; D), we infer that ¢y € H*(D) with

1
|Pol £+ (D) S Pedax | VX glle-1. (7.5)

We are now ready to bound v,,«. We notice that

12, < Pl — T (Do) e
= w?||pg — TE(Be)lI2-1 + 2|77 Th(Vx g — TV x )%,

where we employed the commuting property satisfied by J; and J, ,‘3. We bound the two terms
on the right-hand side. For the first term, invoking (7.2) and (7.5), we have

I
wl|dg — Ty (Pe)llv-1 < WVmﬁlhéWe\HS(D)

_s h° wlp \'7F [ wh \*
Sl Oxdglen = (22) (S ) Vol (76)

min ﬁmin ﬁmin

For the second term, using (7.2), we can write

w72 WV g — TiH(Vxg))|| < whv 2|V x g — Ti (V)|
_1 wh
S why, 3 IV Xl S ﬁf\|vx¢e||e—l- (7.7)

min

Combining (7.4), (7.6) and (7.7) and observing that h < {p proves the assertion. O
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Lemma 7.3 (Divergence conformity factor). Let vqy be defined in (3.16). We have

wlp =5 wh \*
<
v~ (ﬁmin ) <19min > . (78)

Proof. Let vy, € X}, and consider an arbitrary v$ € P o(Tn). Since ITjo(vp) = 0 by assump-
tion, we have

I (vp) = M (vp — vj,) + Mo (vy)
= I ((1 = T (v — v},)) + T (v, — T (v5,))-

Multiplying by w, and invoking the triangle inequality and the Lz—stability of the projection
operators, we infer that

W[ (vn)[le < wllon — v} [le + Wl (v, — T (v5) e (7.9)

For the second term on the right-hand side of (7.9), we invoke [11, Lemma 5.2] which gives

C C C C wgD e wh ° C (¢ C
A5~ Tl 5 (52) (20 ) I¥hx(ws ~ Mg o)l

Wp '/ wh \° .
S(22) 7 (22 ekl + 16k @ - vhl)

where we used that Vo xIIj,(vf) = 0 and the triangle inequality. For the first term on the
right-hand side of (7.9), we observe that

1z c wh
|72 R~ (vp = v5,) || <

wh
wlfon — v < <o
min

o ﬂmin

lon = vj llap-

Combining this bound with the above two bounds and since h < ¢p, this gives

: wip ' (wh Y’ 2 )}
ATl S (52) () (G0 + lon - vi12)"-

The bound (7.8) follows by taking the minimum over v§, € P} 4(7) and recalling the defini-
tion (3.12) of the |-|pc-seminorm. O

Remark 7.4 (Rough coefficients). It is possible to show that the above factors tend to zero
(without a specific algebraic rate) when the material coefficients are just bounded from above
and from below away from zero. The proof hinges on a compactness result from [39]. We refer
the reader to the discussions in [11, Section 5.2] which can be readily extended to the present
nonconforming setting. Details are skipped for brevity.

Remark 7.5 (Improved decay rates). One can show improved convergence rates for the ap-
prozimation factors by assuming extra reqularity on the material coefficients and the domain.
We refer the reader to the discussion in [11, Remark 5.5] for more details.
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