
HAL Id: hal-04589554
https://hal.science/hal-04589554v1

Preprint submitted on 28 May 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

CHANI: Correlation-based Hawkes Aggregation of
Neurons with bio-Inspiration

Sophie Jaffard, Samuel Vaiter, Patricia Reynaud-Bouret

To cite this version:
Sophie Jaffard, Samuel Vaiter, Patricia Reynaud-Bouret. CHANI: Correlation-based Hawkes Aggre-
gation of Neurons with bio-Inspiration. 2024. �hal-04589554�

https://hal.science/hal-04589554v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


CHANI

CHANI: Correlation-based Hawkes Aggregation of
Neurons with bio-Inspiration

Sophie Jaffard sophie.jaffard@univ-cotedazur.fr
Laboratoire J. A. Dieudonné (LJAD)
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Abstract

The present work aims at proving mathematically that a neural network
inspired by biology can learn a classification task thanks to local transformations
only. In this purpose, we propose a spiking neural network named CHANI
(Correlation-based Hawkes Aggregation of Neurons with bio-Inspiration), whose
neurons activity is modeled by Hawkes processes. Synaptic weights are updated
thanks to an expert aggregation algorithm, providing a local and simple learning
rule. We were able to prove that our network can learn on average and asymp-
totically. Moreover, we demonstrated that it automatically produces neuronal
assemblies in the sense that the network can encode several classes and that a
same neuron in the intermediate layers might be activated by more than one
class, and we provided numerical simulations on synthetic dataset. This theoreti-
cal approach contrasts with the traditional empirical validation of biologically
inspired networks and paves the way for understanding how local learning rules
enable neurons to form assemblies able to represent complex concepts.

Keywords: Hawkes process, Local learning rule, Expert aggregation, Spiking
neural network, Neuronal synchronization

1 Introduction

Biological neurons and their organization into networks served as the inspiration
for the perceptron (Rosenblatt, 1957), which pioneered artificial neural networks
(ANNs). This initial brain inspiration continued to drive the development of
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more sophisticated models such as the neocognitron (Fukushima and Miyake,
1982) and later convolutional neural networks (LeCun et al., 1989), all drawing
from the biological processes observed in the visual cortex by Hubel and Wiesel
(1962). Conversely, machine learning techniques can shed light on brain learning
processes. Spiking neural networks (SNNs) (Tavanaei et al., 2019) illustrate well
these interactions between the two domains: these networks model neurons activity
by sequences of spikes representing the electrical pulses of biological neurons. More
relevant than ANNs if one wants to study the brain neural code, they also provide
insights into the development of energy-efficient algorithms (Stone, 2018). To be
realistic, SNNs are trained thanks to local learning rules. However, there is a gap
between the empirical results provided by these rules and the underlying theory.

In the present study, as an initial stride towards demonstrating mathematically
that local learning rules enable neurons to form assemblies and induce global learn-
ing, we propose a network of spiking neurons called CHANI for Correlation-based
Hawkes Aggregation of Neurons with bio-Inspiration. The task is as follows: the
network should learn to classify objects into one of several classes by identifying
relevant feature correlations, and its learning process should involve local trans-
formations only. The model involves hidden and output nodes as postsynaptic
neurons that produce spikes as a multivariate discrete-time Hawkes process (Ost
and Reynaud-Bouret, 2020), whose spiking probability is a function of the weighted
sum of the activity of presynaptic neurons at the previous time step. The learning
algorithm used to update synaptic weights comes from the expert aggregation
field (Cesa-Bianchi and Lugosi, 2006) thanks to this local paradigm: presynaptic
neurons can be seen as experts and the strength of the connections between them
and the postsynaptic neuron varies based on gains derived from these connections.
Hidden neurons are trained to identify neuronal synchronization among presynap-
tic neurons, and a pruning process is employed to retain only those neurons that
encode meaningful correlations, whereas output neurons are trained to respond to
the classes in which the objects are classified.

Contributions. We present the first biologically inspired network which provably
learns a classification task thanks to a local learning rule. Furthermore, our algo-
rithm inherently generates neuronal assemblies: the network can encode multiple
classes, and a single neuron in the intermediate layers may be activated by several
classes. Our contributions are multiple.
• Under very general assumptions, we derive regret bounds on the learning capa-
bilities of hidden and output neurons (Propositions 6 and 11).
• In a more specific framework that we named CHANI EWA, we compute the ex-
plicit limit of the synaptic weights, and we provide rates of convergence (Theorems
18 and 23). We demonstrate that at the limit the hidden layers of CHANI encode
feature correlations, and we establish that only pertinent feature correlations
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persist following neuron selection (Proposition 19).
• Under the framework CHANI EWA, we prove that the network exhibits learning
capabilities on average, and we interpret the limit output weights from a learning
point of view (Corollary 20).
• When, in addition, classes are defined by feature correlations, we prove that
CHANI succeeds the learning task asymptotically (Proposition 26) and we compute
CHANI’s VC-dimension (Propositions 27).
• We illustrate our theoretical analysis with numerical results on the classification
of handwritten digits (section 5).

Related work. In our prior work Jaffard et al. (2024), we introduced a network
named HAN (Hawkes Aggregation of Neurons) and established theoretical foun-
dations for its learning capabilities. However, within the framework outlined in
Jaffard et al. (2024), HAN had a very simple structure, lacking hidden layers, and
could only achieve very simple tasks. In the present work, we extend these results
to CHANI, which can support an arbitrary number of hidden layers designed to
detect neuronal synchronization, and provide novel findings described above.

Our network is inspired by the cognitive model Component-Cue (Gluck and
Bower, 1988), which states that an individual learns to classify objects by finding
combinations of features which describe well the several object categories. The
article Mezzadri et al. (2022) compared this model to another one called ALCOVE
(Kruschke, 2020), which stipulates that people classify new objects by comparing
them to previously learned ones, in order to see which one is closer to human
behavior. They showed that often Component-Cue is a best fit to human learning.
Note that Component-Cue is a classic ANN in the sense that is does not involve
spiking neurons nor local learning rule, and it does not comprise hidden layers.

In the brain, conceptual objects are represented by analyzing and representing
relationships among incoming signals. While elementary concepts can be depicted
by the responses of individual neurons, more intricate ones are represented by
groups of interconnected neurons that work together: we talk about neuronal
assemblies (Singer et al., 1997). A single neuron can contribute to multiple
assemblies, indicating that it may participate in representing different concepts. A
current measure of assembly organization is based on correlations of firing among
neurons. It has been shown on recorded and simulated data that this synchronicity
can be caused by dynamic changes of synaptic connection strength (Gerstein et al.,
1989), and neuroscientists have identified several local learning rules explaining
these changes. As well-known example, Hebbian learning (Hebb, 2005) says that
neurons that repeatedly fire together tend to become associated.

Spike-timing-dependent plasticity (STDP) (Caporale and Dan, 2008), a refined
form of Hebbian learning, states that a connection is strengthened if the presynaptic
neuron spiked just before the postsynaptic neuron, and weakened otherwise; this
rule has been used in order to simulate neuronal assemblies (Litwin-Kumar and
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Doiron, 2014). However, there is no mathematical proof that these local rules enable
to learn, nor that they produce neuronal assemblies. Establishing such theoretical
guarantees would aid in comprehending how local mechanisms contribute to the
formation of neuronal assemblies and how they function.

Enunciated in Legenstein et al. (2005), the Spiking Neuron Convergence Conjec-
ture (SNCC) says that SNNs can learn to implement any achievable transformation.
This conjecture is inspired by the perceptron convergence theorem (Rosenblatt
et al., 1962), which asserts that as soon as the data to classify is linearly separable
(i.e., as soon as there exist weights with whom the data can be classified), then the
weights given by the perceptron learning algorithm enable to correctly classify the
data. This conjecture has been explored for networks using STDP as learning rule
(Legenstein et al., 2005, 2008), with no conclusive theoretical result. In section
4.2.4, we prove a version of this conjecture in a very specific case for CHANI.

The multivariate Hawkes process (Hawkes, 1971) is a self-exciting and mutually
exciting point process. Originally applied to the modelling of earthquake data
(Türkyilmaz et al., 2013), its field of application is very broad: it is well-adapted
to model networks of firing neurons (Hodara and Löcherbach, 2017), financial
transactions (Hawkes, 2018; Bacry et al., 2015), health data (Bao et al., 2017),
social networks (Zhou et al., 2013), or more generally, any sequences of events
such that the occurrence of an event influences the probability of further events to
occur. Also known as generalized linear models (GLMs) (Gerhard et al., 2017) in
the literature, a lot of studies are about the estimation of its parameters (Reynaud-
Bouret and Schbath, 2010; Kirchner, 2017), its mathematical properties (Brémaud
and Massoulié, 1996) and its simulation in large networks (Bacry et al., 2017; Phi
et al., 2020; Mascart et al., 2022, 2023). In neuroscience, it is used for instance
to reconstruct functional connectivity (Reynaud-Bouret et al., 2013; Lambert
et al., 2018), or to model networks of spiking neurons in order to study their
mathematical properties (Galves and Löcherbach, 2016). However, a common
assumption made when mathematically analyzing neural networks modeled by
Hawkes processes is that their synaptic weights remain constant. This enables to
achieve a stationary state, but prevents the modeling of learning behavior.

Hawkes processes have already been used to model events in a context of
online learning: Chiang and Mohler (2020) proposes to solve spatio-temporal event
forecasting and detection problems thanks to a multi-armed bandit algorithm, and
Hall and Willett (2016) perform dynamic mirror descent to track how occurred
events influence future events. However, none of these works use online learning
algorithms to update the parameters of the Hawkes processes as we propose.

In the recent years, the emergence of transformers (Vaswani et al., 2017; Bietti
et al., 2023) have revolutionized the field of deep learning, especially in natural
language processing, but not only: for instance, the Transformer Hawkes Process
(Zuo et al., 2020) incorporates attention modules into the formula of the conditional
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intensity of the Hawkes process in order to learn event sequence data. Many works
have been done to understand them better: for instance, Rohekar et al. (2023)
provide a causal interpretation of self-attention, and Cordonnier et al. (2020)
investigate the relationship between self-attention and convolutional layers. In
section 2.8, we draw an analogy between transformers and our model to contribute
in understanding the remarkable effectiveness of transformers.

2 Framework

In this section, we introduce our network architecture CHANI. All the notations
are summarized in Appendix A. Our goal is to classify object natures belonging to
a set O into one of several classes belonging to a set K. In other words, we want
to learn a function from O to K. CHANI should achieve this purpose thanks
to local mechanisms.

For a quantity xe indexed by e ∈ E, we use the following notations, xE =
(xe)e∈E and ⟨xe⟩e∈E = 1

|E|
∑

e∈E xe. These notations are also used if the index is

above. For all n ∈ N, we denote [n] = {1, . . . , n}. All the other notations are listed
in Table 3.

2.1 Network architecture

The network is made of spiking neurons and aims at classifying objects, each
having a nature o ∈ O, into one of several classes. For instance, a nature of object
can be a blue circle and the network may have to classify several objects having
the same nature “blue circle”. The network is made of an input layer, a number L
of hidden layers and an output layer. The input layer is a set of neurons I coding
for features (for instance “blue”, or “circle”) meant to describe the object natures.
The lth hidden layer is a set Jl coding for feature tensors. It is included in a set
I∨l that we define recursively as follows.

• I∨0 := I and for i ∈ I, its support is S(i) := {i}.
• I∨l := {j ∨ j′ where j, j′ ∈ I∨l−1 and S(j) ∩ S(j′) = ∅} and for j ∨ j′ ∈ I∨l,

S(j ∨ j′) := S(j) ∪ S(j′). This set contains feature tensors of the previous I∨l−1.

Note that for j ∈ I∨l, S(j) is a set of size 2l of elements belonging to I. Then
we define by recursion the lth hidden layer as a set Jl ⊂ I∨l as follows.

• J1 ⊂ I∨1
• Jl ⊂ J∨1

l−1 where J∨1
l−1 := {j ∨ j′ where j, j′ ∈ Jl−1 and S(j) ∩ S(j′) = ∅}.

The output layer is a set K of neurons, each coding for a class. Hence K is
also the set of classes.

Sequential training. CHANI’s training can be divided into L+ 1 sessions.
For l ∈ [L], the lth session corresponds to the training of the lth hidden layer.
The session L+ 1 corresponds to the training of the output layer. The network’s
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Figure 1: Illustrative example of CHANI structure during its training with depth L = 1.

structure is built sequentially. This can be biologically realistic: for instance, in
the retina (Alexiades and Cepko, 1997) or in the cerebral cortex (Rash and Grove,
2006), cells are generated sequentially.

The training session of a hidden layer l is split in two phases. During the
training phase, a number M of objects ol1, . . . , o

l
M ∈ O are sequentially presented

to the network to train the layer l, each for T time steps during which neurons
can spike. Two objects can have the same nature: for instance, the first presented
object ol1 can be a blue circle, as well as the tenth presented object ol10. During the
selection phase, the network is frozen in its actual state, and each nature of object
o ∈ O is presented once. This second phase aims at selecting neurons: among
the set of trained neurons Jl, only a subset Ĵl ⊂ Jl is selected to continue the
network’s training. The neurons belonging to the set Jl \ Ĵl are then pruned from
the network architecture. This pruning procedure can be compared to the pruning
of dendritic spines pruning in biological neurons (Segal, 2005). By convention, we
will denote Ĵ0 = I and JL+1 = K, and we say that an input neuron is a neuron of
layer 0 and an output neuron is a neuron of layer L+ 1.

The training session of the output layer K is as follows: a number N of objects
oL+1
1 , . . . , oL+1

N ∈ O are sequentially presented to the network. There is no selection
phase. For an illustration of CHANI structure during its training see Figure 1.
See also Algorithm 1 for a summary of the network’s training.

2.2 The network’s activity

The network’s activity is defined by random variables indicating the spike times of
the neurons. The activity of neuron a at time step t ∈ [T ] of object olm during the
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first phase of the training session of layer l ∈ [L+ 1] is

Xa,l
m,t =

{
1 if neuron a spiked,
0 otherwise.

.

The activity of neuron a at time step t of object o during the selection phase of
the training session of layer l ∈ [L] is

Xa,l
o,t =

{
1 if neuron a spiked,
0 otherwise.

.

For l ∈ [L + 1], we denote by F l
m,t the σ-algebra generated by every event that

happened until time step t of object m of the training phase of layer l, and for
l ∈ [L], we denote by F l

o,t the σ-algebra generated by every event that happened
until time step t of object nature o of the selection phase of layer l.

Definition 1 (Nature-only dependent) A neuron a is said to be nature-only
dependent if there exist variables (Y a

o )o∈O such that when presented with an object
o, the activity of neuron a at any time step follows the same distribution as Y a

o . In
other words, the activity of neuron a depends solely on the nature of the presented
object, and not on time intrinsically. We denote pao := P(Y a

o = 1) its spiking
probability at any time step when presented with an object of nature o ∈ O.

Input layer activity. The input neurons are nature-only dependent. During the
presentation of an object, the activity of an input neuron i is an i.i.d. sequence of
Bernoulli variables and is independent of its activity during the presentation of
another object. We do not need to assume independence between input neurons,
allowing for an iterative network structure.

Hidden layers activity. The activity of hidden neurons is non-linear discrete
Hawkes processes. The conditional spiking probability of hidden neuron j ∈ Jl′ at
time step t of object olm with l′ ≤ l during the training phase of layer l knowing
the σ-algebra F l

m,t−1 is

pj,lm,t(w
j
m) := (ψj,l

m,t(w
j
m))+

where

ψj,l
m,t(w

j
m) := −ν + wj

m ·X
Ĵl′−1,l

m,t−1

where ν ≥ 0, wj
m = (wj′→j

m )j′∈Ĵl′−1
is the family of weights between j and its

presynaptic neurons, X
Ĵl′−1,l

m,t−1 := (Xj′,l
m,t−1)j′∈Ĵl′−1

is the activity of neurons of layer

l′ − 1 at the previous time step, and · refers to the usual scalar product in R|Ĵl′−1|.
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The weights wj
m belong to the simplex so pj,lm,t(w

j
m) ∈ [0, 1] a.s. The quantity −ν

acts as a threshold, providing non-linearity to our network. It can be biologically
interpreted as a reset value of the neuron membrane potential. This non-linearity is
crucial to enable the network to learn complex classes: indeed, with linear Hawkes
processes instead, the network would not be able to learn to classify non-linearly
separable data (such as the XOR). See Section 4.3 for a discussion about the
role of ν. When a neuron j is being trained, its synaptic weights wj

m evolve after
each presented object; hence during this phase, j is not nature-only dependent.
Moreover, every neuron j ends its training phase with a final weight family wj

M+1.

The conditional spiking probability of hidden neuron j ∈ Jl at time step t of
object o during the selection phase of layer l′ knowing the σ-algebra F l′

o,t−1 is

pjo,t(w
j
M+1) := (−ν + wj

M+1 ·X
Ĵl−1,l
o,t−1 )+.

Indeed, after a learning phase, synaptic weights are definitively frozen. Therefore,
as long as the input neurons stay nature-only dependent, hidden neurons also
become nature-only dependent during the selection phase: two objects having the
same nature will elicit the same network activity on average.

Output layer activity. The activity of output neurons are linear discrete Hawkes
processes. The conditional spiking probability of output neuron k ∈ K at time
step t of object oL+1

m knowing the σ-algebra FL+1
m,t−1 is

pkm,t(w
k
m) := wk

m ·X
ĴL,L+1
m,t−1 . (1)

The synaptic weights wk
m form a probability distribution over the set of presynaptic

neurons so pkm,t(w
k
m) ∈ [0, 1] a.s. It corresponds to the Solo case of (Jaffard et al.,

2024).

2.3 Network structure and neuron selection

The set I is an arbitrary set of features describing the objects o ∈ O and J1 := I∨1.
For every l ∈ [L], a threshold sl ∈ (0, 1] is fixed. At the end of the selection phase
of layer l, the set of selected neurons is

Ĵl := {j ∈ Jl s.t. ∃o ∈ O, ⟨Xj,l
o,t⟩t∈[T ] ≥ sl}.

In other words, the selected neurons Ĵl are the ones with an empirical spiking
probability ⟨Xj,l

o,t⟩t∈[T ] larger than the threshold sl for at least one object of the
selection phase. This corresponds to step 11 of Algorithm 1. Then for l < L, the
set of neurons used to train the next layer is Jl+1 := Ĵ∨1

l . This selection encourages
sparsity in the network in terms of the number of neurons.
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k1

k2

∨

∨

∨

Figure 2: Illustrative example of CHANI with depth L = 1 after neuron selection. The
presented object excites input neurons coding for its features. Then it is classified in the
class coded by the output neuron which spiked the most, here class k1.

2.4 Network code and correlations

Hidden layer l aims at describing feature tensors: ideally, after its training phase,
a neuron j = j1 ∨ j2 would be active when neurons j1 and j2 are correlated
(i.e., when they often spike simultaneously) and non-active otherwise. Besides,
after the selection phase, only neurons coding for highly correlated pairs should be
selected. In other words, layer l is trained to code for high correlations between
neurons of layer l − 1.

The output layer aims at describing the several classes in which the objects are
classified. Ideally, after its training session, a neuron k would be active when an
object belonging to class k is presented to the network, and non-active otherwise.
The eventual activity of neuron k when presented with an object which does not
belong to its class is considered as noise.

The rule to classify objects is as follows: the object is classified in the class
coded by the output neuron which spiked the most during the presentation of
the object. Therefore, to correctly classify the object, the neuron coding for its
class must overcome the noise coming from other neurons. For an illustration of
CHANI classifying an object, see Figure 2.

We will need several notions of correlations. Let I ′ ⊂ I a subset of features,
o ∈ O. Then the correlation of I ′ w.r.t. object o is

ρo(I
′) := P

( ⋂
i∈I′
{Y i

o = 1}
)
,

the average correlation of I ′ is ρ(I ′) := ⟨ρo(I ′)⟩o∈O, and the average correlation of
I ′ w.r.t class k ∈ K is ρk(I ′) := ⟨ρo(I ′)⟩o∈k. Let l ∈ [L], m ∈ [M ], J be a subset of
neurons belonging to a layer with depth less than l. Then the empirical correlation
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of J when presented with object olm is

ρ̂lm(J) :=
〈∏

j∈J
Xj,l

m,t

〉
t∈[T ]

.

2.5 Ideal network performance

We define below ideal layers representing ideal performances for CHANI.

Definition 2 (Ideal hidden layer, ideal output layer, ideal network)

• Let l ∈ [L], Jl ⊂ I∨l. The spiking probabilities (pjo)o∈O,j∈J̃l of the neurons of the
set Jl are said to be ideal if there exists γl > 0 such that

pjo = γlρo(S(j)).

To simplify the exposition, we will say in this case that Jl is an ideal hidden layer
of depth l and γl is its constant.

• The spiking probabilities (pko)o∈O,k∈K of output neurons of the set K are said to
be ideal if for every k ∈ K, o ∈ O,

pko > 0 if and only if o ∈ k.

We will say in this case that K is an ideal output layer.

• The network is said to be ideal when all its hidden and output layers are ideal.

The family (pjo)o∈O,j∈Jl represents ideal spiking probabilities of hidden neurons
j which would be nature-only dependent and would code exactly for correlations
between neurons of the set S(j) with multiplicative constant γl. The family
(pko)o∈O,k∈K represents ideal spiking probabilities of output neurons k which would
code exactly for classes k without any noise.

Note that this definition does not involve synaptic weights, and a priori we do
not know if there exist weight families with which our network has ideal hidden
and output layers. It is through the updating of its synaptic weights that our
network evolves, so we cannot directly compare its performance to that of ideal
layers, which do not use synaptic weights. We therefore need to define ideal weight
families against which to compare the weights of our network.

Definition 3 (Feasible weight family) Let JL ⊂ I∨L. We say that qK ∈
(PJL)|K|, where PJL is the set of probability distributions over the set JL, is
a feasible weight family w.r.t JL when

Discid(qK) > 0 where Discid(qK) := ⟨pk,ido (qk)− pk′,ido (qk
′
)⟩k∈K

o∈k
k′ ̸=k

10
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with for every k ∈ K, pk,ido (qk) := qk · (ρo(S(j)))j∈JL. The quantity Discid(qK) is
called the ideal discrepancy of the feasible weight family qK : the greater the ideal
discrepancy, the better the feasible weight family. We denote by QJL the set of
feasible weight families w.r.t. JL.

Note that according to (1), the quantity pk,ido (qk) is the exact spiking probability
of neuron k when connected to ideal hidden layer JL with constant 1, with weights
qk. Therefore, the quantity Discid(qK) represents the average difference between
the activity of an output neuron k and the activity of other output neurons when
presented with objects of class k: it measures how well the output layer classifies
objects on average when connected to an ideal layer with weights qk. If the output
layer is connected to the ideal hidden layer J̃L with an arbitrary constant γL, then
by linearity the corresponding quantity is γL Discid(qK). See Figure 3.2 for an
illustration of the notion of ideal discrepancy.

Definition 4 (Strong feasible weight family) Let JL ⊂ I∨L. We say that
qK ∈ (PJL)|K| is a strong feasible weight family w.r.t. the set JL when

pk,ido (qk) > 0 if, and only if, o ∈ k,

i.e., when the output layer K, connected to the ideal last hidden layer JL with
constant 1 and with weights qK , is ideal.

By linearity, a family qK is in fact a strong feasible weight family w.r.t. the set JL
when the output layer K, connected to the ideal last hidden layer JL with any
constant γL and with weights qK , is ideal.

2.6 Learning rule

We extend the learning rule of Jaffard et al. (2024) to hidden layers: we use expert
aggregation (Cesa-Bianchi and Lugosi, 2006) to update the synaptic weights.

2.6.1 Expert aggregation

Here is a description of the expert aggregation problem. During M rounds, a
forecaster can choose between several experts belonging to a set E. At each round
m, each expert e ∈ E has an unknown gain gem ∈ R. Thanks to the past knowledge,
the forecaster chooses a probability distribution pm over the set of experts E,
and then receives the aggregated gain gm := pm · gEm where gEm := (gem)e∈E . This
aggregated gain can be interpreted as the expectation of the gain that the forecaster
would get by choosing one expert with probability pm. As the rounds progress,
experts accumulate cumulated gains GE

m := (Ge
m)e∈E were Ge

m :=
∑m

m′=1 g
e
m, as

well as the forecaster which accumulates the cumulated gain Gm :=
∑m

m′=1 gm.

11
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The regret of the forecaster measures how good its strategy is. It is defined as

RM := max
q∈PE

M∑
m=1

q · gEm −Gm.

It compares the best possible cumulated gain with a constant strategy to the
actual cumulated gain of the forecaster. It quantifies how close the strategy of the
forecaster is to the optimal one.

An expert aggregation algorithm is a function f : R× R|E| 7→ [0, 1]|E| that the
forecaster uses to update its strategy: the probability distribution chosen by the
forecaster for the next round is

pm+1 := f(Gm, G
E
m).

Expert aggregation algorithms are designed to achieve low regret bounds. We will
use the following two:
• EWA (Exponentially Weighted Average) determines the probability of se-

lecting expert e at round m as

pem+1 =
exp(ηGe

m)∑
e′∈E exp(ηGe′

m)
.

The parameter η is the learning rate. It quantifies how fast the forecaster learns.
• PWA (Polynomially Weighted Average) determines the probability of selecting

expert e at round m as

pem+1 =
(Ge

m −Gm)b−1
+∑

e′∈E(Ge′
m −Gm)b−1

+

,

where b ≥ 2 is a parameter to choose.
These two expert aggregation algorithms employ different strategies: EWA

ensures that each expert is assigned a strictly positive probability of selection,
whereas PWA assigns a zero probability to experts whose cumulative gains are
less than the forecaster’s.

2.6.2 Weights update

Each neuron j of a layer l ∈ [L+ 1] learns by updating its synaptic weights wj
m =

(wj′→j
m )j′∈Ĵl−1

during its training phase by running its own expert aggregation

algorithm f l. Each neuron j is a forecaster, each presented object is a round, and
the corresponding set of experts is the set of presynaptic neurons Ĵl−1. Therefore,

each presynaptic neuron j′ is attributed a gain gj
′→j

m and the weights of j evolve
according to the rule

wj
m+1 = f l(Gj

m, (G
j′→j
m )j′∈Ĵl−1

)

12
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where Gj
m :=

∑m
m′=1w

j
m′ · gjm′ is the cumulated gain of postsynaptic neuron j

and Gj′→j
m :=

∑m
m′=1 g

j′→j
m′ is the cumulated gain of presynaptic neuron j′. This

corresponds to steps 7 and 18 of Algorithm 1.

Most of the theoretical findings regarding expert aggregation algorithms apply
to arbitrary bounded sequences of gains. Therefore, we can choose any bounded
gains suitable for the learning task. For a hidden neuron j = j1 ∨ j2 ∈ Jl, the gain
of presynaptic neuron j′ is defined as

gj
′→j

m := ρ̂lm({j1, j2, j′}) (2)

where ρ̂lm({j1, j2, j′}) = ⟨Xj1,l
m,tX

j2,l
m,tX

j′,l
m,t⟩t∈[T ] is the empirical correlation between

neurons j1, j2 and j′. This choice of gain is designed to achieve the objective of
neuron j training, which is to detect correlations between neurons j1 and j2.

For an output neuron k ∈ K, we extend the gains defined in Jaffard et al.
(2024). The gain of presynaptic neuron j is

gj→k
m :=

{
⟨Xj,L+1

m,t ⟩t∈[T ] × N
Nk if oL+1

m ∈ k
−⟨Xj,L+1

m,t ⟩t∈[T ]× N
Nk′ × 1

|K|−1 if oL+1
m ∈ k′ ̸= k

(3)

where Nk′ is the number of objects belonging to class k′ used to train the set of
output neurons K. Therefore, when the presented object is in class k, i.e., when
neuron k should spike more than the other output neurons, it attributes positive
gains to active presynaptic neurons. When the presented object is in another class,
i.e., when neuron k should stay silent, it attributes losses (negative gains) to active
presynaptic neurons. During the training phase of the output layer, the hidden
layer L is already trained so the synaptic weights of a neuron j ∈ ĴL are wj

M+1.

These choices of gains establish local rules : each neuron within a layer operates
its own expert aggregation algorithm independently of other neurons in the same
layer. The synaptic weights’ evolution of a neuron is solely influenced by the spikes
of its presynaptic neurons. There are no backward passes, and the information
regarding the true class of the presented object only plays a role in the output
layer learning rule.

2.7 CHANI algorithm

The overall CHANI algorithm is summarized in Algorithm 1. Its complexity is
determined by the number of calls made to the pseudo-random generator for

obtaining Bernoulli variables. We need to simulate O
(
MT

(
|I| +

∑L−1
l=1 |Ĵl|

)
+

NT
(
|I|+

∑L
l=1|Ĵl|

))
random variables. Here the depth L is considered a constant.

13
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Algorithm 1: CHANI

1 Initialization: Ĵ0 := I
2 for l = 1 to L do

3 Initialization: Jl := Ĵ∨1
l−1, Ĵl := ∅, wj′→j := 1/|Ĵl−1| for j ∈ Jl

4 for m = 1 to M do

5 Simulate (XI,l
m,t)t∈[T ], (X Ĵ1,l

m,t )t∈[T ], . . . , (X
Ĵl−1,l
m,t )t∈[T ] according to

section 2.2.
6 Compute gains gJlm according to (2).
7 for j ∈ Jl do
8 wj

m+1 ←− f l(G
j
m, (G

j′→j
m )j′∈Ĵl−1

) // aggregate experts

9 for o ∈ O do

10 Simulate (XI,l
o,t)t∈[T ], (X Ĵ1,l

o,t )t∈[T ], . . . , (X
Ĵl−1,l
o,t )t∈[T ], (XJl,l

o,t )t∈[T ]

according to section 2.2.
11 for j ∈ Jl do
12 if ⟨Xj,l

o,t⟩t∈[T ] ≥ sl and j /∈ Ĵl then
13 add j to Ĵl // select neuron j

14 Initialization: wj·→k := 1/|ĴL|
15 for m = 1 to N do

16 Simulate (XI,L+1
m,t )t∈[T ], (X Ĵ1,L+1

m,t )t∈[T ], . . . , (X
ĴL,L+1
m,t )t∈[T ] according to

section 2.2.
17 Compute gains gKm according to (3).
18 for k ∈ K do

19 wk
m+1 ←− fL+1(Gk

m, (G
j→k
m )j∈ĴL) // aggregate experts

Output: Ĵ1, . . . , ĴL, (w
j
M+1)j∈Ĵ1∪···∪ĴL , (w

k
N+1)k∈K // selected

neurons and final weights

14
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2.8 Analogy with Transformers

The key innovation of the transformer architecture (Vaswani et al., 2017) is the
self-attention mechanism, which allows the model to weigh the importance of
different input tokens when processing each token in a sequence. This mechanism
enables the model to capture long-range dependencies more effectively than tradi-
tional recurrent or convolutional neural networks. When using the specific expert
aggregation EWA, CHANI shares similarities with transformers.
Input embedding. Objects to be classified have features which are embedded
into point processes by the input layer.
Attention layers. Let l ∈ [L], j = j1 ∨ j2 ∈ Jl and m ∈ [M ]. Then, the
conditional spiking probability of neuron j during the presentation of object olm of
its learning phase reads

pj,lm,t(w
j
m) = softmax(ηjAj

m−1 ·Bm−1) ·X
Ĵl−1

m,t−1

where X
Ĵl−1

m,t−1 = (Xj′

m,t−1)j′∈Ĵl−1
is the activity of the previous layer at the previ-

ous time step of current object olm, Aj
m−1 := (Xj1

m′,tX
j2
m′,t)1≤m′≤m−1,1≤t≤T is the

vector of correlations between j1 and j2 until previous object olm−1, Bm−1 :=

(Xj′

m′,t)j′∈Ĵl−1,m
′∈[m−1],t∈[T ] is the vector of previous layer activity until object

olm−1, and Aj
m−1 · Bm−1 :=

(∑
m′∈[m−1]

t∈[T ]

Xj1
m′,tX

j2
m′,tX

j′

m′,t

)
j′∈Ĵl−1

is the matrix of

correlations between j1, j2 and neurons of the previous layer until previous object
olm−1. Therefore, the hidden layer of depth l acts as an attention layer enlightening
correlations between neurons of the previous layers. At the end of the learning
phase, the resulting weight matrix wJL

M+1 can be seen as a score matrix which is
then used to select neurons coding for high correlations. The accumulation of
hidden layers is analogous to a succession of attention layers.
Final linear layer. The output layer acts as a linear layer at the end of an
attention module as the conditional spiking probability is linear in the activity of
the last hidden layers.

3 Direct interpretation via regret bounds

In this section, we assume that the expert aggregation algorithms admit a regret
bound. As each hidden and output neuron runs its own expert aggregation
algorithm, it possesses its own regret. Through our choice of gains, we reinterpret
these regrets, enabling us to gain meaningful insights into the network’s learning.

3.1 Hidden layers

Assumption 5 (Hidden neurons regret bound) There exists C > 0 such
that for every l ∈ [L], the expert aggregation algorithm f l used to train the hidden

15
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layer of depth l is such that for any set of experts E and any deterministic sequence
of gains gE1:M := (gem)e∈E,m∈[M ] taking value in [a, b] with a < b,

RM ≤ C(b− a)
√

ln(|E|)M.

Note that both EWA and PWA verify this bound for certain parameters (see
Cesa-Bianchi and Lugosi (2006) for details). The interpretation of the regret of
hidden neurons leads to the following result.

Proposition 6 (Hidden neurons regret bound) Suppose Assumption 5 (hid-
den neurons regret bound) holds. Then a.s. for every l ∈ [L] and j = j1 ∨ j2 ∈ Jl
neuron of the lth layer,

max
q∈PĴl−1

〈
(ψj,l

m,t(q)− ψ
j,l
m,t(w

j
m))Xj1

m,tX
j2
m,t

〉
t∈[T ]
m∈[M ]

≤ C

√
ln(|Ĵl−1|)

M
.

This regret bound can be interpreted as follows: since pj,lm,t(w
j
m) = (ψj,l

m,t(w
j
m))+,

on average, neuron j = j1 ∨ j2 will tend to spike as frequently as possible when
neurons j1 and j2 are highly correlated, that is, when the product Xj1

m,tX
j2
m,t is

often equal to 1. As HAN did not have hidden layers, this result represents a first
step towards analyzing the contribution of hidden layers to CHANI.

3.2 Output layer

To interpret output neurons regret, we extend the notion of class discrepancy
introduced in Jaffard et al. (2024) as follows.

Definition 7 (Class discrepancy) Let k ∈ K an output neuron. Then the class
discrepancy of neuron k with weights q is the quantity

DisckN (q) :=
〈
p̂km(q)− p̂k′m(q)

〉
k′ / k′ ̸=k

m / oL+1
m ∈k

This new definition of class discrepancy generalizes the one of Jaffard et al. (2024)
to a network with any hidden layers’ activity. It compares the average activity of
neuron k with the average activity of other neurons when presented with objects of
class k. The larger the class discrepancy is, the more neuron k overcomes the noise
in order to correctly classify the objects of its class. It is a global notion since it
involves the activity of all the output neurons. The average class discrepancy of
the network is called the network discrepancy, that we define as follows.

Definition 8 (Network discrepancy) The network discrepancy of the network
with output weights qK = (qk)k∈K ∈ (PĴL)|K| is the quantity

DiscN (qK) := ⟨DisckN (qk)⟩k∈K .
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Ideal hidden 
layer  with 
constant 

JL 1

k

k′￼

o ∈ k

1. Ideal discrepancy 

qk

qk′￼

Discid(qK) = ⟨pk,id
o (qk) − pk′￼,id

o (qk′￼)⟩k ∈ K
o ∈ k
k′￼≠ k

Input and 
hidden layers 
I, ̂J1, …, ̂JL

k

k′￼

o ∈ k

2. Network discrepancy 

wk
m

wk′￼

m

DiscN(wK1:N) = ⟨ ̂pk
m(wk

m) − ̂pk′￼

m(wk′￼

m)⟩ k ∈ K
k′￼≠ k

m, oL+1
m ∈ k

Figure 3: Illustration of the notions of ideal (1) and network (2) discrepancies.

For an illustration of the notion of network discrepancy, see Figure 3.

Assumption 9 (ξ-balanced) There exists a constant ξ > 0 independent of N
such that for every k ∈ K, Nk/N ≥ ξ.

This assumption means that during the training phase of the output layer, the
proportion of presented objects of any class is at least ξ. This ensures that the
network sees a significant number of objects of each class.

Assumption 10 (Output neurons regret bound) The expert aggregation al-
gorithm fL+1 used to train the output layer is such that for any set of experts E
and any deterministic sequence of gains gE1:N := (gem)e∈E

m∈[N ]
taking value in [a, b],

RM ≤ C(b− a)
√

ln(|E|)M

where C is a constant.

Proposition 11 Suppose Assumptions 9 and 10 hold. Then,

DiscN (wK
1:N ) ≥ max

qK∈(PĴL
)|K|

DiscN (qK)− C|K|
ξ(|K| − 1)

√
ln(|ĴL|)
N

a.s.

The proposition, established by combining local regret bounds of output neurons,
ensures that the network discrepancy of HAN exceeds the maximum achievable
with constant weights for the output layer, minus an error term which tends to
zero. However, the quantity DiscN (qK) to which we compare CHANI’s network
discrepancy depends on the activity of CHANI’s final hidden layer. In section 4, we
introduce a more specific framework in which we compare CHANI’s performance
against that of ideal layers which operate independently of CHANI.
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4 Theoretical results for CHANI EWA

4.1 CHANI EWA Framework

In this section, we wish to conduct a more thorough analysis of the network’s
performance. In this purpose, we need to work within a more precise framework
that we call CHANI EWA, defined by the following assumptions.

Assumption 12 (EWA for hidden layers) For any l ∈ [L], the expert aggre-
gation f l used to train the hidden layer of depth l is EWA with learning rate

ηl =

√
8 ln(|Ĵl−1|)

M .

Note that this choice of ηl maximizes the regret bound of EWA given in Cesa-
Bianchi and Lugosi (2006). This assumption imposes no restriction on the expert
aggregation algorithm fL+1 used to train the output layer.

Assumption 13 (Balanced) During each training session of a layer, each na-
ture of object o ∈ O is presented the same amount of times to the network.

This is a technical assumption that we make to facilitate the calculations.

Assumption 14 (1/2 bias) All hidden neurons have bias ν = 1
2 .

This assumption is here to ensure that hidden neurons activity converge to ideal
hidden layers. See discussion about the choice of ν in section 4.3.

Assumption 15 (Decreasing correlation) For all I ′ ⊂ I such that ρ(I ′) > 0,
for all i ∈ I \ I ′, ρ(I ′ ∪ {i}) < ρ(I ′).

This assumption means that adding a neuron to a set of correlated neurons results
in a loss in correlation for at least one object. It is obviously verified when input
neurons spike independently of one another. To ensure that input neurons activity
verify this assumption, one can add a small independent perturbation to their
activity.

Assumption 16 (Max-correlated sets) There exist sets J̃l for l ∈ [L] defined
by induction as follows.
• J̃1 ⊂ I∨1 and there exists p1 ∈ (0, 1] such that

∀j ∈ J̃1, ∃o ∈ O, ρo(S(j)) ≥ p1 and ∀j′ ∈ I∨1 \ J̃1,∀o ∈ O, ρo(S(j′)) < p1.

• For l ∈ {2, . . . , L}, J̃l ⊂ J̃∨1
l−1 and there exists pl ∈ (0, 1] such that

∀j ∈ J̃l, ∃o ∈ O, ρo(S(j)) ≥ pl and ∀j′ ∈ J̃∨1
l−1 \ J̃l, ∀o ∈ O, ρo(S(j′)) < pl.

By convention, we denote J̃0 := I.
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This assumption states that there exist sets of feature tensors J̃l coding for
high feature correlations for at least one object. These sets represent important
combination of features that are needed to describe the classes. They will be the
sets of interest that we want to target during hidden layer neuron selection phases.

Assumption 17 (Sparse features) Let l ∈ {0, . . . , L}. The set J̃l defined in

Assumption 16 is such that for all o ∈ O, |{j ∈ J̃l, ρo(S(j)) > 0}| ≤ |J̃l|
2 .

This assumption means that for any object o ∈ O, at most half the neurons of I
and J̃l for l ∈ [L] are active and spike together. This is a technical assumption
that we need to study CHANI asymptotic behavior.

4.2 Limit behavior

4.2.1 Hidden layers

In the framework CHANI EWA, we can explicitly compute the limit of hidden
neurons weights.

Theorem 18 Suppose we are in the CHANI EWA framework. Let α > 0. There
exist constants C1 and C2 independent of M and T such that if M ≥ C1 and
T ≥ C2M

L−1, then there exist thresholds s1, . . . , sL such that with probability
1− α:
(i) For all l ∈ [L], Ĵl = J̃l.
(ii) Let l ∈ [L]. Then, for all j = j1 ∨ j2 ∈ J̃l, at the end of learning the synaptic
weights are such that

∥wj
M+1 −

1

2
1{j1,j2}∥2 = O

((
Jl−1 ln(Jl−1)

1
2 ln(Jl−1α

−1)
1
2

)l−1(M l−1

T

)1/2
+ e−□minl′≤l−1

{
2−2l

′
ρl′ ln(|J̃l′ |)1/2

}
M1/2

)
where 1{j1,j2} := (1j′∈{j1,j2})j′∈J̃l−1

, Jl−1 := minl′≤l−1|J̃l′ |, ρl′ := minj∈J̃l′
ρ(S(j))

is the minimum average correlation of the support of a hidden neuron of depth l′

and □ is a constant independent of the network parameters.

This theorem states that the sets of interest J̃l are selected with high probability.
Besides, the weights of a hidden neuron j = j1∨j2 converge to uniform distribution
on neurons j1 and j2 with an error term which is small whenM ≫ 1 and T ≫ML−1.
The dependency on the size of the selected sets |Jl| also shows that the fewer
neurons selected, the better. When taking only into account the dependency on

M and T , the error term of the weights of layer l is in O((M
l−1

T )1/2 + e−C
√
M )

where C is a constant independent of M and T . The exact error term is given in
the proof of Theorem 18 (see Appendix C.3). It can be decomposed in two terms:
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the first one comes from the randomness induced by the spikes, as well as the
accumulation of the errors coming from previous layers. The second one comes
from the specific use of the expert aggregation algorithm EWA. This second term
decreases as the average correlation of the support of hidden neurons grows: the
more hidden neurons describe high correlations between input neurons the better.

Proposition 19 The hidden layers of the network with limit weights as defined
in Theorem 18 are ideal.

Combined with Theorem 18, this proposition ensures that with high probability,
at the limit the hidden layers of our network code exactly for feature correlations.
A hidden neuron is activated when presented with objects having a certain combi-
nation of features. If this combination can be found in several classes, then the
same neuron will be activated, and can therefore help to represent more than one
class: in this sense, CHANI produces neuronal assemblies. These results, valid for
any number of hidden layers, are unprecedented since in our previous work Jaffard
et al. (2024) HAN did not have hidden layers.

4.2.2 Average learning

Now that we studied the hidden layers behavior, we can analyze the term to
which we compared the network discrepancy in Proposition 11 in order to get a
comparison to a more sensible quantity: the largest ideal discrepancy of a feasible
weight family. Let

Ehid(M,T, α) := max
l∈[L],j=j1∨j2∈J̃L

∥wj
M+1 − 1{j1,j2}∥1

the maximum error term of a neuron of hidden layer, bounded in Theorem 18. By
combining Theorem 18 and Proposition 11, we get the following corollary.

Corollary 20 Suppose we are in the CHANI EWA framework and Assumption
10 (output neurons regret bound) holds. Let α > 0. Suppose M ≥ C1 and
T ≥ C2M

L−1 where C1 and C2 are the constants defined in Theorem 18, s1, . . . , sL
are the thresholds given by Theorem 18 and QJ̃L

, the set of feasible weight families

w.r.t. the ideal set of neurons J̃L, is non-empty. Then with probability 1− α the
conclusions of Theorem 18 hold and there exists a constant γL > 0 such that

DiscN (wK
1:N ) ≥ γL max

qK∈QJ̃L

Discid(qK)

−O
(√ ln(|J̃L|α−1)

NT
+

√
ln(|J̃L|)
N

+ Ehid(M,T, α)
)
.
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This corollary establishes that CHANI’s network discrepancy exceeds the ideal
discrepancy of the best feasible weight family possible multiplied by a constant γL,
minus an error term which is small when M ≫ 1, T ≫ ML−1 and N ≫ 1, and
increases with the number of selected neurons. This error term is threefold: the
first part comes from the randomness of the spikes, the second one comes from the
regret bound of the expert aggregation of the output layer fL+1, and the third
part comes from the approximation error between hidden layers weights and their
limit. When taking only into account the dependency in T , M and N , the overall
error term is in

O
(
N−1/2 +

(M l−1

T

)1/2
+ e−C

√
M
)

where C > 0 is a constant independent of M,N and T . Note that this Theorem
holds for any expert aggregation used to train the output layer, as long as it verifies
Assumption 10 (output neurons regret bound).

In other words, on average, CHANI performs as well as it would if the output
layer were connected to the ideal hidden layer J̃L with constant γL with the best
possible feasible weight family. Note that unlike Proposition 11, this Theorem
compares CHANI’s network discrepancy to a deterministic quantity which does
not depend on CHANI itself, and which represents an ideal performance where
the hidden layers detect neuronal synchronization and the output layer succeeds
to rewrite the classes in terms of combination of correlations between L features.

This theorem can be related to Theorem 3.3 of Jaffard et al. (2024), where
HAN network discrepancy is compared to the best safety discrepancy of a feasible
weight family, a quantity describing how well a feasible weight family classifies
objects. However, this new result is much more general, for several reasons. Firstly,
in the current work, CHANI can comprise any number of hidden layers, whereas in
our previous work HAN is restricted to having solely an input and an output layer.
Secondly, both of these theorems assume the existence of a feasible weight family.
However, in Jaffard et al. (2024), this assumption is considerably more restrictive,
as a feasible weight family can only exist if the classes can be described as simple
combinations of features. In our current study, a feasible weight family is achievable
when classes can be characterized as combinations of feature correlations, the
complexity of which grows with the depth L (see conditions for the existence of
strong feasible weights families in section 4.2.4). In particular, if a feasible weight
family does not already exist, the addition of layers may facilitate its emergence.

4.2.3 Output layer

In this section, we work in the framework CHANI EWA, with the additional
assumption that the expert aggregation used for the output layer is EWA as well.
This allows us to end the asymptotic study started in section 4.2.1 by computing
the limit output weights.
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Assumption 21 (EWA for the output layer) The expert aggregation fL+1

used to train the output layer is EWA with learning rate ηk = 1
|O|

√
2 ln(|J̃L|)

N .

Note again that this choice of ηk maximizes the regret bound of EWA given in
Cesa-Bianchi and Lugosi (2006).

We extend the notion of feature discrepancy defined in Jaffard et al. (2024) for
an input neuron coding for a feature to a neuron of the last hidden layer coding
for a feature tensor of depth L.

Definition 22 (Feature discrepancy) Let j ∈ I∨L. The feature discrepancy of
j w.r.t. class k ∈ K is the quantity

Discj→k := ρk(S(j))− ⟨ρk′(S(j))⟩k′ ̸=k

The feature discrepancy of neuron j quantifies how much the feature correlation
encoded by j is relevant to class k: it compares the average correlation of the
support of j w.r.t. class k with its average correlation w.r.t. other classes. This
new definition of feature discrepancy is much more complex than that of Jaffard
et al. (2024). In our previous work, the feature discrepancy of an input neuron
concerned only its individual activity, with no link to the activity of other input
neurons whereas here it can capture complex patterns of input neurons activity.

Theorem 23 Suppose we are in the CHANI EWA framework and Assumption 21
holds. Let α > 0. Suppose M ≥ C1 and T ≥ ML−1C2 where C1 and C2 are the
constants defined in Theorem 18 and s1, . . . , sL are the thresholds given by Theorem
18. Besides, let J̃k

L := arg maxj∈J̃k
L

Discj→k and 1J̃k
L

:= (1j∈J̃k
L
)j∈J̃L. Then with

probability 1− α, the conclusions of Theorem 18 hold and for all k ∈ K
• if J̃k

L = J̃L then

∥wk
N+1 −

1

|J̃k
L|

1J̃k
L
∥2 = O

(√
|J̃L| ln(|J̃L|)NEhid(M,T, α)

)
.

• if J̃k
L ⊊ J̃L let ∆k := maxj∈J̃k

L
Discj→k−maxj∈J̃L\J̃k

L
Discj→k. Then

∥wk
N+1 −

1

|J̃k
L|

1J̃k
L
∥2 = O

(√
|J̃L| ln(|J̃L|)NEhid(M,T, α) + e

−□ ∆k

22
L

√
ln(|J̃L|)N

)
.

Note that the error term Ehid(M,L, T ) is independent of the size of the last
hidden layer |J̃L| and the number of presented objects for the training phase of
the output layer N . The overall error is twofold: the first part comes from the
approximation error between hidden layers weights and their limit, and the second
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part comes from the use of the expert aggregation EWA for the output layer.
When taking only into account the dependency on M , N and T , the error is in

O
((NML−1

T

)1/2
+N1/2e−CM1/2

+ e−DN1/2
)

where C and D are constants independent of M , N and T : it is small when N ≫ 1,
M ≫ ln(N)2, T ≫ NML−1 and increases with the number of selected neurons.

This theorem states that the weights of an output neuron k converge to the
family which uniformly distributes weights on presynaptic neurons with maximal
feature discrepancy. Therefore, at the limit, neuron k will be connected only to
neurons coding for correlations which are sensible to class k. This result can be
related to Theorem 3.4 of Jaffard et al. (2024), where we computed HAN limit
weights with no hidden layers. Here, we generalize this asymptotic analysis to
CHANI. Besides, thanks to the addition of hidden layers, CHANI’s limit output
weight family is more interesting than HAN’s from a learning point of view since it
decomposes classes in terms of feature correlations of depth L (against combinations
of simple features). In a general case, we cannot say if this family is a strong
feasible weight family, or even if it enables the network to correctly classify objects
when noise is allowed. However, we can conclude in a more precise framework
defined below where classes are defined by feature correlations.

4.2.4 When classes are defined by feature correlations

First, let us define some assumptions that we will need to perform our study.

Assumption 24 (Binary correlations) There exists p ∈ (0, 1] such that for all
j ∈ J̃L, for all o ∈ O, ρo(S(j)) ∈ {0, p}. If ρo(S(j)) = p then we say that object o
has features S(j). Besides, for j ∈ J̃L, let Oj := {o ∈ O, ρo(S(j)) = p} the set of
objects with features S(j). Then all the Oj have the same cardinality.

The first part of this assumption is verified if for instance the input neurons
spike independently of each other and have a fixed spiking probability when they
are activated. The restriction on the cardinality of the sets Oj is a technical
assumption that we make in order to facilitate the computations.

Assumption 25 (Class decomposition) For every k ∈ K, there exists a set
Ek ⊂ J̃L such that k =

⋃
j∈Ek Oj.

This assumption means that the classes in which the objects are classified are
defined by feature correlations. The complexity of these correlations increases
with L: as the network’s depth grows, a set Oj captures more intricate patterns
within the objects.
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Proposition 26 Suppose Assumption 24 (binary correlations) holds. Then the
following statements are equivalent.

(i) Assumption 25 (class decomposition) is verified.
(ii) There exists a strong feasible weight family w.r.t. the set J̃L.
(iii) The limit output weights family defined in Theorem 23 is a strong feasible

weight family.
In particular, when Assumption 25 (class decomposition) is verified, the limit

network is ideal.

Combined with Theorems 18 and 23, this proposition asserts that at the
limit the network is ideal when classes are defined by feature correlations of
depth L. A neuron of a hidden layer j codes exactly for the correlations of the
features belonging to its support, i.e., when presented with an object o its spiking
probability is proportional to ρo(j). Besides, a neuron k of the output layer codes
exactly for class k, i.e., its spiking probability is strictly positive if and only if o ∈ k.
Furthermore, the output layer does not produce any noise: an output neuron
stays completely silent when presented with an object belonging to another class.
We had to make some technical assumptions to achieve this result; however, our
numerical studies of section 5 suggest that we do not need all these assumptions
for CHANI to work empirically.

Besides, thanks to the equivalence between the existence of a strong feasi-
ble weight family and Assumption 25 (class decomposition), we know that as
soon as there exists a strong feasible weight family, the weights of the
output layer of our network converge to one of these families with
high probability. We can see this statement as a version of the Spiking Neuron
Convergence Conjecture (SNCC) which says that spiking neural networks can learn
to implement any achievable transformation: this conjecture is true for CHANI in
this simplified framework.

This result is unprecedented since in our study Jaffard et al. (2024), we had
to assume that the output limit weights were a feasible weight family in order to
draw conclusions (see Corollary 3.5), without providing any criteria ensuring it.

In this framework, we can compute the Vapnik-Chervonenkis dimension of our
network. For a given classification algorithm, its VC-dimension corresponds to the
size of the largest set of points that it can shatter. It measures the complexity
of the class of functions that can be learned. In the literature, this dimension
appears in generalization error bounds.

We consider any last hidden layer JL ⊂ I∨l. We assimilate the objects to
be classified as sequences o = (oi)i∈I where oi = 1 if o has feature i and oi = 0
otherwise: they live in a space of dimension |I|. Neuron j ∈ JL is activated when o
has all the features of the set S(j). We consider a binary output: let the hypothesis
set H := {1

J
′
L

such that J
′
L ⊂ JL}, where for an object o, 1

J
′
L

(o) = 1 if and only if
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there exists j ∈ J ′
L activated by o, and 0 otherwise. It corresponds to the functions

that CHANI can learn. Then. we have the following result.

Proposition 27 The VC-dimension of the hypothesis set H is the size of the last
hidden layer

VCdim(H) = |JL|.

Therefore, the complexity of the classes that CHANI can learn is directly
related to the size of the last hidden layer, which contains in itself the complexity
of all the previous layers. However, as the number of selected neurons increases,
the errors in the results regarding the asymptotic behavior of CHANI also increase.
Therefore, it’s essential to strike a balance between accurately representing complex
classes and learning efficiently.

4.3 Discussion about the choice of bias.

Assumption 14 (1/2 bias) could be relaxed to any ν ∈ [1/2, 1): Theorem 18 and
Proposition 19 would still hold. Indeed, their key ingredient is that hidden neurons
spiking probabilities converge to ideal spiking probabilities. The conditional spik-
ing probability of hidden neuron j = j1∨ j2 with bias ν and weights 1{j1,j2} (which

are the limit weights given by Theorem 18) is
(
− ν + 1

2(Xj1
m,t−1 + Xj2

m,t−1)
)
+
.

For ν ∈ [1/2, 1), neuron j is active if and only if neurons j1 and j2 spike, and in
this case its conditional spiking probability is 1− ν. Therefore, the limit spiking
probabilities would still be ideal. However, there is a decrease in firing rate from
one hidden layer to the next and the choice 1/2 guarantees the lowest decrease.

This decrease appears in the constant γL of Corollary 20: in fact, γL = (1− ν)2
L−1

and a large γL guarantees a large class discrepancy for our network. Therefore,
the choice ν = 1/2 is optimal.

For ν < 1/2, neuron j is active even when only one of the two neurons j1 and
j2 spikes, so this choice of bias does not provide ideal limit spiking probabilities
and the extra activity of hidden neurons can be identified as noise.

Let us study a very simple example in the framework of section 4.2.4 where
for any ν < 1/2, the limit weights do not enable to correctly classify the objects.

We consider the set of object natures O = {□,□,□,⃝,⃝,⃝,▽,▽,▽}. The
set of features and input neurons is I = {blue, red, green, square, circle, triangle}.
We assume that input neurons i spike independently of each other with probability
p′ if and only if the presented object has feature i, and we choose depth L = 1.
Then the set

J̃1 := {blue∨square, red ∨ square, green ∨ square, blue ∨ circle, red ∨ circle,

green ∨ circle, blue ∨ triangle, red ∨ triangle, green ∨ triangle}
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verifies Assumption 16 (max-correlated sets) with p1 = p′2 and can be identified
with the set of object natures O, and Assumption 24 (binary correlations) is verified.
Therefore, any set of classes K verify Assumption 25 (class decomposition) since
any class can be written as the union of its single elements. Let us choose
K = {k1, k2} with k1 = {□,□,⃝,▽} and k2 = {□,⃝,⃝,▽,▽}. This classes are
such that class k1 contains every item which is squared or blue except the blue
square, and class k2 contains every other possible object.

Proposition 28 In this framework, for any ν ∈ [0, 1/2), the limit weights do not
enable to correctly classify the □.

Therefore, even with ν less but close to 1/2, the limit network fails to correctly
classify the objects, whereas for any ν ≥ 1/2 the results of section 4.2.4 hold and
the limit network succeeds to accomplish the task. This proposition enlightens
that even a small noise can stop the network from working properly in a very
simple case. The choice of bias allows us to control this phenomenon.

5 Numerical results

We trained CHANI on the digits dataset of scikit-learn. This dataset provides
1797 images of 64 pixels of handwritten digits which were randomly separated
in a training set (80% of the images) and a testing set (20% of the images).
For computational reasons, we decided to use this dataset rather than one with
better resolution. The numerical results for CHANI with no hidden layer (which
corresponds to the network of our previous work HAN) are visible in Table 1.
Although CHANI with EWA performs much better than CHANI with PWA, its
accuracy is only around 50%.

Expert Aggregation algorithm Accuracy Confidence interval of level 0.9

EWA 53.0 [50.8, 55.6]
PWA 14.8 [14.7, 15.0]

Table 1: Numerical results with no hidden layer. The parameters are T = 2000, N = 1437,
ηk = 0.0005, b = 2. A number 100 of realizations were made.

The results for CHANI with one hidden layer are visible in Figure 4. The blue
curve (resp. the green curve) represents the percentage of correct classifications of
the testing set of CHANI with the expert aggregation algorithm EWA (resp. PWA)
in function of the number of selected hidden neurons. Before selection, there was
2016 neurons. We can see that no matter the number of selected neurons, CHANI
with PWA performs badly and does not exceed a 40% correct classifications.
Besides, its performance is unstable. On the other hand, the performance of
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Figure 4: Numerical results with one hidden layer for CHANI with EWA, CHANI with
PWA and CHANI with EWA and extra connections. The parameters T = 2000, M = 40,
N = 1357 and 20 realizations were made for each number of selected neurons. For CHANI
with EWA: η1 = 3, η2 = 0.002. For CHANI with PWA: b1 = 2, b2 = 2. For CHANI with
EWA and extra connections: η1 = 3, η2 = 0.007, α = 0.7 and β = 0.25.

CHANI with EWA increases steadily with the number of selected neurons, to
station at around 83.5%, and exceeds 80% from 80 selected neurons.

The numerical results with two hidden layers and EWA can be seen in Table 2.
Here, we fixed the number of selected neurons of the first hidden layer and varied
the number of selected neurons of the second one. We can see that in all cases, the
results, comparable to CHANI with no hidden layer, are far less good than with
one hidden layer. There are several possible explanations. A good representation
of classes could be combination of correlation between two features and not three
(i.e., a digit could be well represented by combinations of pixel tuples and not
triplets). Numerical results could also be affected by the phenomenon of decreasing
spiking probability from one layer to the next: there may not be enough spikes in
the system in order to have a second hidden layer with meaningful cumulated gains.
Another reason could be that this dataset does not respect all the assumptions
that we made in order to have theoretical guarantees.

Addition of connections. In order to improve CHANI performance, we
added connections between input and output neurons in the case L = 1. Indeed, a
digit could be well represented by the combination of single pixels and pixel tuples.
To do this, we extend the gains of hidden neurons w.r.t. output neurons defined
by (3) to input neurons as well, and we add a multiplicative parameter α > 0 in
order to find balance between hidden and input neurons gains. Then the gain of
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Number of selected neurons on the second hidden layer Accuracy

50 44.6
100 49.7
150 51.0

Table 2: Numerical results with two hidden layers for CHANI with EWA. The parameters
are T = 2000, M = 40, N = 1277, ηk = 0.0005. A number 100 of hidden neurons of the
first hidden layer are selected and 10 of realizations were made.

an input neuron i w.r.t. output neuron k when presented with object oL+1
m is

gj→k
m :=


α⟨Xi,L+1

m,t ⟩t∈[T ] × N
Nk if o(m) ∈ k

−α⟨Xi,L+1
m,t ⟩t∈[T ]× N

Nk′ × 1
|K|−1 if o(m) ∈ k′ ̸= k

.

Indeed, as the neurons spiking probabilities decreases from one layer to the next,
the empirical spiking probabilities of neurons from distinct layers may have very
different order of magnitude. For the same reason, we introduce a parameter
β ∈ [0, 1] as well in the formula of the conditional spiking probability of an output
neuron k when presented with object oL+1

m :

pkm,t(w
k
m) = wĴL→k

m ·X Ĵ1,L+1
m,t−1 + βwI→k

m ·XI,L+1
m,t−1

where wk
m := (wl→k

m )l∈I∪ĴL , wĴL→k
m := (wj→k

m )j∈ĴL and wI→k
m := (wi→k

m )i∈I . This
parameter β allows to reduce the impact of input neurons, which spike more
frequently than hidden neurons, on the behavior of output neurons.

The numerical results with this configuration and the expert aggregation EWA
correspond to the green curve of Figure 4. We can see that CHANI performs
better with these new connections: with only 10 selected neurons, its accuracy on
the testing set is already at 76.6% and it grows reach 87% for 200 selected neurons,
and exceeds 84% from 70 selected neurons.

Comparison with STDP: The same dataset has been used to train spiking
neural networks with STDP by Rybka et al. (2024); Sboev et al. (2022). Their
results vary from 83% to 95% of accuracy depending on the network settings: in
some of them they are comparable to CHANI’s performance. Note that these
models are more complex and do not have any theoretical guarantees.

To conclude, CHANI with EWA succeeds the learning task with reasonable
results. This is a huge improvement in comparison to our numerical results of
Jaffard et al. (2024), where we trained HAN on a simulated dataset of 9 identically
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repeating objects. By adding layers and taking neuronal synchronization into
account, CHANI can now learn more realistic tasks.

Conclusion

In this paper, we introduced our cognitive network, CHANI (Correlation-based
Hawkes Aggregation of Neurons with bio-Inspiration), which provably learns to
classify objects, and we presented theoretical insights into CHANI’s learning
capabilities with any number of hidden layers. First, we interpreted regret bounds
resulting from the use of expert aggregation algorithms as learning rule from
a learning perspective. Subsequently, in the specific framework CHANI EWA,
we demonstrated that at the limit hidden neurons encode feature correlations,
and we proved that our neuron selection method prioritizes those encoding the
most significant correlations. Furthermore, through an analysis of the asymptotic
behavior of output neurons, we demonstrated CHANI’s ability to learn the correct
classification of objects on average and even asymptotically when classes are defined
by feature correlations. Lastly, we calculated the VC-dimension of our network.
To our knowledge, this study is the first one to establish that local learning rules
enable a biologically inspired network to learn to recognize complex concepts by
forming neuronal assemblies, inducing global learning. However, several challenging
research avenues remain unexplored. In order to make our model more realistic
and computationally efficient, one interesting direction is investigating CHANI’s
behavior when objects are not presented for a fixed duration, but only until
one output neuron has spiked significantly more than the others. This would
correspond to a reaction time and would have a cognitive interpretation. Another
innovative line of research is extending these findings by establishing regret bounds
for other local rules, such as STDP (Spike-Timing-Dependent Plasticity).
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Appendix A. Notations

Table 3: Table of notations

Notation Description

O set of objects

o nature of an object

M number of objects presented to the network to train a hidden layer

N number of objects presented to the network to train the output layer

m index of an object

T number of time steps during which one object is presented

I set of features and input neurons

i index of an input neuron or a feature

K set of classes and output neurons

k index of an output neuron or a class

L number of hidden layers

l depth of a hidden layer

I∨l set of every tensor of features of depth l

Jl set of hidden neurons of depth l before selection or arbitrary set

Ĵl set of selected hidden neurons of depth l

J̃l set of hidden neurons of interest of depth l

j = j1 ∨ j2 index of a hidden neuron and tensor

S(j) support of neuron j

olm nature of the mth object of the training phase of layer l

PE set of probability distributions over the set E

Appendix B. Proofs of section 3

B.1 Proof of Proposition 6

Let l ∈ [L], j = j1 ∨ j2 ∈ Jl. Then

M∑
m=1

wj
m · gjm =

M∑
m=1

wj
m · (ρ̂lm({j1, j2, j′})j′∈Ĵl−1

=

M∑
m=1

wj
m · (⟨X

j1
m,tX

j2
m,tX

j′

m,t⟩t∈[T ])j′∈Ĵl−1

=

M∑
m=1

⟨Xj1
m,tX

j2
m,t(w

j
m ·X

Ĵl−1

m,t )⟩t∈[T ]
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and

M∑
m=1

wj
m · gjm +

M∑
m=1

⟨−νXj1
m,tX

j2
m,t⟩t∈[T ] =

M∑
m=1

⟨Xj1
m,tX

j2
m,tψm,t(w

j
m)⟩t∈[T ].

Similarly, for q ∈ PĴl−1
,

M∑
m=1

q · gjm +
M∑

m=1

⟨−νXj1
m,tX

j2
m,t⟩t∈[T ] =

M∑
m=1

⟨Xj1
m,tX

j2
m,tψm,t(q)⟩t∈[T ].

Hence the regret of neuron j is Rj
M = maxq∈PĴl−1

∑M
m=1

〈
Xj1

m,tX
j2
m,t(ψm,t(q) −

ψm,t(w
j
m))
〉
t∈[T ]

. The gains take value in [0, 1] so we get the bound by applying

the regret bound of the expert aggregation given by Assumption 5.

B.2 Proof of Proposition 11

Let k ∈ K, j ∈ ĴL. Let DisckN (wk
1:M ) := 1

N

∑N
m=1w

k
m · gkm. Then

DisckN (wk
1:M ) =

1

Nk

∑
m,oL+1

m ∈k

wk
m · ⟨X

j,L+1
m,t ⟩t∈[T ]

−
〈 1

Nk′

∑
m,oL+1

m ∈k′
wk
m · ⟨X

j,L+1
m,t ⟩t∈[T ]

〉
k′ / k′ ̸=k

and similarly for qk ∈ PĴL−1
, we have 1

N

∑N
m=1 q

k · gkm = DisckN (qk). So the regret
of neuron k divided by N is

Rk
N

N
= max

qk∈PĴL−1

DisckN (qk)−DisckN (wk
1:M ) ≤ C|K|

ξ(|K| − 1)

√
ln(|ĴL|)
N

(4)

according to Assumption 10, because the gains take value in [− 1
ξ(|K|−1) ,

1
ξ ]. Then

DiscN (wK
1:N ) =

〈
p̂km(wk

m)− p̂k′m(wk′
m)
〉
k∈K
k′ ̸=k

m,oL+1
m ∈k

=
〈
p̂km(wk

m)
〉
k∈K
m,oL+1

m ∈k
−
〈
p̂k

′
m(wk′

m)
〉
k∈K
k′ ̸=k

m,oL+1
m ∈k

Let us exchange the name of the indexes k and k′ in the second term.

DiscN (wK
1:N ) =

〈
p̂km(wk

m)
〉
k∈K
m,oL+1

m ∈k
−
〈
p̂km(wk

m)
〉
k∈K
k′ ̸=k

m,oL+1
m ∈k′
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=
〈
⟨p̂km(wk

m)⟩m,oL+1
m ∈k − ⟨p̂

k
m(wk

m)⟩k′ ̸=k

m,oL+1
m ∈k′

〉
k∈K

= ⟨DisckN (wk
1:N )⟩k∈K .

and similarly DiscN (qK) = ⟨DisckN (qk)⟩k∈K . Therefore, according to (4),

DiscN (wK
1:N ) ≥ max

qK∈P|K|
ĴL

DiscN (qK)− C|K|
ξ(|K| − 1)

√
ln(|ĴL|)
N

.

Appendix C. Proofs of section 4

C.1 Preliminary propositions

Proposition 29 Let (Ω,F ,P) be a probability space, let G ⊂ F be a σ-algebra,
and let E,F be G-measurable random finite sets.

Let A,B ∈ N∗, and let (Ze→f
a,b )e∈E,f∈F,1≤a≤A,1≤b≤B be random variables bounded

by 1 such that for every f ∈ F , e ∈ E the variables (Ze→f
a,b )1≤a≤A,1≤b≤B are inde-

pendent knowing the σ-algebra G. Let α > 0. Then with probability 1− α, for all
e ∈ E, f ∈ F∣∣∣∣∣

A∑
a=1

⟨Ze→f
a,b ⟩b∈[B] − E

[ A∑
a=1

⟨Ze→f
a,b ⟩b∈[B] | G

]∣∣∣∣∣ <
√

A

2B
ln
(2|E||F |

α

)
.

Proof Let α > 0, e ∈ E, f ∈ F . The variables (Ze→f
a,b )1≤a≤A,1≤b≤B are inde-

pendent knowing the σ-algebra G and bounded by 1 so according to Hoeffding’s
inequality, for β > 0 and G-measurable,

P

(∣∣∣∣∣
A∑

a=1

⟨Xe→f
a,b ⟩b∈[B] − E

[ A∑
a=1

⟨Xe→f
a,b ⟩b=1,...,B | G

]∣∣∣∣∣ ≥ β | G
)
≤ 2e−2β2 B

A .

Let

Dc :=
{
∃e ∈ E, f ∈ F,

∣∣∣∣∣
A∑

a=1

⟨Xe→f
a,b ⟩b=1,...,B − E

[ A∑
a=1

⟨Xe→f
a,b ⟩b∈[B] | G

]∣∣∣∣∣ ≥ β}.
Then P(Dc | G) ≤ |E||F |2e−2β2 B

A . Let us choose β =

√
A
2B ln

(
2|E||F |

α

)
. Then

P(Dc | G) ≤ α. By integrating we get P(Dc) ≤ α.

Proposition 30 Let d ∈ N, A1, . . . , Ad ∈ R. Let E be the subset of [d] defined by

E := arg maxiA
i, and let wi(M) := exp(

√
MAi)∑d

l=1 exp(
√
MAl)

. Let A = maxiA
i.
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• If E = [d] then for every i ∈ [d], wi(M) = 1
d .

• If E ⊊ [d], let ∆ := maxiA
i −maxi/∈E A

i. Then, for all i,∣∣∣∣wi(M)− 1

|E|
1i∈E

∣∣∣∣ ≤ 1

|E|
max

(
1,
d− |E|
|E|

)
exp(−

√
M∆).

Proof Let Amax := maxiA
i.

Case E = [d]. Then for all i ∈ [d]

wi(M) =
exp(
√
MAmax)∑d

l=1 exp(
√
MAmax)

=
1

d
.

Case E ⊊ [d]. Let Amax bis := maxi/∈E A
i. Then

wi(M) ≤ exp(
√
MAi)

|E| exp(
√
MAmax)

=
1

|E|
exp(−

√
M(Amax −Ai)) (5)

Let i ∈ E.

wi(M) ≥ exp(
√
MAmax)

|E| exp(
√
MAmax) + (d− |E|) exp(

√
MAmax bis)

=
1

|E|
1

1 + d−|E|
|E| exp(−

√
M(Amax −Amax bis))

≥ 1

|E|

(
1− d− |E|

|E|
exp(−

√
M(Amax −Amax bis))

)
=

1

|E|
− d− |E|
|E|2

exp(−
√
M(Amax −Amax bis))

And thanks to (5), wi(M) ≤ 1
|E| . Hence

1

|E|
− d− |E|
|E|2

exp(−
√
M(Amax −Amax bis)) ≤ wi(M) ≤ 1

|E|
.

Let i ∈ [d] \ E. According to (5)

0 ≤ wi(M) ≤ 1

|E|
exp(−

√
M(Amax −Amax bis)).

As proved in (Gao and Pavel, 2018, Proposition 4), we have

Proposition 31 Let d ∈ N, η ∈ R. Then the softmax function f with temperature
η defined on Rd by x 7→ softmax(ηx) is η-Lipschitz.
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C.2 Definition of the network activity and coupled network activity

Let us define more precisely the variables Xj,l
m,t and Xj,l

o,t. For l ∈ [L], let Fl the
σ−algebra generated by every event that happened until the end of the selection
phase of layer l.

• For i ∈ I,m ∈ [M ], l ∈ [L], the variables (Xi,l
m,t)1≤t≤T are i.i.d and follow a

Bernoulli distribution with parameter pio where olm = o. Similarly, for i ∈ I, o ∈ O,
l ∈ [L], the variables (Xi,l

o,t)1≤t≤T are i.i.d and follow a Bernoulli distribution with

parameter pio.

• For l ∈ [L], j ∈ Ĵ1 ∪ · · · ∪ Ĵl−1 ∪ Jl, we define conditionally to the past Fl−1

the variables (U j,l
m,t)1≤m≤M,1≤t≤T and (U j,l

o,t)o∈O,1≤t≤T which are i.i.d and follow a

uniform distribution on [0, 1]. Then, if j /∈ J̃l we define its activity by Xj,l
m,t :=

1
pj,lm,t(w

j
M+1)≥Uj,l

m,t
, if j ∈ J̃l then Xj,l

m,t := 1
pj,lm,t(w

j
m)≥Uj,l

m,t
, and in any case Xj,l

o,t :=

1
pj,lo,t(w

j
M+1)≥Uj,l

o,t
.

Let l ∈ [L], l′ ≤ l and wbis := (wj
bis)j∈Ĵ1∪···∪Ĵl−1∪Jl an Fl−1-measurable weight

family. Then we define the coupled network activity with weights wbis as the
variables Zj,l

m,t := 1
pj,lm,t(w

j
bis)≥Uj,l

m,t
and Zj,l

o,t := 1
pj,lo,t(w

j
bis)≥Uj,l

o,t
.

C.3 Proof of Theorem 18

Let α > 0. Let

Ej,l
EWA(M, |J̃l−1|) :=

1

2
max(1,

|J̃l−1| − 2

2
) exp

(
− ρ(S(j))22−2l

√
2M ln(|J̃l−1|)

)
.

and for l ∈ [L], j = j1 ∨ j2 ∈ J̃l, let wj
∞ := 1{j1,j2}. Let us prove by induction the

following proposition for every l ∈ [L].

Proposition 32 There exist constants C l
1 and C

l
2 and events (Dl′)l′≤l and (Dl′

sel)l′≤l,
each of probability more than 1− α, such that if T/M l−1 ≥ C l

1 and M ≥ C l
2 then

on D1 ∩ D1
sel ∩ · · · ∩ Dl−1 ∩ Dl

sel, for every l′ ≤ l, Ĵl′ = J̃l′ and for all j ∈ J̃l′,
j′ ∈ J̃l′−1,

|wj′→j
M+1 − w

j′→j
∞ | ≤ Eapprox(T, |J̃l′−1|, |J̃∨1

l′−1|, α)+Ej,l
EWA(M, |J̃l′−1|)

+ Eprec(M, |J̃l′−1|, l′ − 1)

Case l=1: For i ∈ I, j = i1 ∨ i2 ∈ J1, we remind that the cumulated gain of
neuron i w.r.t. neuron j is Gi→j

M =
∑M

m=1⟨X
i,1
m,tX

i1,1
m,tX

i2,1
m,t ⟩t∈[T ]. Let

Ḡi→j
M :=

M∑
m=1

P(Xi,1
m,t = 1, Xi1,1

m,t = 1, Xi2,1
m,t = 1).

34



CHANI

The variables (Xi,1
m,tX

i1,1
m,tX

i2,1
m,t )1≤m≤M,1≤t≤T are independent so according to Propo-

sition 29 there exists an event D1 of probability more than 1− α on which for all
j ∈ J1, i ∈ I

|Gi→j
M − Ḡi→j

M | ≤
√
M

2T
ln
(2|J1||I|

α

)
.

Let w̄i→j
M+1 :=

exp(η1Ḡ
i→j
M )∑

i′∈I exp(η1Ḡ
i′→j
M )

. Then according to (31),

∥wj
M+1 − w̄

j
M+1∥ ≤ η1

√∑
i′∈I
|Gi′→j

M − Ḡi′→j
M |.

Hence on D1, with η1 =

√
8 ln(|I|)

M we get

∥wj
M+1 − w̄

j
M+1∥2 ≤ 2

√
|I| ln(|I|)

T
ln
(2|I||J1|

α

)
:= Eapprox(T, |I|, |J1|, α). (6)

Besides, for j = i1 ∨ i2 ∈ J1 and i ∈ I, Ḡi→j
M =

∑M
m=1 ρo1m({i, i1, i2}). According

to Assumption 13, each nature of object is presented the same amount of times so

Ḡi→j
M =

M

|O|
∑
o∈O

ρo({i, i1, i2}) = Mρ({i, i1, i2}).

and η1Ḡ
i→j
M =

√
8 ln(|I|)Mρ({i, i1, i2}. We can distinguish two cases.

1. If j = i1 ∨ i2 is such that ρ({i1, i2}) = 0 then for all i ∈ I, ρ({i, i1, i2}) = 0.
Hence according to Proposition 30, we have

w̄i→j
M+1 = wi→j

∞ (7)

where wi→j
∞ := 1

|I| . This definition of wi→j
∞ does not conflict with the one given at

beginning of the proof because according to the definition of J̃1 given in Assumption
16, j /∈ J̃1.
2. If j = i1 ∨ i2 is such that ρ({i1, i2}) > 0 then according to Assumption 15,
arg maxi∈I ρ({i, i1, i2}) = {i1, i2}. Hence according to Proposition 30, we have

|w̄i→j
M+1 − w

i→j
∞ | ≤ Ej,1

EWA(M, |I|). (8)

Hence at the end of the learning phase of layer 1, by combining (6) and (7) we
have for all j such that ρ(S(j)) = 0:

∥wj
M+1 − w

j
∞∥2 ≤ Eapprox(T, |I|, |J1|, α) (9)

and by combining (6) and (8) we have for all j such that ρ(S(j)) > 0:

∥wj
M+1 − w

j
∞∥2 ≤ Eapprox(T, |I|, |J1|, α) +

√
|I|Ej,1

EWA(M, |I|). (10)
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Now let us study the selection phase. Let F learn
1 be the σ-algebra generated by

every event that happened until the end of the learning phase of layer 1. Let j ∈ J1.
The variables (Xj,1

o,t )o∈O,1≤t≤T are independent knowing the σ-algebra F learn
1 since

the weights wj
M+1 are frozen and are F learn

1 -measurable. Hence according to
Proposition 29, there exists a set D1

sel of probability more than 1− α on which for
every j ∈ J1, o ∈ O,∣∣∣⟨Xj,1

o,t ⟩t∈[T ] − E[Xj,1
o,1 | F

learn
1 ]

∣∣∣ ≤√ 1

2T
ln
(2|J ||O|

α

)
since E[Xj,1

o,t | F learn
1 ] does not depend on t.

Let (Zj,1
o,t )j∈J1,o∈O,1≤t≤T be the coupled network activity with weights (wj

∞)j∈J1
as defined in section C.2. Then for j ∈ J1, o ∈ O,

E[|Xj,1
o,t − Z

j,1
o,t | | F learn

1 ] ≤ |pj,1o,t(w
j
M+1)− p

j,1
o,t(w

j
∞)| ≤ |(wj

M+1 − w
j
∞) ·XI,1

o,t |.

By Cauchy-Schwartz inequality and since the variables Xi,1
o,t are bounded by 1,

E[|Xj,1
o,t − Z

j,1
o,t | | F learn

1 ] ≤ ∥wj
M+1 − w

j
∞∥1 ≤

√
|I|∥wj

M+1 − w
j
∞∥2 := Ew(1).

Therefore, on D1
sel, for all j ∈ J1 and o ∈ O∣∣∣⟨Xj,1

o,t ⟩t∈[T ] − E[Zj
o,1 | F

learn
1 ]

∣∣∣ ≤√ 1

2T
ln
(2|J ||O|

α

)
+ Ew(1).

Let j = i1 ∨ i2 ∈ J1. Let us compute E[Zj
o,1 | F learn

1 ]. If ρ(S(j)) > 0 then

E[Zj
o,1 | F

learn
1 ] = E

[(
− 1

2
+

1

2
(Xi1,1

o,1 +Xi2,1
o,1 )

)
+

]
=

1

2
ρo(S(j)).

If ρ(S(j)) = 0 then E[Zj
o,1 | F learn

1 ] = E
[(
− 1

2 + 1
|I|
∑

i∈I X
i,1
o,1

)
+

]
= 0 = 1

2ρo(S(j))

according to Assumption 17 because less than half the neurons of I are active
when presented with o and because ρo(S(j)) = 0. Therefore on D1

sel∣∣∣∣⟨Xj,1
o,t ⟩t∈[T ] −

1

2
ρo(S(j))

∣∣∣∣ ≤
√

1

2T
ln
(2|J ||O|

α

)
+ Ew(1).

Besides, according to Assumption 16, there exists p1 such that if j ∈ J̃1 then
there exists o ∈ O such that ρo(S(j)) ≥ p1 and if j /∈ J̃1 then for all o ∈ O,
ρo(S(j)) < p1. Let q1 := maxj∈J1\J̃1,o∈O ρo(S(j)). Let us choose the threshold

s1 := 1
2(12p1 + 1

2q1). Then, on D1 ∩D1
sel,∣∣∣∣⟨Xj,1

o,t ⟩t∈[T ] −
1

2
ρo(S(j))

∣∣∣∣ = O
(
T−1/2 + e−c

√
M
)
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so there exist constants C1
1 and C1

2 independent of M,N and T such that for
T ≥ C1

1 and M ≥ C1
2 we have for all j ∈ J̃1, o ∈ O∣∣∣∣⟨Xj,1

o,t ⟩t∈[T ] −
1

2
ρo(S(j))

∣∣∣∣ < 1

2

(1

2
p1 −

1

2
q1

)
.

so if j ∈ J̃1 then ⟨Xj,1
o,t ⟩t∈[T ] ≥ s1 and otherwise ⟨Xj,1

o,t ⟩t∈[T ] < s1. Hence with this

choice of threshold, on D1 ∩D1
sel we have Ĵ1 = J̃1 and Proposition 32 is true for

rank 1.
Case l > 1 : Suppose Proposition 32 is true for rank l−1. Let D1, D1

sel, . . . , D
l−1,

Dl−1
sel the events and C l−1

1 , C l−1
2 the constants given by the proposition at rank

l − 1. Suppose T
M l−2 ≥ C l−1

1 and M ≥ C l−1
2 . Then the conclusions of Proposition

32 hold for rank l − 1.

We remind that for j = j1 ∨ j2 ∈ Jl, j′ ∈ Ĵl−1, the cumulated gain of neuron j′

w.r.t neuron j is Gj′→j
M =

∑M
m=1⟨X

j1,l
m,tX

j2,l
m,tX

j′,l
m,t⟩t∈[T ]. Let

G̊j′→j
M :=

M∑
m=1

E[Xj1,l
m,1X

j2,l
m,1X

j′,l
m,1 | Fl−1].

The variables (Xj1,l
m,tX

j2,l
m,tX

j′,l
m,t)1≤m≤M,1≤t≤T are independent knowing Fl−1. Ac-

cording to Proposition 29, there exists a set Dl of probability greater than 1− α
on which for all j ∈ J̃l, j′ ∈ Ĵl,

|Gj′→j
M − G̊j′→j

M | ≤

√
M

2T
ln
(2|Ĵl−1||Jl|

α

)
(11)

since E[Xj1,l
m,tX

j2,l
m,tX

j′,l
m,t | Fl−1] does not depend on t.

Let (Zj,l
m,t)j∈Ĵ1∪Ĵl−1,1≤m≤M,1≤t≤T , (Zj,l

o,t)j∈Ĵl−1,o∈O,1≤t≤T be the coupled network

activity with arbitrary Fl−1-measurable weights (wj
⋆)j∈Ĵ1∪···∪Ĵl−1

as defined in

section C.2. For j = j1 ∨ j2 ∈ Jl, j′ ∈ Ĵl−1, let Ḡj′→j
M :=

∑M
m=1 E[Zj1,l

m,1Z
j2,l
m,1Z

j′,l
m,1 |

Fl−1]. Then since the variables are bounded by 1, we have

|G̊j′→j
M − Ḡj′→j

M | ≤
M∑

m=1

(
E[|Xj′,l

m,t−Z
j′,l
m,t| | Fl−1]+E[|Xj1,l

m,t−Z
j1,l
m,t | | Fl−1]+E[|Xj2,l

m,t−Z
j2,l
m,t | | Fl−1]

)
.

(12)

Let j′′ ∈ {j′, j1, j2}. Note that j′′ ∈ J̃l−1. We have

E[|Xj′′,l
m,t − Z

j′′,l
m,t | | Fl−1] ≤ E[|pj

′′,l
m,t (w

j′′

M+1)− p
j′′,l
m,t (w

j′′
∞)| | Fl−1]
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≤ E[|wj′′

M+1 ·X
J̃l−1,l
m,t−1 − w

j′′
⋆ · Z

J̃l−1,l
m,t−1| | Fl−1]

≤ E[|wj′′

M+1 ·X
J̃l−1,l
m,t−1 − w

j′′
⋆ ·X

J̃l−1,l
m,t−1| | Fl−1] + E[|wj′′

⋆ ·X
J̃l−1,l
m,t−1 − w

j′′
⋆ · Z

J̃l−1,l
m,t−1| | Fl−1]

≤ ∥wj′′

M+1 − w
j′′
⋆ ∥1 + max

a∈J̃l−2

E[|Xa,l
m,t − Z

a,l
m,t| | Fl−1]

because the variables X
J̃l−1,l
m,t−1 = (Xa,l

m,t−1)a∈J̃l−1
are bounded by 1 and the weights

wj′′
⋆ and wj′′

M+1 are Fl−1-measurable and bounded by 1. By iteration we get

E[|Xj′′,l
m,t − Z

j′′,l
m,t | | Fl−1] ≤

l−1∑
l′=1

max
a∈Ĵl′
∥wa

M+1 − wa
⋆∥1 (13)

Let us now work on the event D1 ∩D1
sel ∩ · · · ∩Dl−1 ∩Dl−1

sel ∩D
l. Then for every

l′ ≤ l − 1, Ĵl′ = J̃l′ . For every a ∈ J̃l′ , let us choose wa
⋆ = wa

∞. Then

E[|Xj′′,l
m,t − Z

j′′,l
m,t | | Fl−1] ≤

l−1∑
l′=1

Ew(l′) (14)

where Ew(l′) := maxa∈J̃l′

√
J̃l′−1∥wa

M+1 − wa
∞∥2 and we can control the Ew(l′).

Then by combining (12) and (14) we get

|G̊j′→j
M − Ḡj′→j

M | ≤ 3M
l−1∑
l′=1

Ew(l′). (15)

For j ∈ Jl, j′ ∈ J̃l−1, let w̄j′→j
M+1 :=

exp(ηjḠj′→j
M )∑

j′′∈J̃l−1
exp(ηjḠj′′→j

M )
. According to Prop. 31,

∥wj
M+1 − w̄

j
M+1∥2 ≤ η

j∥(Ḡj′→j
M )j′∈J̃l1

− (Gj′→j
M )j′∈J̃l1

∥2

≤ ηj
(
∥(G̊j′→j

M )j′∈J̃l1
− (Gj′→j

M )j′∈J̃l1
∥2 + ∥(Ḡj′→j

M )j′∈J̃l1
− (G̊j′→j

M )j′∈J̃l1
∥2
)

and by combining (11) and (15), with ηj =

√
8 ln(|J̃l−1|)

M we get

∥wj
M+1 − w̄

j
M+1∥2 ≤ Eprec(M, |J̃l−1|, l − 1) + Eapprox(T, |J̃l−1|, |J̃∨1

l−1|, α) (16)

where

Eprec(M, |J̃l−1|, l − 1) := 6

√
2 ln(|J̃l−1|)M

l−1∑
l′=1

Ew(l′)

and

Eapprox(T, |J̃l−1|, |J̃∨1
l−1|, α) := 2

√
|J̃l−1| ln(|J̃l−1|)

T
ln
(2|J̃l−1||Jl|

α

)
.
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Let us study Ḡj′→j
M . For j′′ = a∨b ∈ {j′, j1, j2}, the conditional spiking probability

of Zj′′,l
m,t is

(
− 1

2 + 1
2(Za,l

m,t−1 +Zb,l
m,t−1)

)
+

. Then j′′ spikes with probability 1
2 if and

only if neurons a and b spiked before. Let j1 = a1 ∨ a2, j2 = b1 ∨ b2, j′ = d1 ∨ d2.
Let cl′ is the number of distinct variables of layer l′ which intervene in the tensors
j1, j2 and j′.

Ḡj′→j
M =

M∑
m=1

E[Zj1,l
m,tZ

j2,l
m,tZ

j′,l
m,t | Fl−1]

=
M∑

m=1

E[
1

2c
j′→j
l−1

Za1,l
m,tZ

a2,l
m,tZ

b1,l
m,tZ

b2,l
m,tZ

d1,l
m,tZ

d2,l
m,t | Fl−1]

. . .

=
M∑

m=1

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )E[
∏

i∈S(j1)∪S(j2)∪S(j)

Xi,l
m,t | Fl−1]

=
M∑

m=1

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )
∏

i∈S(j1)∪S(j2)∪S(j)

E[Xi,l
m,t | Fl−1]

=
M∑

m=1

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )
∏

i∈S(j1)∪S(j2)∪S(j)

E[Xi,l
m,t]

=
M∑

m=1

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )ρm(S(j1) ∪ S(j2) ∪ S(j′))

because the variables Xi,l
m,t are mutually independent knowing Fl−1 and are inde-

pendent of Fl−1. Therefore, according to Assumption 13,

Ḡj′→j
M = 2−(cj

′→j
l−1 +cj

′→j
l−2 +···+cj

′→j
1 )ρ(S(j′) ∪ S(j))M.

There are two cases. If ρ(S(j)) = 0 then for all j′ ∈ J̃l−1, Ḡ
j′→j
M = 0. Let

wj′→j
∞ := 1

|J̃l−1|
. This definition does not conflict with the one given at the

beginning of the proof because j /∈ J̃l according to J̃l defined in Assumption 16.

Then for all j′ ∈ J̃l−1,

w̄j′→j
M+1 = wj′→j

∞ . (17)

If ρ(S(j)) > 0 then according to the definition of Jl, S(j1) ∩ S(j2) = ∅ so for

j′ ∈ {j1, j2}, cj
′→j
l′ = 2l−l′ for any l′ ≤ l − 1. So Ḡj′→j

M = 2−2l+2ρ(S(j))M .

If j′ /∈ {j1, j2} then cj
′→j
l−1 = 3, otherwise cj

′→j
l−1 = 2. Besides, it is clear that

if j′ ∈ {j1, j2} and j′′ /∈ {j1, j2} then for every l′ ≤ l − 2, cj
′→j
l′ ≤ cj

′′→j
l′ . In
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addition, ρ(S(j)) ≥ ρ(S(j′) ∪ S(j)) for any j′ ∈ J̃l−1. Therefore for j′ ̸= j1, j2,

Ḡj′→j
M ≤ 2−2l+1ρ(S(j))M . Hence

arg max
j′∈J̃l−1

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )ρ(S(j′) ∪ S(j))M = {j1, j2}

and

max
j′∈J̃l−1

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )ρ(S(j′) ∪ S(j))

− max
j′ ̸=j1,j2

2−(cj
′→j

l−1 +cj
′→j

l−2 +···+cj
′→j

1 )ρ(S(j′) ∪ S(j)) ≥ 2−2l+1ρ(S(j)).

Let wj′→j
∞ := 1j′∈j1∨j2 . According to Proposition 30, with ηj =

√
8 ln(|J̃l−1|)

M we

have for all j′ ∈ J̃l−1

|w̄j′→j
M+1 − w

j′→j
∞ | ≤ Ej,l

EWA(M, |J̃l−1|). (18)

Therefore, for j = j1 ∨ j2 ∈ Jl,

• if ρ(S(j)) = 0 then by combining (17) and (16) we get

∥wj
M+1 − w

j
∞∥2 ≤ Eprec(M, |J̃l−1|, l − 1) + Eapprox(T, |J̃l−1|, |J̃∨1

l−1|, α).

• if ρ(S(j)) > 0 then by combining (16) and (18) we get

∥wj
M+1 − w

j
∞∥2 ≤ Eprec(M, |J̃l−1|, l − 1)+Eapprox(T, |J̃l−1|, |J̃∨1

l−1|, α)+√
|Ĵl−1|Ej,l

EWA(M, |J̃l−1|).

Now let us study the selection phase. Let F learn
l be the σ-algebra generated by

every event that happened until the end of the learning phase of layer l. Let j ∈ Jl.
The variables (Xj,l

o,t)o∈O,1≤t≤T are independent knowing the σ-algebra F learn
l since

the weights wj
M+1 are frozen and are F learn

l -measurable. Hence according to

Proposition 29, there exists a set Dl
sel of probability more than 1− α on which for

every j ∈ Jl, o ∈ O,

∣∣∣⟨Xj,l
o,t⟩t∈[T ] − E[Xj,l

o,1 | F
learn
1 ]

∣∣∣ ≤√ 1

2T
ln
(2|Jl||O|

α

)
since E[Xj,l

o,t | F learn
1 ] does not depend on t.
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Let (Zj,l
o,t)j∈Ĵ1∪···∪Ĵl−1∪Jl,o∈O,1≤t≤T be the coupled network activity with any

weights (wj
⋆) which are F learn

l -measurable as defined in section C.2. Then for
j ∈ Jl, o ∈ O, similarly as in (13) we get

E[|Xj,l
o,1 − Z

j,l
o,1| | F

learn
1 ] ≤

l−1∑
l′=1

max
a∈Ĵl′
∥wa

M+1 − wa
⋆∥1 + max

a∈Jl
∥wa

M+1 − wa
⋆∥1.

Let us work on D1∩D1
sel∩· · ·∩Dl∩Dl

sel. Let wj
⋆ := wj

∞ for j ∈ J̃1∪· · ·∪ J̃l−1∪Jl.
Then we by Cauchy-Schwartz inequality we have∣∣∣⟨Xj,l

o,t⟩t∈[T ] − E[Zj,l
o,1 | F

learn
1 ]

∣∣∣ ≤√ 1

2T
ln
(2|Jl||O|

α

)
+

l∑
l′=1

Ew(l′)+√
|Ĵl′−1|max

a∈Jl
∥wa

M+1 − wa
∞∥2

where we control every term. Let us study E[Zj,l
o,1 | F learn

1 ]. If ρ(S(j)) > 0

then similarly as in the computation of Ḡj′→j
M we get that E[Zj,l

o,1 | F learn
l ] =

2−2l+1ρ(S(j)). If ρ(Sj)) = 0 then

E[Zj,l
o,t | F learn

l ] = E
[(
− 1

2
+

1

|J̃l−1|

∑
j′∈J̃l−1

Zj′,l
o,t−1

)
+
| F learn

l

]
.

The computation in the case ρ(S(j)) > 0 also holds for neurons of layer l − 1,
which are all in this case because Ĵl−1 = J̃l−1. Therefore, according to Assumption
17, at most half the neurons of layer l− 1 are active when presented with o. Hence

E[Zj,l
o,1 | F

learn
1 ] = 0 = 2−2l+1ρ(S(j)).

Therefore for all j ∈ Jl, o ∈ O,∣∣∣⟨Xj,l
o,t⟩t∈[T ] − 2−2l+1ρ(S(j))

∣∣∣
≤
√

1

2T
ln
(2|Jl||O|

α

)
+

l∑
l′=1

Ew(l′) +

√
|Ĵl′−1|max

a∈Jl
∥wa

M+1 − wa
∞∥2 := E(l,M, T )

Besides, according to Assumption 16, there exists pl > 0 such that if j ∈ J̃l
then there exists o ∈ O such that ρo(S(j)) ≥ pl and if j ∈ Jl \ J̃l then for all
o ∈ O, ρo(S(j)) < pl. Let ql := maxj∈Jl\J̃l ρo(S(j)). Let us choose the threshold

sl := 1
2(2−2l+1pl + 2−2l+1ql). Since E(l,M, T ) = O

(
(M

l−1

T )1/2 + e−C
√
M
)

then for
T

M l−1 and M large enough,

E(l,M, T ) <
1

2
(2−2l+1pl − 2−2l+1ql). (19)
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Hence there exists constants C l
1 and C l

2 such that for T
M l−1 ≥ C l

1 and M ≥ C l
2,

(19) is true. Besides, T
M l−2 ≥ T

M l−1 so let us take C l
1 ≥ C l−1

1 and C l
2 ≥ C l−1

2 so

that we still have T
M l−2 ≥ C l−1

1 and M ≥ C l−1
2 . Under this condition and this

choice of threshold, if j ∈ J̃l then ⟨Xj,l
o,t⟩t∈[T ] ≥ sl and otherwise ⟨Xj,l

o,t⟩t∈[T ] < sl so

Ĵl = J̃l and Proposition 32 is true for rank l.

Now that Proposition 32 is proved for every l ∈ [L], we can directly deduce
Theorem 18 by bounding |Jl| by |J̃l−1|2.

C.4 Proof of Proposition 19

Let l ∈ [L], j ∈ J̃l, o ∈ O. With the same calculation as in the proof of Theorem

18 (see section C.3), we have E[pjo(w
j
∞)] = 2−2l+1ρ(S(j)). Therefore for every

l ∈ [L] the limit layer is an ideal hidden layer with constant 2−2l+1.

C.5 Proof of Corollary 20

Suppose Assumption 10 and the assumptions of Theorem 18 hold. Let α > 0.
Suppose T/ML−1 ≥ C1 and M ≥ C2 where C1 and C2 are the constants defined
in Theorem 18, s1, . . . , sL are the thresholds given by Theorem 18 and Q̃L is
non-empty. Then the conclusions of Theorem 18 hold. Let us use the notations
introduced in the proof of Theorem 18.

Let k ∈ K, j ∈ ĴL. Let us define Sj→k
N :=

∑
m,oL+1

m ∈k⟨X
j,L+1
m,t ⟩t∈[T ] and S̊j→k

N :=∑
m,oL+1

m ∈k E[Xj,L+1
m,1 | FL]. The variables (Xj,L+1

m,t )1≤t≤T,m s.t. oL+1
m ∈k are bounded

by 1 and independent knowing FL. Hence according to Proposition 29, there
exists an event DL+1 of probability more than 1− α such that on DL+1, for every
k ∈ K, j ∈ ĴL we have

|Sj→k
N − S̊j→k

N | ≤

√
Nk

2T
ln
(2|ĴL||K|

α

)
.

Let (Zj,L+1
m,t )j∈Ĵ1∪···∪ĴL,1≤m≤M,1≤t≤T be the coupled network activity with arbitrary

weights (wj
⋆)j∈Ĵ1∪···∪ĴL which are FL-measurable as defined in section 2.2. For

k ∈ K, j ∈ ĴL let

S̄j→k
N :=

∑
m,oL+1

m ∈k

E[Zj,L+1
m,1 | FL].

Then,

|S̄j→k
N − S̊j→k

N | ≤
∑

m,oL+1
m ∈k

E[|Xj,L+1
m,1 − Zj,L+1

m,1 | | FL]
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and similarly as in the proof of Theorem 18 (see section C.3), we have

|S̄j→k
N − S̊j→k

N | ≤
∑

m,oL+1
m ∈k

L∑
l=1

√
|Ĵl|max

a∈Ĵl
∥wa

M+1 − wa
⋆∥2

= Nk
L∑
l=1

√
|Ĵl|max

a∈Ĵl
∥wa

M+1 − wa
⋆∥2.

Let us work on D := D1 ∩D1
sel ∩ · · · ∩DL ∩DL

sel ∩DL+1 where for l ∈ [L], Dl and
Dl

sel are the events given in the proof of Theorem 18 (see section C.3). Then D is
of probability greater than 1 − 2(L + 1)α. Choose w⋆ = w∞. Then, for j ∈ J̃L,
k ∈ K,

|Sj→k
N − S̄j→k

N | ≤

√
Nk

2T
ln
(2|J̃L||K|

α

)
+Nk

L∑
l=1

Ew(l). (20)

Here, according to Assumption 13, every nature of object is presented the same
amount of time to the network during the learning phase of the output layer.
Hence Assumption 9 holds for ξ = 1

|O| . Therefore, according to Proposition 11,

DiscN (wK
1:N ) ≥ max

qK∈(PJ̃L
)|K|

DiscN (qK)− C|O||K|
|K| − 1

√
ln(|ĴL|)
N

.

Let qK ∈ (PJ̃L)|K| be a feasible weight family.

DiscN (qK) =
〈
p̂km(qk)− p̂k′m(qk

′
)
〉
k∈K
k′ ̸=k

m,oL+1
m ∈k

=
〈

(qk − qk′) ·
( 1

Nk
Sj→k
N

)
j∈J̃L

〉
k∈K
k′ ̸=k

.

Besides, according to (21) we have E[Xj,L+1
m,1 | FL] = 2−2L+1ρoL+1

m
(S(j)) so〈

(qk − qk′) ·
( 1

Nk
S̄j→k
N

)
j∈J̃L

〉
k∈K
k′ ̸=k

= 2−2L+1
〈

(qk − qk′) · ρo(S(j))
〉
k∈K
k′ ̸=k
o∈k

= γL Discid(qK)

with γL = 2−2L+1. Therefore, by lower bounding Nk by N
|O| for every k we get

DiscN (qK) ≥ γL Discid(qK)− 2

√
|O|

2TN
ln
(2|J̃L||K|

α

)
− 2

L∑
l=1

Ew(l).

Hence

DiscN (wK
1:N ) ≥ γL Discid(qK)− 2

√
|O|

2TN
ln
(2|J̃L||K|

α

)
− 2

L∑
l=1

Ew(l)
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− C|O||K|
|K| − 1

√
ln(|ĴL|)
N

.

C.6 Proof of Theorem 23

Suppose Assumption 10 and the assumptions of Theorem 18 hold. Let α > 0.
Suppose T/ML−1 ≥ C1 and M ≥ C2 where C1 and C2 are the constants defined
in Theorem 18, s1, . . . , sL are the thresholds given by Theorem 18 and Q̃L is non-
empty. Then the conclusions of Theorem 18 hold. For k ∈ K, let (wj→k

∞ )j∈J̃L :=
1

|J̃k
L|

1|J̃k
L|

. Let us work on the event D defined in the proof of Corollary 20 and let us

use the notations introduced in section C.5. Then Gj→k
N = N

NkS
k
N −

〈
N
Nk′ S

k′
N

〉
k′ ̸=k

.

Let Ḡj→k
N = N

Nk S̄
k
N −

〈
N
Nk′ S̄

k′
N

〉
k′ ̸=k

. Then according to (20),

|Gj→k
N − Ḡj→k

N | ≤ N

√
1

2TNk
ln
(2|J̃L||K|

α

)
+
〈
N

√
1

2TNk′
ln
(2|J̃L||K|

α

)〉
k′ ̸=k

+ 2N
L∑
l=1

Ew(l).

Let us study Ḡj→k
N . Similarly as in the proof of Theorem 18 (see section C.3),

E[Zj,L+1
m,1 | FL] = 2−2L+1ρoL+1

m
(S(j)). (21)

Then Ḡj→k
N = 2−2L+1 Discj→k. Let w̄j→k

N+1 :=
exp(ηkḠj→k

N )∑
h∈J̃L

exp(ηkḠh→k
N )

. Let k ∈ K,

Ek := arg maxj∈J̃L Discj→k. Then according to Proposition 30, if Ek = J̃L then

for every j ∈ J̃L we have w̄j→k
N+1 = wj→k

∞ . Otherwise,

|w̄j→k
N+1 − w

j→k
∞ | ≤ Ek

EWA(N, |J̃L|)

where

Ek
EWA(N, |J̃L|) :=

1

|J̃L|
max

(
1,
|J̃L| − |J̃k

L|
|J̃k

L|

)
exp

(
− 2−2L+1∆k

√
8N ln(|J̃L|)

)
.

Let ξ(N, |J̃L|, |O|, T,K) =

√
ln(|J̃L|)
|O|T ln

(
2|J̃L||K|

α

)
+ 1

|O|

√
8|J̃L| ln(|J̃L|)N

∑L
l=1Ew(l).

Besides, according to Proposition 31, with ηk = 1
|O|

√
2 ln(|J̃L|)

N , by bounding every
N
Nk′ by |O| we get that ∥wk

N+1 − w̄k
N+1∥2 ≤ ξ(N, |J̃L|, |O|, T,K). Hence,

∥wk
N+1 − wk

∞∥2 ≤

{
ξ(N, |J̃L|, |O|, T,K) if Ek = J̃L,

ξ(N, |J̃L|, |O|, T,K) +
√
|J̃l|Ek

EWA(N, |J̃L|) otherwise.
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C.7 Proof of Proposition 26

Suppose Assumption 24 (binary correlations) is verified.
Proof of (i)⇒ (iii). Suppose Assumption 25 (class decomposition) is vefified. Let
us compute the feature discrepancies of the neurons of J̃L in order to compute the
weights wK

∞ given in Theorem 23. For every k ∈ K, we choose the set Ek given in
Assumption 25 (class decomposition) with maximal size. Let j ∈ J̃L.

Discj→k = ρk(S(j))− ⟨ρk′(S(j))⟩k′ ̸=k = ⟨ρo(S(j)⟩o∈k − ⟨ρo(S(j))⟩k′ ̸=k,o∈k′ .

Then according to Assumption 24 (binary correlations), ρo(S(j)) = p if and only
if o has features S(j), i.e., if and only if o ∈ Oj , and ρo(S(j)) = 0 otherwise.

Let j ∈ Ek. Let o ∈ k. We have ⟨ρo(S(j)⟩o∈k = |Oj |
nk p = Cp

nk . Let o ∈ k′ ̸= k.

If ρo(S(j)) > 0, it would mean that o has features S(j) so o would belong to Oj ,
then o would belong to class k. This is impossible so ρo(S(j)) = 0. Therefore,
Discj→k = Cp

nk . Let j /∈ Ek. This means that there exists o ∈ Oj such that o /∈ k.

Therefore ⟨ρo(S(j)⟩o∈k ≤ (C−1)p
nk and Discj→k ≤ (C−1)p

nk . Hence the J̃k = Ek

(where J̃k is the set defined in Theorem 23). So according to Theorem 23, for
every k ∈ K wk

∞ = 1
|Ek|1j∈Ek .

Let (J̃L, (p
j
o)o∈O,j∈J̃L) an ideal hidden layer. Let γL its constant. Let k ∈ K,

o ∈ O. The spiking probability pko of neuron k when presented with object o is

pko = wk
∞ · pJ̃Lo = γLw

k
∞ · (ρo(S(j)))j∈J̃L =

γL
|Ek|

∑
j∈Ek

ρo(S(j)) =
pγLn

j
o

|Ek|
,

where njo is the amount of sets Oj containing o. If o ∈ k, according to Assumption
25 (class decomposition) njo ≥ 1. If o /∈ k then njo = 0 (otherwise o would belong to
a set Oj in the composition of class k so o would belong to k). Therefore, pko > 0
if, and only if, o ∈ k so wK

∞ is a strong feasible weight family for the ideal layer J̃L.

Proof of (ii) ⇒ (i). Suppose there exists a strong feasible weight family
qK w.r.t. J̃L. Let k ∈ K and Ek := {j ∈ J̃L, q

j→k > 0}. Let us show that
k =

⋃
j∈Ek Oj . The ideal spiking probability of neuron k when presented with

o ∈ O is pk,ido =
∑

j∈J̃L q
j→kρo(S(j)). Let o ∈ k. Then pk,ido > 0 so there exists

j ∈ J̃L such that qj→k > 0 and ρo(S(j)) > 0. Hence j ∈ Ek and o has features
S(j) so o ∈ Oj . Therefore k ⊂

⋃
j∈Ek Oj . Let o ∈

⋃
j∈Ek Oj . There exists j ∈ Ek

such that o ∈ Oj and qj→k > 0. Then pk,ido > 0 so o ∈ k. Therefore,
⋃

j∈Ek Oj ⊂ k.
It is obvious that (iii)⇒ (ii) so we can conclude.

C.8 Proof of Proposition 27

Let j ∈ JL. Let oj := (oi→j)i∈I where oi→j = 1 if and only if i ∈ S(j). Then
j is the only neuron of layer JL activated by oj . Indeed, all the sets S(j′) for
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j′ ∈ JL have the same size and only a neuron j′ with smaller |S(j′)| can also
be activated by oj . Let S := {oj , j ∈ JL}. Then |S| = |JL| because all the
oj are distinct. This set can be fully shattered by H: indeed, let S′ ⊂ S, and
J

′
L := {j ∈ JL,∃o ∈ S′, o = oj}. Then S′ and S \ S′ are separated by 1

J
′
L

.

Let S be a set of objects that can be fully shattered by H. In particular, for
each o ∈ S, there exists J

′
L ⊂ JL non empty such that such that o is the unique

object in S which activates a neuron in J
′
L. Let jo be such a neuron. Then o 7→ jo

is an injection so |S| ≤ |JL|.

C.9 Proof of proposition 28

Let us use the notations of Theorem 23. Let j ∈ J̃L, k ∈ K. The limit cumulative
gain in M and T of a hidden neuron is of the form

Ḡj→k
N := CN

(
⟨pjo,∞⟩o∈k − ⟨pjo,∞⟩k′ / k′ ̸=k

o∈k′

)
where C > 0 is a constant and pjo,∞ is the limit spiking probability of hidden
neuron j when presented with object of nature o. Since limit hidden layers are
not ideal layers, another quantity replaces the feature discrepancy: the quantity

cj→k := ⟨pjo,∞⟩o∈k − ⟨pjo,∞⟩k′ / k′ ̸=k
o∈k′

and according to Proposition 30, the output weights of neuron k ∈ K converge to
uniform distribution of weight on the set arg maxj∈J̃L c

j→k. In order to compute

the limit weights of neuron k2, let us compute the quantities cj→k2 . Let m ∈
[N ]. The limit conditional spiking probability of a hidden neuron j = i1 ∨ i2 is(
−ν+ 1

2(Xi1
m,t+X

i2
m,t)

)
+

. Therefore, when only one of the two input neurons i1 and

i2 is active, the spiking probability of j is q :=
(
1
2−ν

)
p′ and when the two neurons

i2 and i2 are active, the spiking probability of j is p := p′2(1−ν)+2p′(1−p′)(12−ν).
By definition of the feature discrepancy we have

dBlue∨Square→k2 =
1

5
p− q

dRed∨Circle→k2 =
1

5
p+

2

5
q − 1

2
q =

1

5
p− 1

10
q

dBlue∨Circle→k2 =
3

5
q − 1

4
p− 1

4
q =

7

20
q − 1

4
p

By symmetry, we know every di→k2 . Since ν < 1
2 we have q > 0. Then

dBlue∨Square→k2 < dRed∨Circle→k2 . Besides, dRed∨Circle→k2 − dBlue∨Circle→k2 = 9
20p−

9
20q > 0, because p > q. Therefore, the limit weights of k2 converge to the family
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putting weight 1/4 on Red∨Circle, Red∨Triangle, Green∨Circle and Green∨Triangle.
Hence, the limit activity of k2 is equal to zero when presented with □, so this
objects is not well classified.

References

Macrene R Alexiades and Constance L Cepko. Subsets of retinal progenitors
display temporally regulated and distinct biases in the fates of their progeny.
Development, 124(6):1119–1131, 1997.

Emmanuel Bacry, Iacopo Mastromatteo, and Jean-François Muzy. Hawkes pro-
cesses in finance. Market Microstructure and Liquidity, 1(01):1550005, 2015.

Emmanuel Bacry, Martin Bompaire, Philip Deegan, Stéphane Gäıffas, and Søren V
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