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Genetics Selection Evolution

Improving selection decisions with mating 
information by accounting for Mendelian 
sampling variances looking two generations 
ahead
Tobias A. M. Niehoff1*  , Jan ten Napel1  , Piter Bijma1  , Torsten Pook1  , Yvonne C. J. Wientjes1  , 
Bernadett Hegedűs1   and Mario P. L. Calus1   

Abstract 

Background Breeding programs are judged by the genetic level of animals that are used to disseminate genetic 
progress. These animals are typically the best ones of the population. To maximise the genetic level of very good 
animals in the next generation, parents that are more likely to produce top performing offspring need to be selected. 
The ability of individuals to produce high-performing progeny differs because of differences in their breeding values 
and gametic variances. Differences in gametic variances among individuals are caused by differences in heterozygo-
sity and linkage. The use of the gametic Mendelian sampling variance has been proposed before, for use in the useful-
ness criterion or Index5, and in this work, we extend existing approaches by not only considering the gametic Mende-
lian sampling variance of individuals, but also of their potential offspring. Thus, the criteria developed in this study 
plan one additional generation ahead. For simplicity, we assumed that the true quantitative trait loci (QTL) effects, 
genetic map and the haplotypes of all animals are known.

Results In this study, we propose a new selection criterion, ExpBVSelGrOff, which describes the genetic level 
of selected grand-offspring that are produced by selected offspring of a particular mating. We compare our criterion 
with other published criteria in a stochastic simulation of an ongoing breeding program for 21 generations for proof 
of concept. ExpBVSelGrOff performed better than all other tested criteria, like the usefulness criterion or Index5 
which have been proposed in the literature, without compromising short-term gains. After only five generations, 
when selection is strong (1%), selection based on ExpBVSelGrOff achieved 5.8% more commercial genetic gain 
and retained 25% more genetic variance without compromising inbreeding rate compared to selection based 
only on breeding values.

Conclusions Our proposed selection criterion offers a new tool to accelerate genetic progress for contemporary 
genomic breeding programs. It retains more genetic variance than previously published criteria that plan less far 
ahead. Considering future gametic Mendelian sampling variances in the selection process also seems promising 
for maintaining more genetic variance.

Background
Breeding programs generate genetic gain by selective 
breeding, which traditionally relies on selecting the 
best animals as parents of the next generation. Since 
the advent of genomic prediction, the most widely used 
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criterion to rank and select animals is the genomic 
estimated breeding value (GEBV). In general, selection 
based on estimated breeding values maximizes the 
average genetic level in the next generation.

Usually, the implicit primary aim of contemporary 
commercial breeding programs is to maximize the 
genetic level of animals from which genetic material, 
such as semen, is sold. This is different to maximizing the 
population average breeding value. Thus, an implicit goal 
of breeding programs is to identify individuals to be used 
as parents of the next generation that generate more very 
good offspring. This is different from selecting the best 
animals as parents since the parents do not necessarily 
need to have the genetics for high performances 
themselves, but they should have the ability to produce 
some offspring genotypes that can be expected to show 
very high performance. The top performing offspring 
may then be used for production or for dissemination 
of genetic material to production farms as in the case of 
hybrid breeding. In other words, breeding programs have 
two goals: (A) selecting top individuals to disseminate 
genetic progress to production levels and (B) selection 
of individuals as parents to breed the next generation of 
the nucleus, i.e., improve the breeding population. The 
best group of animals to select to serve one goal, is not 
necessarily also the best group of animals to serve the 
other goal. This concept to distinguish between selection 
of animals to serve the market and selection of animals to 
improve the population is highly related to the two-part 
breeding strategy that Gaynor et al. [1] proposed for the 
development of inbred lines in plant breeding.

Several indices for the selection of individuals as 
parents have been proposed in animal breeding research 
[2–4]. All of these proposed criteria combine the 
breeding value with the gametic Mendelian sampling 
variance (gametic MSV) of an animal. This is because 
maximizing these two parameters maximizes the 
probability of generating a top performing offspring 
from the respective selection candidate. The gametic 
Mendelian sampling variance is the variance of breeding 
values among the gametes produced by an animal. 
Musa and Reinsch [5] showed in a simulation study 
that selection based on Index5, combining the breeding 
value and gametic MSV as developed by Bijma et al. [3], 
achieved more genetic gain and preserved more genetic 
variation compared to truncation selection solely based 
on breeding values.

Under the infinitesimal model, the 
theoretical expectation of the gametic MSV is 
gamMSV = 0.25(1− F)σ 2

A , where F  is the inbreeding 
coefficient that is estimated relative to a base 
population, and σ 2

A is the additive genetic variance 
in this unselected randomly mating base population 

[6]. This expectation is based on the assumption that 
variation in gametic MSV is only due to variation 
in inbreeding coefficients, and seems to be a poor 
predictor of the actual variation observed in offspring as 
found in cattle [7, 8]. This is in part because the gametic 
MSV is not only influenced by the homozygosity of an 
animal but also by the linkage phase, the distribution of 
quantitative trait loci (QTL) across the genome, and the 
QTL effect sizes. In the genomics era, haplotypes can 
be reconstructed with phasing software and estimated 
SNP effects from genomic prediction models can be 
used to approximate QTL effects. Paired with linkage 
maps to calculate recombination frequencies between 
loci, gametic MSV can be computed algebraically [2, 5, 
9–14] or approximated by simulating gametes [7, 15].

In plant breeding, the inclusion of offspring variances 
for selection decisions has been suggested by Schnell 
and Utz [16]. Schnell and Utz [16] proposed the 
usefulness criterion for variety development, which 
describes the expected breeding value of the best 
performing line of a cross. The usefulness criterion 
has received some attention by the plant breeding 
community [9, 11, 13, 17–21]. To our knowledge, 
all previously published selection criteria that use 
Mendelian sampling variances focus on maximizing 
genetic gain of the top individuals in the next 
generation and have been shown to outperform 
truncation selection based on breeding values [3, 5, 
11, 22], be it in an animal breeding context or a plant 
breeding context.

In this study, we developed new criteria that not 
only consider the offspring generation but also the 
grand-offspring generation, i.e., our criteria look one 
more generation ahead to accelerate genetic gain. With 
respect to the goals of breeding programs mentioned 
above, we see yet another goal, namely the selection 
of grandparents which produce good parents to then 
produce top performing offspring to serve the market. 
We compare our criteria with other already proposed 
criteria [3, 7, 16]. Since accelerating genetic response 
tends to have the disadvantage of compromising 
genetic diversity, we analyze several relevant diversity 
parameters to verify the impact of our proposed 
criteria.

Methods
This section starts with an illustration of why looking 
two generations ahead may be beneficial for selecting 
parents, followed by the description of the selection 
criteria considered in this study. We then explain 
how the gametic MSV of offspring individuals can 
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be calculated. We end with the description of the 
simulation setup of the breeding program in which we 
tested the proposed selection criteria.

Motivation to look two generations ahead
In the following, we will make use of the abbreviation 
F1s and F2s which are commonly used in plant breeding 
with F1s being the direct offspring of parents, i.e., 
separated by one meiosis, and F2s being the offspring 
of F1s, i.e., separated by two meiosis from the parents.

Consider the following illustrative example (Fig.  1): 
let us imagine that individuals B and C can be chosen 
to be mated to individual A. All three individuals have 
the same breeding value, and therefore the expected 
performance of random offspring is the same for the 
mating AxB and AxC. Thus, the possible matings can-
not be distinguished based on their parent average 
breeding value. However, if the goal is to produce an 
outstanding individual with a very high breeding value 
in the next generation, mating AxB should be preferred 

because the offspring of mating AxB show a larger vari-
ance in their breeding values than offspring of mating 
AxC. This is because individual B has a larger gametic 
variance (0.5) than individual C (0) since individual C 
is fully homozygous. In other words, it is more likely to 
obtain an F1 individual with a high breeding value from 
the AxB mating than from the AxC mating.

However, if the goal is to produce the highest ranking 
gamete produced by the F1, which is equivalent to 
producing the highest ranking F2 individual, then mating 
AxC should be preferred. In other words, the probability 
to produce a gamete with a high breeding value is higher 
for offspring resulting from mating AxC than from 
mating AxB, which increases the probability to produce 
grand-offspring with very high breeding values. This is 
because the gametic variance of the F1 offspring is larger 
for mating AxC than for mating AxB.

The variance of all gametes produced by F1 offspring is 
larger for mating AxC (0.625) than for mating AxB (0.5). 
This simple example shows that the generation for which 

Fig. 1 Illustrative example for the mating choice problem. Green circles indicate beneficial variants with an effect of + 1 and red circles indicate 
the unfavorable variants with effect size 0. Shown are three independent loci with two alleles each. “Var F1 (Ax)” refers to the variance of breeding 
values of the F1 of the mating of the respective individual to individual A. “gamVar F1” refers to the variance of breeding values among gametes 
produced by the F1 individuals. Note that the variance of breeding values of the F1 is influencing this variance together with the average gametic 
MSV of an F1 individual
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one wants to maximize gain, matters when choosing 
the parents. This example also shows that by consider-
ing two future generations, the optimum selection deci-
sion depends not only on properties of the individuals 
themselves but also on combinations of individuals, i.e., 
matings.

From a practical breeding perspective, selection will 
be applied in every generation. Strictly speaking, the 
variance of gametes produced by only the selected F1 
offspring is of relevance when optimizing selection 
decisions for maximum gain in the second generation. 
For simplicity, we have used the variance of gametes 
produced by all F1 offspring in this illustrative example. 
How selection may be accounted for will be explained in 
the next section.

Review of transmission of variance
This section reviews the quantitative genetic model for 
the prediction of variances of future generations that 
we use in this study. These variances are needed for 
our developed selection criteria. The interested reader 
is referred to Falconer and Mackay [23] pp. 201–204 
for further explanation. For the variance of gametes 
produced by selected F1 individuals of a mating, not 
only the gametic MSV of F1 individuals has to be 
considered but also the variance among breeding values 
of all selected F1 individuals. The sum of the variance of 
gametes produced by sires and dams is the variance of 
their direct offspring (F1s). Under random mating, the 
variance of breeding values of the next generation can be 
modeled with Eq. (1):

(1)

σ 2
BV t+1

=
(1− ksires)σ

2
BV sirest

4
+

(1− kdams)σ
2
BVdamst

4

+ σ 2
gamMSsirest

+ σ 2
gamMSdamst

,

with k = i ∗ (i − x ), where σ 2
gamMSsirest

 and σ 2
gamMSdamst

 are 
the gametic Mendelian sampling variances of the sires 
and dams in the current generation ( t ) and σ 2

BV t+1
 is the 

variance of breeding values in the next generation ( t + 1 ). 
The term k is the variance reduction coefficient and can 
be calculated based on the selection intensity i and the 
normalized truncation selection point x . The term 
(1− ksires)σ

2
BV sirest

 is the variance of breeding values of 
sires selected for the next generation, and 
(1− kdams)σ

2
BVdamst

 is the corresponding term for dams. 

The term 
(1−ksires)σ

2
BV sirest

4
+

(1−kdams)σ
2
BVdamst

4
 represents the 

variance of parent average breeding values.
For a specific mating of two individuals, the variance 

among their offspring only depends on the sum of the 
gametic MSV terms of the parents as both σ 2

BV sirest
 and 

σ 2
BVdamst

 will be zero due to the fixed choice of one sire 
and one dam. However, if the group of selected F1 off-
spring of the mating are to be mated again, for example 
to each other, then these terms in the F1 are not zero and 
need to be considered to calculate the variance of the 
next generation. We use the concept reviewed in this 
section to derive expected variances of grand-offspring.

Overview of the selection criteria evaluated in this study
This section aims at conveying intuition about what 
the selection criteria used in this study describe before 
providing their formal definitions. We tested criteria that 
have been discussed in the literature as well as two new 
criteria. The key features, such as the focal generation for 
which the breeding values are maximized, to what group 
of individuals the absolute truncation selection point 
is specific, and the unit of selection, are summarized in 
Table 1.

Table 1 Overview of the selection criteria compared in this study

BV = breeding value, ExpBVSelOff = expected breeding value of selected offspring, ProbSelOff = probability to select offspring, ExpBVSelGrOff = expected breeding 
value of selected grandprogeny, ProbSelGrOff = probability to select grandprogeny. Index5 is the fifth index tested by Bijma et al. [3] and describes the linearized 
probability that offspring are selected

Focal generation Criterion Absolute threshold specific 
to

Unit of selection References

Current BV Population Individual

Progeny ExpBVSelOff Family Mating Schnell and Utz [16], 
called “Usefulness 
criterion”

Progeny ProbSelOff Population Mating Segelke et al. [7]

Progeny Index5 Family Individual Bijma et al. [3]

Grandprogeny ExpBVSelGrOff Family Mating This study

Grandprogeny ProbSelGrPrOff Population Mating This study
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Selection based on breeding values aims at selecting a 
group of individuals whose average breeding value is the 
highest, which maximizes the average breeding value of 
the next generation.

For breeding of selfing crop species, Schnell and Utz 
[16] proposed to select crosses based on the “usefulness 
criterion”. In this study, we refer to it with ExpBVSelOff 
as an abbreviation for the “expected breeding value of 
selected offspring” of a particular mating as a more 
meaningful name. Since two parents are involved in a 
mating, ExpBVSelOff is a value that is expressed for a 
pair of individuals. We assumed the same percentage 
of selected offspring for every family to calculate 
ExpBVSelOff which results in family specific absolute 
truncation selection points.

Basing selection decisions on the probability of a 
mating to produce offspring that show a higher breed-
ing value than the truncation selection point  has been 
proposed in animal breeding by Segelke et  al. [7]. We 
refer to this probability with ProbSelOff as a meaning-
ful abbreviation for “probability for selected offspring”. 
Just as ExpBVSelOff, ProbSelOff is also expressed for a 
particular mating. The key difference with ExpBVSelOff 
is that for the calculation, the absolute truncation selec-
tion point is assumed to be the same for all matings. The 
difference between the two is shown in Fig. 2.

A few studies present selection criteria that are 
expressed for an individual but aim at maximizing the 
breeding value of top offspring of the individual with-
out knowing its mate [2–4]. In this study, we used 
Index5 as suggested by Bijma et al. [3]. Index5 is a lin-
earization of the probability of an individual to produce 
top offspring. Thus, conceptually, it describes the same 
information as ProbSelOff, but just for an individual 

instead of a mating. Expressing the quality on an indi-
vidual basis is possible because the probability that 
offspring of an individual will be selected is the higher 
the  individual’s breeding value and the  higher the 
gametic MSV, irrespective of the mating partner. For a 
more thorough explanation, see Bijma et al. [3].

Our new criteria do not aim at producing top offspring 
in the immediate next generation but in the second genera-
tion after the parental generation, i.e., the grand-offspring 
generation. The first criterion ExpBVSelGrOff represents 
the “expected breeding value of selected grand-offspring” 
(see plot a in Fig. 3). For ExpBVSelGrOff, we assume that 
selected offspring of a mating are mated at random to other 
selected individuals of that generation with unknown par-
entage. For ExpBVSelGrOff, we also assume that the selec-
tion intensity is the same for all fullsib offspring groups and 
grand-offspring groups, thus making the absolute selection 
threshold family specific (see Discussion for the motivation).

The other newly developed criterion is ProbSelGrOff. 
ProbSelGrOff describes the probability that grand-
offspring of a mating will be selected. To calculate 
ProbSelGrOff, we multiply the probability that offspring 
are selected, which is identical to ProbSelOff, with the 
probability that grand-offspring produced by the selected 
offspring are selected. Both probabilities are indicated by 
large black circles in plot b of Fig. 3. The multiplication of 
both gives ProbSelGrOff. The selection thresholds used 
for ProbSelGrOff are the absolute truncation selection 
points that are to be applied to the entire population. 
Thus, the absolute truncation selection points to be 
applied in families are not family specific.

a b
Fig. 2 Hypothetical distribution of breeding values of F1 progeny of two matings (red and blue). The fractions of offspring with breeding 
values higher than the selection threshold (solid black line) are indicated in darker colors. The colored lines indicate the average breeding value 
of the selected fraction. a Using the same selection intensity for both matings as assumed in the calculation of ExpBVSelOff. b Using the same 
absolute truncation selection threshold for both matings as assumed in the calculation of ProbSelOff
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Formal definition of selection criteria
In this section, we present the equations to calculate the 
six tested criteria.

Table 2 shows the explanations of the variables that are 
used throughout this section. We calculated the gametic 
Mendelian sampling variances σ 2

gamMSsire
 , σ 2

gamMSdam
 and 

BV BVa b
Fig. 3 Visualization of the properties considered by the criteria looking two generations ahead. The blue distribution is the distribution 
of the breeding values of the offspring from one particular mating. The red distribution is the distribution of the breeding values 
of the grand-offspring of a mating which are produced by the selected offspring. Black dashed lines indicate the average breeding value in a group 
of individuals. Solid black lines indicate truncation selection points that are to be applied. a For ExpBVSelGrOff, the expected breeding value 
of the selected grand-offspring is indicated by a red dashed line. b For ProbSelGrOff, the probability that the offspring of a mating are selected 
is multiplied by the probability that the grand-offspring will be selected, which is conditional on knowing the selected offspring. Both probabilities 
are highlighted with black circles

Table 2 Definition of parameters

BVsire Breeding value of a sire

BVdam Breeding value of a dam

BVanimal Breeding value of an animal

σ 2

gamMSsire
Gametic Mendelian sampling variance of a sire

σ 2

gamMSdam
Gametic Mendelian sampling variance of a dam

σ 2

gamMSanimal
Gametic Mendelian sampling variance of an animal

σ 2

BV
Variance of breeding values in the population in the current generation

BV Average breeding value of the population in the current generation

ip Selection intensity belonging to selected proportion p of the population

xp Normalized truncation selection point belonging to selected proportion p of the population

τpO Absolute truncation selection point in the offspring generation based on selected proportion p of the population; is equal 

to BV +
(

ip + xp
)

√

σ 2

BV

τpGO Absolute truncation selection point in the grand-offspring generation based on selected proportion p of the population; is equal 

to BV +
(

2ip + xp
)

√

σ 2

BV

BVsel off Average breeding value of selected offspring of a mating. This is identical to ExpBVSelOff

BVsel indt Average breeding value of selected individuals of the population in the current generation ( t  ); is equal to BV + ip

√

σ 2

BV

BVsel indt+1 Average breeding value of selected individuals of the population in the next generation ( t + 1 ); is equal to BV + 2ip

√

σ 2

BV

σ 2
gamsel off

Variance of breeding values of gametes produced by the group of selected offspring of a specific mating

σ 2

gamMSoff
Average gametic Mendelian sampling variance of offspring of a mating

σ 2

FS Variance of breeding values of full sib offspring of a mating; is equal to σ 2

gamMSsire
+ σ 2

gamMSdam

σ 2
gamsel indt

Variance of breeding values of gametes produced by the group of selected individuals of the population in the current generation ( t )

σ 2
gamsel indt+1

Variance of breeding values of gametes produced by the group of selected individuals of the population in the next generation ( t + 1 ). 
Here, we assume σ 2

gamsel indt+1
= σ 2

gamsel indt

σ 2

GO
Variance of breeding values of grand-offspring produced by selected offspring of a mating when mated to a random partner of selected 
animals of the population from the same generation; it is equal to σ 2

gamsel off
+ σ 2

gamsel ind
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σ 2
gamMSanimal

 with the analytical approach presented in 
Equation 5 in Musa and Reinsch [5]. The variances were 
calculated per chromosome and then summed across 
chromosomes, for computational efficiency.

Note that σ 2
gamsel off

 is not the gametic MSV of a selected 
offspring individual, but the variance of breeding values 
of gametes produced by all selected offspring of a 
particular mating (Eq.  (2)). The numerator of the first 
term of Eq.  (2) represents the variance among selected 
offspring of a particular mating according to Bulmer [24] 
with k as the variance reduction coefficient, i as the 
selection intensity and x as the normalized truncation 
selection point. For criterion ProbSelGrOff, note that i 
and x and thus k differ per mating as the absolute 
truncation selection point is the same for all matings. 
Appendix  2 shows how i and x are derived for the 
calculation of criterion ProbSelGrOff. For ExpBVSelOff, i 
and x are identical to ip and xp . Thus, k is identical for all 
matings when calculating ExpBVSelOff.

with k = i ∗ (i − x).
To our knowledge, no approach for the calculation of 

σ 2
gamMSoff

 , i.e., the expected gametic MSV of offspring, 
has been published before. Thus, we propose a new 
approach for this, which is described in detail in the 
section “Calculation of gametic Mendelian sampling 
variance of offspring”.

The term σ 2
gamsel indt+1

 is comparable to σ 2
gamsel off

 and 
describes the variance of gametes of all selected animals 
of the population in the offspring generation. Since 
calculating this property precisely is difficult, we assumed 
that the variance of breeding values of gametes produced 
by selected individuals in the next generation ( t + 1 ) is 
equal to the variance of breeding values of gametes in the 
current generation ( t ), so σ 2

gamsel indt+1
= σ 2

gamsel indt
 . In 

other words, we assumed that the average gametic MSV 
of undefined individuals selected from the population 
does not change in subsequent generations. The term 
σ 2
gamsel indt

 can be calculated with Eq.  (2) by substituting 
the relevant terms: instead of σ 2

FS which describes the 
variance among fullsib offspring of a particular mating, 
we used the variance of breeding values among all selec-
tion candidates; and instead of σ 2

gamMSoff
 , we used the 

average gametic MSV observed among all selection 

(2)σ 2
gamsel off

=
(1− k) ∗ σ 2

FS

4
+ σ 2

gamMSoff
,

candidates as an approximation of the average gametic 
MSV of the animals in the population.

Existing criteria
Breeding value (BV)
As a baseline selection criterion, we considered 
truncation selection on the breeding values.

Expected breeding value of selected offspring (ExpBVSelOff)
ExpBVSelOff is the expected breeding value of the 
selected fraction of progeny of a mating. We calculated 
the ExpBVSelOff criterion with Eq. (3):

Probability to select offspring (ProbSelOff)
The probability of a mating is defined as the fraction of 
progeny that is expected to have a higher breeding value 
than the absolute truncation selection threshold that 
is applied to the whole population. We calculated the 
probability with Eq. (4):

where � is the cumulative normal distribution function. 
The term 

(

BV sire+BVdam
2

)

 is the average breeding value of 
fullsib offspring. The term σ 2

FS is the variance of breeding 
values among the fullsib offspring of the mating, and 
equals the sum of the gametic Mendelian sampling 
variances of the sire and dam.

Index5
This index was developed by Bijma et  al. [3] and is the 
linearized probability of an individual to produce top-
ranking offspring. It is the linearization of ProbSelOff, 
assuming an average mate. The calculation of the index 
value is shown in Eq. (5). Note that Index5 is a selection 
criterion that is expressed for an individual and does not 
require information about the mate of the individual, in 
contrast to ProbSelOff and ExpBVSelOff.

(3)

ExpBVSelOff =
(

BV sire + BVdam

2

)

+ ip ∗
√

σ 2
FS .

(4)ProbSelOff = 1−�





τpO −
�

BV sire+BVdam
2

�

�

σ 2
FS



,

(5)I5 = BV animal + xp ∗
√

2 ∗ σ 2
gamMSanimal

.
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Newly developed criteria
Our two newly developed criteria have in common that, 
in addition to breeding values, they not only consider the 
variance of breeding values of offspring of a mating but 
also the gametic MSV of these offspring. The motivation 
for this is that it is possible for a mating to produce very 
good offspring but these offspring themselves can have 
a low gametic MSV in which case they are unlikely to 
produce good grand-offspring, as in the case of a fullsib 
mating.

Probability to select grand‑offspring (ProbSelGrOff)
ProbSelGrOff expresses the probability for the grand-
offspring of a mating to be selected, or in other words, 
to show a breeding value higher than the selection 
threshold applied to the grand-offspring generation. 
For ProbSelGrOff, the probability that the offspring of a 
mating will be selected, which is ProbSelOff (Eq.  (4)), is 
multiplied with the probability that the selected offspring 
will themselves produce progeny that will be selected 
( P

(

PGO|selected offspring
)

 ). This second probability is 
conditional on knowing the average breeding value, 
variance of breeding values and gametic MSV of selected 
offspring. Equation (6) shows the calculations and Fig. 3 
illustrates which probabilities are multiplied.

For the calculation of ProbSelGrOff, we assume that 
the selected offspring of a particular mating are randomly 
mated to other individuals selected from the population 
in the same generation. Thus, the second term in Eq. (6) 
can be calculated with Eq. (7):

Expected breeding value of selected grand‑offspring 
(ExpBVSelGrOff)
The criterion ExpBVSelGrOff corresponds to the 
expected genetic level of selected grand-offspring 
that are produced by selected offspring of a mating. 
The motivation for the ExpBVSelGrOff criterion in 
contrast to the ProbSelGrOff criterion is, that a very low 
probability of either the first or the second term in the 
calculation of ProbSelGrOff causes it to be close to zero. 
For example, a close to zero probability for offspring to 
be selected will cause the entire term to be close to zero 

(6)
ProbSelGrOff = ProbSelOff ∗ P

(

PGO|selected offspring
)

.

(7)

P
�

PGO|selected offspring
�

= 1−�









τpGO −
�

BV sel off +BV sel indt+1

2

�

�

σ 2
gamsel off

+ σ 2
gamsel indt+1









even if the conditional probability of grand-offspring to 
be selected is very high. By looking at the genetic level 
of selected grand-offspring as in ExpBVSelGrOff, this is 
avoided because the property of the offspring and grand-
offspring generation are not combined multiplicatively, 
but additively. This is because the selection differential 
realized in the grand-offspring is added to the selection 
differential realized in the offspring. Equation (8) shows 
the calculation of the ExpBVSelGrOff criterion. For 
the calculation of ExpBVSelGrOff, we assumed that 
the same selection intensity is used across generations. 
In this study, 40 individuals were selected out of 4000 
(1%) as described in the section ‘Breeding program’ 
later, which results in a selection intensity of 2.67. We 
also assumed the genetic variance in the population 
to remain approximately constant over generations. 
Additional file 1: Text S1 shows the derivation of Eq. (8).

Calculation of gametic Mendelian sampling variance 
of offspring
In this section, we present our approach to calculate the 
expected gametic MSV of offspring of a mating 
( σ 2

gamMSoff
 ). Our approach combines methods published 

in plant breeding research and animal breeding 
research.

Allier et  al. [9] presented an analytical method to 
calculate the variance of double haploid (DH) lines 
created from four fully homozygous founder lines in 
a plant breeding setting. DH are individuals that are 
derived by doubling the chromosomes of the gametes 
of an individual to restore diploidy and produce fully 
homozygous lines. Thus, DH show the same linkage 
disequilibrium and allele frequencies as the gametes 
which are used to produce the DH. DH produced by 
four fully inbred lines are conceptually comparable 
to gametes produced by fullsibs in an animal breed-
ing setting (see p. 93 in [23]). Figure  4 visualizes this 
similarity. By pretending that the grandparents in an 
animal breeding setting are fully homozygous for the 
chromosome that was inherited by the parent, these 
“pseudo grandparents” in animal breeding are identi-
cal to the actual inbred founder lines considered in the 
approach by Allier et al. [9] (Fig. 4).

To derive the expected gametic MSV of a random full-
sib offspring ( σ 2

gamMSoff
 ), the variance among fullsibs 

(8)

ExpBVSelGrOff = 0.25 ∗ (BV sire + BVdam)

+ ip ∗
(

0.5 ∗
√

σ 2
FS +

√

σ 2
GO

)
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Fig. 4  Transmission of chromosome segments in a an animal breeding setting and b a DH population based on four inbred founders considered 
by the approach by Allier et al. [9]. The parents to the genotypes labelled as “animal parents”, i.e., "true grandparents", in plot (a) are not unique 
to the “animal parents” because the mating of genotypes labelled as “pseudo grandparents” would result in the same parent genotypes. The “pseudo 
grandparents” are identical to the four inbred lines considered in the plant breeding setting in (b) and were considered to calculate the DH variance
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( σ 2
FS ) needs to be subtracted from the variance of all DH 

( σ 2
DH ). This is because the variance of DH is not only 

influenced by the gametic MSV of the fullsibs but also 
by the variance of breeding values among the fullsibs. 
This difference then needs to be divided by 4 which is 
the factor by which variances on a DH level can be 
converted to variances on a gametic level. Thus, we 
developed Eq.  (9) to calculate the expected gametic 
MSV of offspring individuals of a particular mating. 
Results from simulation are in agreement with the 
prediction based on Eq. (9) (results not shown). A proof 
is given in Appendix 1.

We calculated σ 2
DH with the analytical equation 

presented by Allier et al. [9] for four-way DH populations. 
For the calculation of σ 2

gametessire
 and σ 2

gametesdam
 , we used 

the method presented by Musa and Reinsch [5] in their 
Equation (5).

Selection and mate allocation
Both the ExpBVSelOff and the ProbSelOff criteria can 
be calculated using the properties of parents, i.e., their 
breeding values and their gametic MSV. Since high values 
in both of these properties will maximize ExpBVSelOff 
and ProbSelOff, the value of a mating does not depend 
much on the combined properties of both parents. In 
other words, a sire with a high breeding value and a high 
gametic MSV should always be preferred regardless of 
the properties of the dam it is mated to. That means that 
it is possible to express the probability to produce top 
offspring for a single animal instead of a mating. This is 
the idea behind Index5 of Bijma et  al. [3], which aims 
at selecting animals with high breeding values and high 
gametic MSV. The benefit of expressing the probability 
to produce top genotypes for an animal instead of for a 
mating is that animals can be selected instead of pairs of 
animals.

Our newly developed criteria ExpBVSelGrOff and 
ProbSelGrOff are fundamentally different, as the value of 
a mating does depend on the combination of the parents. 
The parameter that is influenced by the combination of 
parents is the expected gametic MSV of offspring 
( σ 2

gamMSoff
).

For selection, this means that animals need to be 
selected based on information that is expressed for pairs 
of animals. This is less straightforward than sorting 
animals based on their breeding value, or Index5 values, 
and simply selecting the best. Solving this optimization 

(9)
σ 2
gamMSoff

=

(

σ 2
DH −

(

σ 2
gametessire

+ σ 2
gametesdam

))

4
=

(

σ 2
DH − σ 2

FS

)

4

problem is not the focus of our study. To still be able to 
consider mating information in selection and mating, we 
separated the selection from the mate allocation problem 
and developed simple algorithms for each problem.

Selection algorithm
In this section, we describe the selection algorithm that 
allows to select individuals based on values that are 
expressed for a potential mating, i.e., a pair of individuals.

We call the simple heuristic algorithm that we 
developed for selection the “remove least-liked 
algorithm” based on the fact that it removes the least 
liked animal one by one. The algorithm is made up of the 
following steps:

(1) All animals are ranked for all potential mating 
partners based on the value calculated with the 
respective criterion.

(2) The highest rank an individual ever got from the 
opposite sex is noted.

(3) The individual with the lowest value for the highest 
rank (i.e. the “least liked” animal) is removed from 
the list of selection candidates.

(4) Repeat until the desired number of males and 
females is selected.

Figure 5 shows a visual representation of the algorithm. 
First, a matrix is created that indicates the value for a 
pair of animals according to a certain selection criterion. 
Then, the males are ranked within each female. Next, the 
highest rank that a male has across all females is noted. 
The male with the lowest highest rank is removed and 
the algorithm starts from the beginning again. This pro-
cess is repeated until the desired number of males is 
selected. For the sake of illustration, Fig. 5 considers that 
only males are selected, while the algorithm used in our 
study does consider both sexes simultaneously. This is 
done by removing the least liked animal regardless of sex 
if the number of animals to be selected of that sex has not 
been reached. We used this remove least-liked algorithm 
for selection when using the criteria ExpBVSelOff, Prob-
SelOff, ProbSelGrOff and ExpBVSelGrOff.

Mate allocation algorithm
In this section, we describe the mate allocation algorithm 
that aims at allocating a mating partner in such a way that 
the partner for which the criterion value of the mating is 
the highest is chosen.

The mate allocation algorithm only requires that the 
contributions of each parent are predetermined and a 
restriction is set on how many offspring can be produced 
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from a particular mating. The mate allocation algorithm 
was developed with the aim to have a chance for every 
animal to be mated to every selected animal of the 
opposite sex. The mate allocation algorithm is comprised 
of the following steps:

1. Sample a female randomly.
2. If the female has not reached the number of offspring 

it should produce, continue.
 Otherwise, go to step 1.

a. Pick the male that is most preferred by the 
female.

b. If the male has not yet reached its number of 
offspring it should produce, continue.

c. Otherwise, go to step 2a to pick the next best 
male.

d. If the maximum number of offspring allowed for 
this mating has not yet been reached, continue.

e. Otherwise, go to step 2a to pick the next best 
male.

3. Mate the selected female with the chosen male.
4. Go back to step 1 until the required number of 

matings has been achieved.

The algorithm requires to pick one of the sexes to draw 
from in step 1, and then use the other in step 2. This 

choice is unlikely to be reciprocal, i.e. the best matching 
male to mate with a particular female may not have this 
same female as its best matching mate. To account for 
these non-reciprocal choices, for half the number of 
offspring (2000), the mating partners for the females were 
chosen. For the other half, the mating partners for the 
males were chosen.

Data simulation
We simulated a nucleus breeding population with 
recurrent selection with the simulation software MoBPS 
version 1.10.45 [25]. We followed the population set-up 
of Jibrila et  al. [26] and simulated a species with 30 
chromosomes each 100  centi Morgan long. We started 
by simulating a historical population to establish 
linkage disequilibrium among markers. This historical 
population involved 3000 generations of random mating, 
starting with a population size of 2500 males and 2500 
females. The population size decreased linearly to 50 
animals in generation 2997, and then increased linearly 
to 5000 animals in generation 3000.

After simulating the population history, about 15,000 
markers of the initial 63,000 were still segregating. We 
placed 3000 purely additive QTL effects on randomly 
selected loci from a pool of loci with a minor allele 
frequency above 0.05, simply to ensure that enough 
effect loci are segregating. The QTL effects were drawn 
from a gamma distribution with a shape parameter of 

Fig. 5 Schematic explanation of the remove least-liked algorithm. Only males (M) are ranked for each female (F) in this example. The individual 
highlighted in gray is the least-liked one and will be removed for the next iteration of the algorithm
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0.4 in concordance with Jibrila et al. [26]. These settings 
resulted in a coefficient of variation of the standard 
deviation of gametic breeding values of 0.095 in 
generation 0 which is only slightly lower than the 0.10 
value that Bijma et al. [3] found in dairy cattle based on 
data of Segelke et al. [7].

To prevent that the Bulmer effect impacts our 
results, we simulated an additional burn-in phase of 
five generations (3001 to 3005) with selection based on 
breeding values and random mating among the selected 
individuals. Afterwards, we simulated a breeding 
program for 21 generations (3006 to 3026) for each of the 
criteria for mating and selection.

In this study, we assumed that the genetic map of the 
species as well as the haplotypes, true QTL effects and 
thus the true breeding values of all animals are known 
without error.

Breeding program
The population size in the breeding program was 4000 per 
generation. In every generation, 20 females and 20 males 
were selected based on the respective criteria. The selected 
parents contributed equally to the next generation, having 
200 offspring each. Mating was restricted such that no 
more than 40 offspring were produced from any one 
mating. This ensured that every individual is mated to at 
least 25% of available selected partners of the opposite 
sex. The mate allocation algorithm was used when 
selection was based on the ExpBVSelOff, ProbSelOff, 
ExpBVSelGrOff and ProbSelGrOff  criteria. For selection 
based on breeding values and Index5, mating was at 
random within the described restrictions.

In order to reduce computation time, we preselected 
500 (25%) of all selection candidates per sex based on 
their breeding values. Bijma et  al. [3] show in their 
Figure 2 that a preselection intensity as stringent as 10% 
does not have a negative effect when using Index5 values. 
To be on the safe side and also because we do not only 
select based on Index5 values, we opted to preselect 25% 
of all animals based on their breeding values. For these 
preselected candidates, the Index5 values, ExpBVSelOff 
and ProbSelOff were calculated and subsequently used 
for selection. In scenarios in which selection was based on 
the ProbSelGrOff and ExpBVSelGrOff criteria, a second 
preselection step was used in which four times more 
animals than needed for replacement were preselected 
from each sex based on their Index5 values (16% of all 
breeding-value-preselected-candidates). This second 

preselection step has the largest effect on computation 
time as the calculation of the expected offspring gametic 
MSV takes the longest time. The preselection intensity 
for this step was somewhat arbitrarily chosen.

The simulation and subsequent analyses were repeated 
100 times for every selection criterion. All the code 
for this study was run in R version 4.1.2 on the high 
performance cluster annuna of Wageningen University & 
Research.

Analyzed parameters
The following parameters were recorded every 
generation:

(1) Average breeding value of the population relative to 
the average breeding value of the first generation in 
the breeding program (conventional genetic gain).

(2) Average breeding value of the 20 best males and 
females relative to the average breeding value 
of the first generation in the breeding program 
(commercial genetic gain).

(3) Average kinship level.
(4) Bulmer-unimpacted true genetic variance.
(5) Genic variance.
(6) Number of beneficial alleles lost.

The average breeding values of the 20 best animals 
per sex represent the commercial genetic level, because 
semen or offspring of these animals can be sold to 
improve the genetic level of production animals. These 
best animals may not necessarily be selected themselves 
as parents to breed top genotypes in the next generation 
because they may not have a high gametic MSV or their 
offspring might not have a high gametic MSV.

To derive the Bulmer unimpacted genetic variance, we 
simulated four generations of random mating without 
selection in every generation and recorded the variance 
among breeding values in the fourth generation. The 
animals were discarded afterwards as this is just a 
pragmatic way of obtaining the genetic variance. We 
did this to be unbiased towards our criteria which 
reduce the variance of parent average breeding values 
less than selection based on breeding values does. As 
a consequence, variances of the breeding values of 
populations selected with our criteria are comparatively 
less impacted by the Bulmer effect and not accounting for 
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the Bulmer effect when comparing variances would by 
design lead to declare our methods as best.

The genic variance was calculated as the sum over all 
loci of 2p(1− p)α2 with p as the allele frequency of the 
allele and α as the additive effect of the allele. The genic 
variance was recorded in addition to the genetic variance 
because it is possible to increase the genetic variance just 
by changing the linkage disequilibrium structure without 
changing allele frequencies.

The reported kinship level was obtained as the average 
kinship level between 500 random animals for which 

kinship was calculated with the function kinship.emp.
fast() of the MoBPS package [25]. This function traces all 
chromosome segments back to the founder generation 
and thus reports kinship as identity-by-descent. In this 
study, the founders are the animals at the beginning of 
the burn-in cycle (generation 3000). We only used 500 
random animals in each generation for computation time 
reasons.

The degree of certainty of our results is shown 
with confidence intervals for the mean and the mean 
difference. Confidence intervals of the mean were 

a b

c d

Fig. 6 Evolution of the genetic level across generations. a Population average breeding value compared to generation 0 in units of genetic 
standard deviations of the base generation, b difference in population average breeding value compared to selection based on breeding values, 
c average breeding value of top 20 males and females compared to generation 0, d difference in breeding values of the best animals compared 
to selection based on breeding values. The shaded regions in plots (a) and (c) indicate the 95% confidence intervals of the means. The shaded 
regions in plots (b) and (d) indicate the 95% confidence interval of the mean difference of the genetic level achieved with a selection criterion 
compared to selection based on breeding values
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calculated as the standard error of the mean of all 
observations per scenario multiplied by ±1.96 and 
added to the mean of all observations to obtain the 95% 
confidence interval. For the confidence interval of the 
mean difference, we calculated the standard error of the 
differences of the replicates of a particular scenario with 
the replicate of the breeding value scenario with the same 
seed. This reduces the variation induced by dependency 
between replicates based on populations generated with 
the same seed. In other words, the fact that different 
replicates have different genetic architectures is corrected 
for.

Results
Genetic gain
All criteria considering gametic MSV resulted in signifi-
cantly higher genetic gain after 21 generations compared 
to selection purely based on breeding values (plots a 
and b in Fig.  6). The short-term gain was slightly lower 
than with selection based on breeding values in terms of 
average breeding value of the population (Fig. 6, plot b). 
However, the commercial genetic gain, i.e., the breeding 
values of the best individuals of the population, was at 
no point compromised (Fig.  6, plot d). The criteria that 
look one generation ahead, ExpBVSelOff, ProbSelOff and 
Index5, resulted in, respectively, a 3.7%, 3.7% and 3.1% 
higher commercial genetic level compared to selection 
based on breeding values in generation 21. The criteria 
that look two generations ahead performed even better, 
and ExpBVSelGrOff and ProbSelGrOff resulted in 5.7% 
and 5.6% higher commercial genetic levels in generation 
21 compared to selection based on breeding values. An 
overview of the performances in generations 1, 5 and 21 
is in Table 3.

Genetic diversity
All the methods using gametic MSV preserved signifi-
cantly more genetic variance at any time point than trun-
cation selection purely based on breeding values (Fig. 7, 
plot a), with ExpBVSelGrOff selection preserving the 
most. The same pattern is observed when comparing the 
genic variances with the only exception of ExpBVSelOff 
and Index5 which resulted in slightly lower genic vari-
ances in the last generations when comparing to selec-
tion based on breeding values (see plot b in Fig.  7 and 
Table  4). In any generation, criteria that use variances 
of descendants retain comparatively more genetic vari-
ance than genic variance compared to genetic and genic 
variances of populations selected based on breeding val-
ues (compare plot a and plot b in Fig. 7, and compare to 
genetic standard deviations for selection based on breed-
ing values in Table 4; see Discussion).

In addition to preserving more genetic and genic vari-
ance, all criteria using MSV also resulted in lower aver-
age kinship levels and lost less beneficial alleles (Table 5). 
Among all the criteria using MSV, the criteria that look 
two generations ahead resulted in the lowest kinship lev-
els in generation 5. The average kinship achieved with 
ExpBVSelGrOff and ProbSelGrOff based selection was 
7.0% and 8.2% lower than the average kinship realized 
with selection based on breeding values in generation 
5, respectively (see Table  5). Interestingly, all the crite-
ria using MSV resulted in much lower kinships in ear-
lier generations than in later ones but never exceeded 
those of selection based on breeding values (see plot b in 
Fig. 8).

Table 3 Genetic gain compared to selection based on breeding values

Additional genetic gain compared to selection based on breeding values in percentage; calculated as 100%
(

BVcriterion_gen21−BVgen0

BVBV_gen21−BVgen0

)

− 100%

Conventional genetic gain Commercial genetic gain

gen 1 gen 5 gen 21 gen 1 gen 5 gen 21

BV 0 0 0 0 0 0

ExpBVSelOff − 3.0 1.4 3.3 1.3 2.9 3.7

ProbSelOff − 2.8 1.2 3.3 1.2 2.9 3.7

Index5 − 2.3 1.8 2.8 1.6 3.1 3.1

ExpBVSelGrOff − 7.2 2.2 4.6 1.0 5.8 5.7

ProbSelGrOff − 4.5 2.2 4.7 2.1 4.9 5.6
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Discussion
We investigated the use of selection criteria that use 
MSV in a recurrent selection breeding scheme to 
accelerate genetic progress. Our newly developed 
criterion ExpBVSelGrOff performed the best. It achieved 
the highest genetic gains without compromising genetic 
diversity. We attribute this benefit to the longer planning 
horizon used for ExpBVSelGrOff in comparison to 
previously proposed methods that only optimize one 
generation ahead.

Distinction between conventional and commercial gain
The application of MSV-considering criteria is only 
beneficial if it is acceptable that the population average 
breeding value increases less in the short term compared 
to selection based on breeding values. This is because 
Index5, ExpBVSelOff and ProbSelOff focus on maximiz-
ing the genetic level of the best animals in the offspring 
generation, which is equivalent to the population aver-
age breeding value in the grand-offspring generation. 
The criteria ExpBVSelGrOff and ProbSelGrOff focus 

a b

c d

Fig. 7 Evolution of genetic variation across generations. Genetic standard deviation (gSD) after four generations of random mating 
without selection (deemed unimpacted by the Bulmer effect) relative to gSD in generation 0 (a) and relative to gSD from breeding value selection 
schemes in the same generation (b). Genic SD relative to that in generation 0 (c) and to that from selection schemes based on breeding values (d). 

Values are the ratios obtained from the calculation of ( 
√

varGcriterion_gen21√
varGBV_gen21

)
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Table 4 Maintenance of genetic variation relative to generation 0

Percentage of genetic standard deviation and genic standard deviation retained by different selection criteria. Percentages are expressed relative to the first 
generation of the breeding program. Understand values as e.g., the genetic standard deviation in generation 5 was 79.4% as high as the genetic standard deviation in 

generation 0 when selecting based on ExpBVSelOff. Calculations follow the style of 100%
(√

varGcriterion_gen21√
varGcrterion_gen0

)

Genetic standard deviation Genic standard deviation

Gen 1 Gen 5 Gen 21 Gen 1 Gen 5 Gen 21

BV 95.0 75.6 27.1 95.9 79.1 31.8

ExpBVSelOff 97.2 79.4 28.4 96.5 80.4 31.5

ProbSelOff 97.2 79.7 29.3 96.5 80.5 32.1

Index5 97.1 78.4 27.8 96.5 80.0 31.6

ExpBVSelGrOff 99.8 84.6 36.5 97.2 81.8 33.7

ProbSelGrOff 98.4 81.3 32.9 96.7 81.1 32.9

Table 5 Kinship and number of lost beneficial alleles relative to selection based on breeding values

Percentage difference in kinship level and number of lost beneficial alleles. Negative values need to be understood as benefit, i.e., less kinship or less lost beneficial 
alleles. Values have to be interpreted as e.g., ExpBVSelOff based selection lost 6.8% less beneficial alleles than breeding value based selection after 5 generations. 

Calculations follow the style of 100%
(

kinshipcriterion_gen21−kinshipgen0

kinshipBV_gen21−kinshipgen0

)

− 100%

Average kinship Number beneficial alleles lost

Gen 1 Gen 5 Gen 21 Gen1 Gen 5 Gen 21

BV 0 0 0 0 0 0

ExpBVSelOff − 4.4 − 5.3 − 1.4 − 2.5 − 6.8 − 3.5

ProbSelOff − 4.5 − 6.6 − 2.3 − 2.7 − 7.7 − 4.9

Index5 − 4.7 − 4.1 − 2.2 − 1.2 − 5.0 − 4.0

ExpBVSelGrOff − 7.3 − 7.0 − 0.3 0.3 − 12.4 − 4.0

ProbSelGrOff − 8.4 − 8.2 − 2.1 − 1.7 − 9.6 − 5.6

a b

Fig. 8 Evolution of average kinship levels across generations. Plot (a) shows the difference in kinship level to generation 0 and confidence 
intervals for the average kinship level. Plot (b) shows the absolute difference in kinship level compared to selection based on breeding values 
with confidence intervals for the mean difference
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on maximizing genetic gain even one more generation 
ahead. Thus, by definition, the population average breed-
ing value up to that focal generation is compromised 
(Table 3). Intuitively speaking from a maximization point 
of view, considering any additional parameter, like the 
MSV, next to breeding values causes the average breeding 
value of the group of selected candidates to be lower than 
if selection was based on breeding values alone. That is 
why the conventional genetic gain is lower in early gen-
erations (Fig. 6 plot b and Table 3 the first column). How-
ever, in breeding programs in which the genetic material 
is disseminated from the best individuals, such as arti-
ficial insemination boars or bulls, the variance and the 
mean of the breeding value distribution are both relevant 
for commercial genetic gain, and commercial genetic 
gain was never compromised (Table 3 and Fig. 6).

Why are selection thresholds different for probability 
and genetic gain criteria?
During the development of this study, we had first 
developed the ProbSelGrOff criterion. Later, we thought 
that the ProbSelGrOff criterion has the disadvantage 
that the probability of selecting good offspring and 
the probability of selecting good grand-offspring are 
combined multiplicatively. If one of these probabilities is 
zero, or very close to zero, the entire product will be zero. 
This happens for example when two unrelated but highly 
performing parents both have a low gametic MSV, e.g. 
because they are highly inbred. If those unrelated parents 
carry different beneficial haplotypes, then mating them 
would result in a low variance of breeding values of their 
offspring (F1) but these offspring will themselves have a 
high gametic MSV. Thus, the conditional probability that 
grand-offspring (F2) will be selected will be high (see 
Eq. (7)).

In an attempt to solve this problem, we later designed 
the ExpBVSelGrOff criterion in which the expected 
gain realized in offspring is additively combined with 
the gain in grand-offspring. By shifting the focus from 
the probability to the genetic merit, the question arises 
which absolute truncation selection points should be 
used for the offspring and grand-offspring. Using the 
same absolute truncation selection points as for the 
ProbSelGrOff criterion, i.e., the absolute truncation 
selection points are the same for all families, may seem, 
at first, the intuitively best choice. However, using the 
same truncation points means that the offspring and 
grand-offspring of different matings have different 
probabilities to show a breeding value larger than the 
truncation point. However, when the criterion is the 
expected average genetic level of selected offspring or 
grand-offspring using the same truncation selection 

points for all families, the differences in probabilities to 
actually select these top offspring or grand-offspring are 
ignored.

The following example illustrates this problem. Let 
us consider the counterpart criteria that only look one 
generation ahead, i.e., ProbSelOff and ExpBVSelOff. 
If the selection intensities in the calculation of the 
ExpBVSelOff criterion were chosen so that they 
correspond to the same absolute truncation selection 
point as considered in the ProbSelOff criterion, then the 
predicted genetic merit does not reflect the likelihood, 
i.e., the risk, that an offspring with such a high breeding 
value will be produced. This would result in different 
decisions than those made by ProbSelOff as visualized in 
Additional file 2: Fig. S1. We tried using the ExpBVSelOff 
criterion with the same absolute truncation selection 
point for all matings during the development of this study 
but we always observed worse performances (results 
not shown). Thus, we continued with using the same 
selection intensity per mating for the ExpBVSelOff and 
ExpBVSelGrOff criteria, i.e., we assumed that the same 
fraction of offspring and grand-offspring of every mating 
would be selected.

Difference to the usefulness criterion
Although the equation of the ExpBVSelOff criterion is 
in essence identical to the usefulness criterion [16], our 
motivation for the choice of selection intensity to be used 
for ExpBVSelOff and ExpBVSelGrOff differs from the 
one used by Schnell and Utz [16] for variety development. 
The definition of the usefulness of a cross according 
to Table  1 of Schnell and Utz [16] is the expected 
performance of the best genotype that can be realized 
from a cross between two particular parents. This means 
that they expected that one offspring line, namely the 
best one, is selected out of all the lines produced by a 
cross. In other words, the choice of selection intensity 
is based on the expected fullsib family size. While this 
may seem reasonable at first for crop species where tens 
or hundreds of offspring genotypes can be obtained 
from a cross, this concept does not work well for typical 
livestock species that have a much lower reproduction 
factor. The reasoning for the choice of selection intensity 
in the original definition of the usefulness criterion seems 
valid if the breeder can only select one cross to make 
and out of which to select a variety. However, breeders 
typically make more than just one cross and thus the top 
genotype that will be marketed as the new variety may 
come from any cross. Considering the same selection 
intensity, with which the population would be selected, 
for all matings as we propose, solves this issue.
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Influence of population size
In this proof of concept study, we selected 20 males and 
20 females every generation to generate 4000 selection 
candidates for the next generation meaning every female 
needs to produce 200 offspring. These numbers were 
chosen so that we could apply a high selection intensity 
to better see the effects. This is motivated by the Table 4 
in Bijma et al. [3] who show that the benefit of including 
the gametic MSV in selection decisions increases as the 
proportion of selected individuals decreases. However, 
the numbers  used in our simulation exceed the female 
reproductive capacity of typical livestock species. In 
addition, females are typically mated to one, or only 
a few males in the case of embryo transfer, whereas we 
allowed mating to all available males. These may be 
unrealistic assumptions for current animal breeding 
practice. Accounting for these biological limitations was 
not the focus of the simulation study. We do not expect 
a different ranking of selection criteria had we accounted 
for these biological limitations because the benefit of 
planning further ahead stems from finding haplotypes 
that are more dissimilar in order to select individuals, or 
offspring of matings, with higher gametic MSV.

The number of offspring per mating has no effect on 
the benefit of the selection criteria. This can be made 
intuitive by considering the ProbSelOff criterion but the 
explanation also holds for all the other criteria. Although 
this probability that a random offspring individual shows 
a breeding value larger than the selection threshold is 
expressed for a potential mating, one can easily think 
that it is the value of a random offspring of that mating 
for which genotypic or phenotypic information has 
not been collected. This probability does not change 
whether the offspring individual has 50 or 0 siblings. 
Thus, large fullsib groups are not required for the success 
of employing MSV-considering criteria in breeding 
programs.

We used our mate allocation algorithm to assign 
mates selected based on ExpBVSelOff, ProbSelOff, 
ExpBVSelGrOff and ProbSelGrOff whereas mating 
of individuals selected based on breeding values and 
Index5 was random. The mate plan solutions based on 
ExpBVSelOff and ProbSelOff are also essentially random 
ones because these criteria are only influenced by the 
gametic MSV of the parents, which are independent 
from each other. In contrast, mate plan solutions for 
ExpBVSelGrOff and ProbSelGrOff are less like random 
solutions because the values of these criteria depend 
on the gametic MSV of offspring of the mating, i.e., 
there is interaction between parents. Connecting to 
the quantitative genetic prediction of gametic MSV of 
offspring based on relationships, this means that the 
mate plan solutions for these two criteria are more 

similar to mating the least related animals. It is known 
that minimum coancestry mating compared to random 
mating causes lower homozygosity in progeny, which 
in turn increases genetic gain slightly [27] so one might 
think that the added benefit stems from the mating 
technique alone. During the development of this study, 
we also investigated the use of our new criteria with and 
without mate allocation and indeed observed a slight 
beneficial effect when using our mate allocation strategy 
(results not shown). However, this effect was smaller 
than the choice of selection criterion had on genetic 
gain, hinting that selection, and not mating, is the most 
critical factor in increasing the response to selection. We 
included our mate allocation strategy in the presented 
study to demonstrate the full potential of the considered 
criteria. Nevertheless, even in  situations where it is 
impractical to design matings of all selected animals, 
most of the potential gain of using the MSV  based 
criteria can be obtained.

Effects on diversity
Criteria that use the MSV generally maintained more 
genetic diversity than the selection scheme that based 
decisions on breeding values only. This means that 
more genetic gain can be achieved without harming 
diversity. We looked at different measures of genetic 
diversity because they all describe different aspects of 
diversity. In our opinion, the most relevant metric for 
practical breeders is the genetic variance that is not 
affected by the Bulmer effect. Our newly developed 
criteria maintained the most genetic variance throughout 
the breeding program, meaning that they show the 
potential to generate the largest genetic gains. Although 
the genic variance maintained by ExpBVSelGrOff and 
ProbSelGrOff was also larger than that of selection 
based on breeding values, the superiority of our criteria 
was relatively lower for the genic variance than for the 
genetic variance (compare plots a and b in Fig. 7). When 
comparing the percentage of maintained genetic and 
genic standard deviation as presented in Table  4, it can 
be seen that, when selection is based on breeding values, 
relatively more genic standard deviation than genetic 
standard deviation was maintained. The same applies to 
criteria looking one generation ahead from generation 
5 onwards. Interestingly, when selecting with our two 
new criteria that look two generations ahead, relatively 
more genetic standard deviation than genic standard 
deviation was maintained. Linkage is ignored in the 
calculation of the genic variance, whereas it is considered 
in the calculation of the genetic variance. Therefore, 
the differences in results for the genic and genetic 
variance reflect differences in the linkage disequilibrium 
between QTL. More precisely, when applying directional 
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selection based on the breeding values, the linkage 
disequilibrium between beneficial alleles is well-known 
to be negative, which results in negative covariance [28]. 
In our simulation experiment, we see that the difference 
between genetic and genic variance gets smaller, as more 
generations a criterion looks ahead. The ExpBVSelGrOff 
criterion even showed a larger genetic variance than genic 
variance after the four generations of random mating. 
This means that the ExpBVSelGrOff criterion has created 
positive linkage disequilibrium between beneficial alleles. 
The reason for why the linkage disequilibrium becomes 
less negative, as more generations are planned ahead, is 
because the focus of the criteria is not only on breeding 
values but also on gametic MSV and gametic MSV in the 
offspring. Generally, the more heterozygous an animal 
is, the higher its gametic MSV. However, in real life and 
in this study, the alleles are linked on chromosomes 
and may vary in their effect size. Thus, it is not actually 
the heterozygosity that predicts gametic MSV, but the 
joint effect of heterozygosity, linkage and effect size. In 
simple terms, the higher the gametic MSV is, the larger 
the difference between the breeding values of the two 
haplotypes of an animal is. And this difference becomes 
the larger as more beneficial alleles are in coupling phase. 
Since haplotypes can be passed on to the next generation, 
i.e., are heritable, using genetic variances of descendants 
in selection decisions results in relatively less negative 
covariance between beneficial alleles which increases 
genetic variance.

Another metric aiming at describing potentially useful 
diversity is the number of beneficial alleles that have been 
lost. If beneficial alleles are lost from the population, it is 
impossible to bring them back. Thus, the more beneficial 
alleles have been lost, the lower the genetic value is for 
the theoretically optimal genotype in which all remaining 
beneficial alleles are combined. All criteria using MSV 
lost fewer beneficial alleles compared to selection based 
on breeding values (see Table  5). ExpBVSelGrOff was 
the best criterion in generation 5 but was outperformed 
by ProbSelOff and ProbSelGrOff in generation 21 
suggesting that ExpBVSelGrOff may not be the best 
criterion in this respect. However, when combining with 
observations from the genic variance (plot b, Fig.  7), 
ExpBVSelGrOff always showed the largest genic variance. 
The genic variance is larger, as more beneficial alleles are 
segregating, the effect size of segregating alleles is larger 
and the allele frequencies are closer to 50%. Thus, we 
hypothesize that the genic variance of ExpBVSelGrOff 
was larger because this criterion either manages to make 
better trade-off decisions to lose rather small effect 
beneficial alleles, or it manages to move allele frequencies 
to 50% faster.

Lastly, we also investigated the development of kinship 
levels over generations. Contrary to the aforementioned 
metrics, mean kinship describes the diversity at all loci 
including neutral loci. The diversity expressed by the kin-
ship can thus be understood as the diversity of traits that 
may be included in the breeding goal in the future [29]. 
The average kinship level is equivalent to the average 
inbreeding levels in the next generation under random 
mating. Higher inbreeding levels pose a higher risk of 
inbreeding depression, and higher kinship levels indicate 
loss in neutral diversity. We showed that all the MSV-
considering criteria resulted in lower kinship levels than 
selection based on breeding values (Table 5 and Fig. 8). 
This is not surprising, considering that the quantitative 
genetic expectation of the gametic MSV of an individual 
is proportional to its inbreeding level under the infinitesi-
mal model; gamMSV = (1− F) ∗ σ 2

A ∗ 0.25 [6]. Hence, 
criteria that consider the MSV should be more likely to 
lead to the selection of individuals, or matings, that are 
less inbred and less related.

Our findings are in line with results of other simulation 
studies in which either the Index5 [5] or the usefulness 
criterion [21, 22, 30] was used for selection in compari-
son to selection based on breeding values. Musa and 
Reinsch [5] also report lower inbreeding levels which is 
in line with the lower kinship levels reported here. All 
studies report higher genetic gain and smaller numbers 
of fixed QTL alleles compared to selection based on 
breeding values, which is intriguing given that Neyhart 
et  al. [30] also showed faster changes in allele frequen-
cies. An explanation for a faster rate in frequency change 
without loss of variants may be that allele frequencies are 
pushed faster towards 50%. In comparison to selection 
based on breeding values, larger genetic variances [5, 22, 
30] as well as larger genic variances have been reported 
[22]. In their Figure 6, Allier et al. [22] show that the ratio 
of genetic variance over genic variance over generations 
reflects the Bulmer effect. The Bulmer effect causes a 
slight negative covariance between beneficial loci (see p. 
202 in [23]), which consequently causes the ratio to be 
lower than 1. However, they show that when selection 
is based on the usefulness criterion, this ratio increases 
over time and even exceeds 1 after 50 generations. This 
further supports our hypothesis discussed above that the 
linkage disequilibrium between beneficial loci, and thus 
the covariance, become less negative, or even positive, 
when the gametic MSV is included in selection decisions.

Increasing genetic diversity when including the MSV 
in selection is a welcome side-effect, although it was 
not the direct objective. Using the MSV in selection is 
rather like projecting the current diversity of the popula-
tion into gain in the future. Or in other words, for these 
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MSV-considering criteria, diversity is a necessity that is 
required for the goal of maximizing genetic gain.

Estimating MSV
For the proof of concept and for the sake of simplicity, we 
assumed that all properties necessary for using the MSV 
are known without error. In reality, the predicted gametic 
variance will largely depend on the phasing quality and 
accuracy with which an effect is estimated. Moderate to 
high correlations for various traits between the predicted 
gametic Mendelian standard deviation and real variation 
of progeny breeding values have been reported for French 
and German Holstein dairy cattle [7, 31]. Traits for which 
variances can be predicted with reasonably high accuracy 
show greater promise to be used in MSV-considering 
criteria. Further research is needed to validate the 
performance of our suggested models if haplotypes and 
single nucleotide polymorphism effects are estimated in 
animal breeding programs.

As discussed in this study before, the gametic MSV of 
an individual can be predicted based on its inbreeding 
level when assuming the infinitesimal model. However, 
very low correlations (−  0.1 to −  0.2 based on genomic 
inbreeding) have been found in German Holstein cattle 
when trying to predict the gametic MSV based on 
inbreeding levels [7]. Similar results have been found 
in French Holstein cattle [8]. For comparison, in our 
simulation study, the correlation between identity-by-
descent homozygosity level and the gametic MSV was 
approximately between −  0.2 and −  0.3 (results not 
shown). These findings show that the inbreeding level is 
a poor predictor of the gametic MSV, and suggests that 
differences in linkage and allele effect sizes appear to be 
the more significant factors that influence MSV.

Use in plant breeding
We presented this study from an animal breeding 
perspective. All tested criteria, including ExpBVSelGrOff, 
can also be used in plant breeding programs. For example, 
in rapid cycling plant breeding schemes, where genetic 
gain is accelerated by drastically decreasing the generation 
interval [1, 32]. This is made possible by the use of genomic 
estimated breeding values which allow selection without 
field testing. In rapid cycling, no recombinant inbred lines 
or DH are produced for further population improvement. 
Thus, individual plants in a rapid cycling scheme are not 
fully homozygous and are thus directly comparable to 
individuals in animal breeding programs.

More classical breeding schemes with recombinant 
inbred lines or DH may also apply our criterion if selection 
is applied in an intermediate step, such as in the 4-way F1 
parents as shown in Fig. 4, or when the final generation is 

selfed or DH are induced instead of being crossed to the 
population. In these cases, the required genetic variance 
terms simply need to be changed in the equations.

Further development and other work
Further work could focus on extending our presented 
approach to consider even more generations, i.e., extend-
ing the planning horizon. To do so, analytical equations 
need to be developed to calculate the expected gametic 
MSV in great-grand-offspring, great-great-grand-off-
spring or more. While this is theoretically possible, the 
number of founders to consider in these calculations is 
growing exponentially with every additional generation. 
Furthermore, the number of combinations even in the 
same set of founders increases, or in other words, the 
question of who is mated to who and whose offspring 
is mated to who is becoming increasingly more com-
plex with more generations. These combinatoric con-
siderations are not negligible as they can influence the 
gametic MSV of their descendants, and pose a challenge 
to develop efficient selection algorithms. The focus of our 
study was on the development of new criteria rather than 
on well-performing selection and mating algorithms. 
Hence, our algorithms should by no means be understood 
as the perfect solution for selecting with ExpBVSelGrOff  
and ProbSelGrOff.

Our criteria are not designed to manage overall 
diversity, e.g. to preserve alleles with gene actions that 
are not known or alleles that affect a trait that may be 
of interest in the future. Our criteria were designed to 
maximize genetic gain in selected individuals in two 
generations ahead. The most established tool to manage 
overall diversity and genetic gains simultaneously is 
optimum contribution selection (OCS) [4, 33]. While 
the combination of Index5 with OCS is straightforward 
because Index5 expresses a quality for a single individual, 
further investigation is needed to elucidate whether 
and how the ExpBVSelGrOff criterion and OCS can 
complement each other. A potential approach may be to 
optimize the contributions of matings, i.e., the number of 
offspring per mating, instead of optimizing contributions 
of individuals. Optimization techniques have already 
been implemented and reported that can jointly optimize 
mate allocation and genetic contributions [21, 22, 34–38].

In contrast to our quantitative genetically motivated crite-
ria, other techniques for decision making for selection and 
mating from the field of operations research have been pro-
posed in the literature [39–41]. The most notable develop-
ment is the look-ahead selection (LAS) approach presented 
by Moeinizade et al. [41]. LAS aims at solving the problem 
of selection, mating and contribution of parents simultane-
ously to achieve maximum gain within a given timeframe. 
LAS results in a mate plan which suggests selfing of the 
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best individual in the second to last generation as reported 
by Zhang and Wang [39]. Equivalently, it would suggest 
mating the best dam to the best sire in an animal breeding 
setting. Zhang and Wang [39] present an improved LAS 
approach that replaces the need for a fixed timeframe by 
using a sliding window approach. The authors report that 
a window length of 3, i.e., maximizing genetic gain three 
generations ahead, performed best in their study for long-
term gain. Maximizing genetic gain three generations ahead 
is equivalent to maximizing the average breeding value of 
the great-grand-offspring generation which is identical to 
what our criteria ExpBVSelGrOff and ProbSelGrOff aim at. 
Since selected grand-offspring are used as parents for great-
grand-offspring, our criteria look the same number of gen-
erations ahead as the planning horizon in Zhang and Wang 
[39]. Zhang and Wang [39] note that the window length of 3 
may only be optimal in the specific breeding scheme tested 
in their study and different window lengths may be optimal 
in other situations. It should also be noted that several more 
aspects are considered at the selection and mating step in 
the method by Zhang and Wang [39] which we did not con-
sider. Thus, the results of our study are not directly compa-
rable to theirs.

Conclusions
We compared the use of selection criteria that consider 
the gametic MSV of selection candidates and the gametic 
MSV of offspring in addition to breeding values, to 
increase the chance of breeding top individuals. All 
criteria generally performed better than selection based 
on breeding values in terms of genetic gain and genetic 
diversity. We found that our criteria which plan two 
generations ahead, performed better with regards to 
genetic gain and maintaining useful variation than 
selection based on breeding values and the criteria that 
plan one generation ahead as evidenced in the larger 
retained additive genetic variance. Application of our 
criteria comes without additional cost for current 
genomic breeding programs except for additional 
computations. In this study for the proof of concept, we 
assumed that the true QTL effects, genetic map and the 
haplotypes of all animals are known without error.

Appendix 1: Calculation of gametic Mendelian 
sampling variance of offspring
To derive the gametic Mendelian sampling variance 
of the offspring of a particular mating, we used Eq.  (9). 
The expected within-line variance can be calculated with 
Eq.  (10) according to Falconer and Mackay [23] p. 265 
where VW  is the within-line variance, VG is the genetic 

variance in the base population, F  is the inbreeding coef-
ficient of the members of the line and f  is the coefficient 
of coancestry of individuals in the same line. The lines in 
our case are all offspring produced by the parents shown 
in Fig. 4 or produced by individuals E and F in Fig. 9. 
 Figure 9 shows the pedigree of individuals as shown in 
plot b of Fig. 4. An intuitive explanation of Eq. (10) is that 
the variance increases with higher levels of inbreeding 
because a larger fraction of the members of the line are 
homozygous for one of the alleles, i.e., more individuals 
have extreme breeding values than expected under ran-
dom mating. The definition of the coefficient of coances-
try is the probability that a randomly chosen allele in an 
individual is identical-by-descent to a randomly chosen 
allele at the same locus in the other individual (see p. 85 
in [23]). Thus, the higher the coancestry coefficient is, 
the more similar are the allele frequencies in two indi-
viduals. This results in more similar breeding values of 
two individuals which reduces the genetic variance. For 
a complete description, see Falconer and Mackay [23].

The variance of DH progeny produced by a single 
individual can be calculated with Eq.  (10) as this 
variance is identical to the within-line variance. For 
DH produced by a single non-inbred individual, this 
variance is 1 VG:

This is identical to the description of Dempfle [6] who 
presents a formula to calculate the gametic Mendelian 
sampling variance of an individual based on its inbreed-
ing coefficient with Vgametes = (1− F) ∗ VG

4
 where   F  is  

the inbreeding coefficient of the individual. For a non-
inbred individual, the gametic variance is 0.25VG . This is 

(10)VW =
(

1+ F − 2f
)

VG .

V1FS:DH = (1+ 1− 2 ∗ 0.5)VG = (1+ 1− 1)VG = 1VG .

Fig. 9 Pedigree as considered in Fig. 4. The subscript “_dh” indicates 
that the individual is a double haploid. Individuals ”A_dh”, ”B_dh”, ”C_
dh” and ”D_dh” are unrelated founders
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different by a factor of 4 to the variance if DH were pro-
duced based on one individual. This factor is caused by 
gametes being haploid and DH being diploid.

The variance of full-sibs as shown in plot a of Fig.  4 
and represented by G and H in Fig. 9 is 0.5 VG:

The variance of the breeding values of double 
haploids produced by all full-sibs as shown in plot b of 
Fig. 4 and represented by I_dh and J_dh in Fig. 9 is 1.5 
VG:

The variance among full-sibs and the variance of double 
haploids produced by all full-sibs can be used to calculate 
the variance of DH offspring produced by a single full-sib 
offspring. Note that this is identical to the numerator of 
Eq. (9) which is (σ 2

DH − σ 2
FS):

 
 

which can be rewritten as:

The coefficient of coancestry for DH progeny produced 
by full-sibs ( fallFS:DH ) , such as I_dh and J_dh, is 0.25. 
This is identical to the coefficient of coancestry of the 
full-sibs ( fFS) . The inbreeding coefficient FallFS:DH for 
double haploids is 1 and the inbreeding coefficient of full-
sibs FFS is 0 as the parents are unrelated. Inserting these 
values gives a variance of 1 VG:

This is equivalent to the result of the calculation above 
for the variance of DH offspring produced by one indi-
vidual when using Eq. (10) directly. Thus, the numerator 
of our Eq.  (9) is correct. The denominator just follows 
from the fact that 4 is the factor with which to transform 
variances on a DH level to gametic variances. The numer-
ator ( V1FS:DH ) cannot be calculated analytically based on 
allele substitution effects and linkage directly since no 
formula has been presented yet. Thus, we combined two 
published approaches for VallFS:DH ( σ 2

DH ) and VFS ( σ 2
FS ) by 

using the methods presented by Allier et al. [9] and Musa 
and Reinsch [5], respectively.

VFS = (1+ 0− 2 ∗ 0.25)VG = (1+ 0− 0.5)VG = 0.5VG .

VallFS:DH = (1+ 1− 2 ∗ 0.25)VG = (1+ 1− 0.5)VG = 1.5VG .

V1FS:DH =
(

1+ FallFS:DH − 2 ∗ fallFS:DH
)

VG

− (1+ FFS − 2 ∗ fFS)VG .

V1FS:DH =
(

1− 1+ FallFS:DH − FFS − 2 ∗ fallFS:DH
−
(

−2 ∗ fFS
))

VG .

V1FS:DH = (1− 1+ 1− 0− 2 ∗ 0.25− (−2 ∗ 0.25))VG

= (0+ 1− 0.5+ 0.5)VG = 1VG .

Appendix 2: Calculation of the selection intensity 
and normalized truncation selection point 
for ProbSelGrOff criterion
When using criterion ProbSelGrOff, the normalized 
truncation selection point x , the selection intensity i and 
thus the variance reduction coefficient k are different 
for every mating. They depend on the parent average 
breeding value, the variance among fullsib offspring and 
the absolute truncation selection point.

The normalized truncation selection point can be 
calculated in the following way:

x =
τpO−

(

BV sire+BVdam
2

)

√

σ 2
FS

.

To calculate the selection intensity, the density at the 
normalized selection point x is needed. The density func-
tion of the standard normal distribution is the following:

The selection intensity that applies to offspring of a 
particular mating is:
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