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ABSTRACT
From the perspective of telecommunication, next-generation net-
works will face several challenges of a growing number of users
and services, resulting in high-traffic generation with limited net-
work resources. Traditional predictive models, with their limited
capacity to extract the intricate spatial-temporal dependencies and
the multifaceted topological structures of traffic data, often cannot
fully understand the dynamics of traffic flows. Recognizing the
potential of Graph Neural Networks (GNNs) - which have already
demonstrated efficacy in road traffic prediction - this paper delves
deep into a comprehensive evaluation of sophisticated GNN-based
models, namely DCRNN, ASTGCN, GWN, AGCRN, GMAN, and
MTGNN. Each of these models, equipped with its unique architec-
tural innovations, adeptly captures the underlying spatio-temporal
patterns inherent to network traffic data, promising a paradigm
shift in how we anticipate and manage future network traffic chal-
lenges. In particular, we focus on benchmarking these models on the
network traffic prediction task using the NetMob23 Data challenge
dataset.

1 INTRODUCTION
Network traffic prediction is an essential problem in network man-
agement. Accurate traffic prediction will provide network operators
with insight into the network state and suggest appropriate actions
to optimize the network. Similarly, in the context of a zero-touch
network, traffic prediction can continuously inform the monitor-
ing components about future network conditions, enabling timely
decision-making. Dynamic network slicing serves as a prime appli-
cation. Within the core of a B5G network where network functions
are fully virtualized, network slicing allows network providers to
offer their services to diverse clients while maintaining the quality
of service (QoS) to meet clients’ specific requirements. Moreover,
dynamic network slicing offers enhanced flexibility for operators to
dynamically orchestrate the slicing to address evolving client needs.
Consequently, accurate traffic prediction empowers dynamic net-
work slicing by providing valuable insights about the future client
usage pattern, facilitating the preparation of slicing configurations
to adapt to potential client demands.

Predicting network traffic can be formulated as a time series
forecasting problem where one needs to find the best forecasting
∗Also with Nantes University, École Centrale Nantes, IMT Atlantique, CNRS, INRIA,
LS2N, UMR 6004.

model using historical traffic data to generate the most accurate
future traffic predictions. However, this approach risks losing the
spatial information of the data. Considering the network traffic
per evolved Node B (eNodeB), e.g., one time series per eNodeB to
represent the network traffic of an eNodeB, there exists certainly
a spatial correlation between these time series. For instance, geo-
graphically proximate eNodeBs can exhibit similar traffic volumes
due to comparable population densities. Additionally, depending on
users’ mobility patterns during network usage, network traffic state
can be diffused from one eNodeB to another. Overall, the presence
of spatial correlation within the network traffic prediction raises the
need to exploit another dimension of the data beyond the temporal
dimension alone. Consequently, spatio-temporal traffic prediction
has recently emerged to address network traffic prediction.

Graph neural networks (GNNs) play a crucial role in solving
the spatio-temporal prediction problem [3, 5, 7, 9–11]. Thanks to
the invariance to permutation of node orders, GNNs can extract
structural information from graphs and load it within node embed-
dings. In the context of spatio-temporal prediction, GNNs facilitates
the exploitation of the data patterns along the spatial dimension,
complementing the temporal characteristics.

Similarly, road traffic prediction has also been formulated as a
spatio-temporal forecasting problem. Researchers have developed
various frameworks harnessing GNNs to perform multi-step ahead
forecasting given historical sub-sequences of transport traffic vol-
ume (or average speed) per sensor.

In this data challenge, our objective is to benchmark several
spatio-temporal models on the network traffic prediction task using
the NetMob23 Data challenge dataset [8]. It is important to note that
most of these models have only been benchmarked on road traffic
datasets. Although the two scenarios differ, the problems in both
can be framed as a spatio-temporal traffic prediction task. However,
due to the distinct characteristics of the network traffic dataset, it is
necessary to process this data and reframe the problem within the
context of spatio-temporal network traffic forecasting. Thus, our
contributions in this work are the benchmark of multiple spatio-
temporal traffic prediction models, which were mostly evaluated
on road traffic data, on the network traffic dataset with different
evaluation protocols.
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2 METHODOLOGY
2.1 Problem formulation
The traffic prediction problem is defined as the prediction of the
future𝑇𝑓 timesteps given the historical𝑇ℎ timesteps. We denote the
multivariate time series representing the entire set of traffic data as
𝑿 . To be short, we denote𝑿 (𝑡 ) as the value of the multivariate time
series at the timestep 𝑡 and denote𝑿𝑖 as the univariate time series of
the 𝑖-th variable corresponding to the 𝑖-th eNodeB. Finally, 𝑿 (𝑡 )

𝑖
is

the scalar value of the 𝑖-th variable at timestep 𝑡 . We also denote the
temporal length of the multivariate time series as 𝐿 and the number
of the variables as 𝑁 . It follows that, 𝑿 (𝑡 ) ∈ R𝑁 and 𝑿𝑖 ∈ R𝐿 . The
traffic prediction can be formulated as an optimization problem,
finding a function 𝑓 which maps from the historical timesteps to
the future timesteps:

argmin
𝑓

L
(
𝑓

(
𝑿 (𝑡−𝑇ℎ :𝑡 )

)
,𝑿 (𝑡 :𝑡+𝑇𝑓 )

)
, (1)

where L is the loss function. If we take into account the traffic
structure, which is represented under a graph G, we can redefine
the problem as:

argmin
𝑓

L
(
𝑓

(
G,𝑿 (𝑡−𝑇ℎ :𝑡 )

)
,𝑿 (𝑡 :𝑡+𝑇𝑓 )

)
. (2)

2.2 Data selection
Firstly, the provided data was in the form of aggregated traffic dis-
tributed across regular tiles. While this format allows organizing
data in a grid, it does not reflect the real-world scenario where
data is collected and aggregated per eNodeB, which is essential for
forecasting traffic and performing radio resource management. To
address this issue, we combine the spatio-temporal data with the
eNodeB map [2] and extract the network traffic only for tiles where
eNodeBs are present. Since the methodology to calculate the cover-
age probability for each tile was not detailed, it is difficult to reverse
the calculation to obtain the per-eNodeB traffic. However, we can
assume that the generated traffic in tiles attached to eNodeBs main-
tains the traffic patterns corresponding to those eNodeBs. During
experiments, we successfully extracted locations of 1499 eNodeBs.
To make the experiments faster and more lightweight, we apply
random pruning to remove a portion of the eNodeBs following a
Bernoulli distribution with a probability parameter of 𝑝 = 0.5. In
the end, the dataset employed in our experiments consists of traffic
from 729 eNodeBs located in Paris.

Secondly, although diverse mobile application traffic data is pro-
vided, it is not necessary to predict the traffic for every one of them.
Therefore, we took inspiration from the Quality of Service Class
Identifier (QCI) [1] to select 5 specific applications to highlight dis-
tinct classes of QoS requirements: (1) Apple Video - conversational
voice/video, (2) Fortnite - real-time gaming, (3) Netflix - buffered
streaming, (4) Instagram - TCP-based and live streaming and (5)
Microsoft Mail - TCP-based application. This selection allows us
to capture the varied demands placed on the network infrastruc-
ture, considering factors such as peak hours, geographical locations,
and different types of content consumption. For example, while
Microsoft Mail experiences high demand during work hours and
in the workplace, Netflix may exhibit high consumption even at
night, on weekends, and in residential areas. Each application has

its unique usage patterns and characteristics, which contribute to
the overall diversity of the filtered dataset. By incorporating these
diverse applications, our study can provide valuable insights into
the challenges and opportunities associated with network traffic
prediction and management across different service classes.

Finally, to evaluate the performance of multiple model architec-
tures, we adopt a dual approach. We train one model per framework
to predict the traffic for each of the five applications, allowing us
to assess the generalizability of the model architectures across di-
verse application scenarios. This approach provides insights into
the model’s ability to capture different traffic patterns. Additionally,
we train another model for each framework to predict the aggre-
gated traffic resulting from the combination of the five distinct
application traffic patterns. This approach allows us to benchmark
the models’ capability to handle complex traffic dynamics.

2.3 Graph construction
Similar to road traffic prediction, we have two main strategies for
pre-defining the graph for spatio-temporal prediction: (1) spatial
proximity graph and (2) temporal similarity graph.

Similar to the road traffic datasets [7], the edge𝑊𝑖 𝑗 of the spatial
proximity graph is defined and weighted based on the distance
between the geolocations of nodes 𝑖 and 𝑗 :

𝑊 𝑠
𝑖 𝑗 =

{
exp

(
− dist(𝑖, 𝑗 )2

𝜎2

)
, if dist(𝑖, 𝑗) < 𝜅 and 𝑖 ≠ 𝑗 .

0, otherwise.
(3)

The negative exponential function allows the rescale of the pairwise
distances of the eNodeBs into [0, 1] interval while 𝜎 is a scalar to
mitigate the skewness of the distance distribution. To control the
sparsity of the graph, we further prune out edges leaving only
𝑘-nearest neighbors for each node. Finally, we symmetrize the
adjacency graph by averaging it with its transpose:𝑊sym = (𝑊knn+
𝑊 ⊤

knn)/2. To find these parameters, we look to reduce the sparsity
of the graph as far as possible while ensuring the connexity of
the graph and the symmetrical distribution of node degrees. In the
experiments, we set 𝜎 = 5, 𝜅 = 4 (km), and 𝑘 = 10. While the
extensive elaboration of these hyperparameters could be done to
study their influence on the final results, it is not the focus of this
work.

In the same vein, we establish the edges of the temporal similarity
graph by computing the pairwise dynamic time warping (DTW)
distances between the one-week traffic of each eNodeB:

𝑊 𝑡
𝑖 𝑗 =

{
exp

(
− dtw(𝑖, 𝑗 )

𝛾

)
, if 𝑖 ≠ 𝑗 .

0, otherwise.
(4)

Unlike the spatial proximity graph, we directly apply the 𝑘-nearest
neighbors approach to remove edges without 𝜅-thresholding. Addi-
tionally, we also ensure the graph’s symmetry by averaging it with
its transpose. Following the same methodology as in the proximity
graph construction, we set 𝛾 = 107 and 𝑘 = 10.

2.4 Spatio-temporal models
In this challenge, we select six spatio-temporal models that have
demonstrated robustness in the field of road traffic prediction.
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• DCRNN [7] is a spatio-temporal model, which leverages dual
directional diffusion convolution to capture spatial depen-
dencies and incorporates it into a sequence of gated recurrent
units (GRUs) to further exploit the temporal dimension.

• GWN (Graph Wavenet) [10] combines self-adaptive graph
convolutional networks as spatial moduleswith dilated causal
convolutions as temporal modules.

• AGCRN [3] integrates adaptive graph convolutional net-
works within a sequence of GRUs to capture both node-
specific spatial and temporal correlations in traffic series.

• ASTGCN [5] is a spatio-temporal model that comprises graph
convolutional network (GCN) and temporal convolution,
with the introduction of spatial-temporal attention modules
to distill information on both dimensions.

• GMAN [11] is a transformer framework with a multi-head
attention mechanism, enabling the model to extract infor-
mation from both spatial and temporal dimensions.

• MTGNN [9] is an enhanced version of GWN, which incorpo-
rates self-adaptive graph convolution with mix-hop propaga-
tion layers for spatial modules and dilated inception layers
for temporal modules.

It is worth noting that among the 6 models indicated, ASTGCN,
GWN, and MTGNN do not require any pre-defined graph structure
since they use learnable graph adjacency matrices.

3 EXPERIMENTS
3.1 Setup
3.1.1 Data processing.

We split every single time series into several subsequences of 15
timesteps (i.e., 3h45min) using sliding windows. A spatio-temporal
data sample then consists of 729 subsequences corresponding to the
traffic on 729 eNodeBs within the same time interval. We then ar-
range sequential data samples into training, validation, and testing
splits with a factor of 0.7, 0.2, and 0.1 respectively. Before feeding
data to the model, we normalize it using the standard scaler and
data statistics, such as mean and standard deviation, calculated
from the training split and de-normalized for evaluation. In each
data sample, we use 12 first timesteps as historical data to predict
the next 3 timesteps, i.e., 𝑇ℎ = 12 and 𝑇𝑓 = 3.

3.1.2 Metrics for evaluation.
We use three metrics (RMSE, MAPE, and MAE) as presented

in the equations below. RMSE measures the squared difference
between predictions and ground truth, sensitive to large errors. On
the other hand, MAE considers the absolute difference regardless of
scale. The MAE and RMSE consider only the difference between the
prediction and the ground truth regardless of their scale. In contrast,
the mean average percentage error (MAPE) quantifies errors as a
percentage of the ground truth. While MAPE may initially seem
more intuitive as a metric, it can be misleading, especially when
dealing with datasets that have a wide range of ground truth values,
encompassing both extreme and near-zero values. In such cases,
a forecasting model may attempt to generate a prediction within
or near the middle range of the data distribution, which can be
significantly larger than the ground truth value. This can result in

Table 1: Spatial proximity graph results.

Apple Video Fortnite Instagram Microsoft Mail Netflix
×104 or % ×102 or % ×104 or % ×104 or % ×104 or %

MAE AGCRN 3.68 0.61 7.15 0.52 5.70
ASTGCN 3.68 0.61 6.93 0.52 5.68
DCRNN 3.54 0.59 6.59 0.49 5.50
GMAN 3.57 0.61 6.88 0.50 5.56
GWN 3.49 0.59 6.50 0.49 5.44
MTGNN 3.49 0.59 6.54 0.49 5.46

RMSE AGCRN 11.16 2.24 13.70 2.75 16.05
ASTGCN 11.03 2.27 12.99 2.74 16.09
DCRNN 10.86 2.17 12.61 2.62 15.85
GMAN 11.18 2.29 12.93 2.75 16.09
GWN 10.97 2.18 12.45 2.59 15.75
MTGNN 10.83 2.19 12.47 2.60 15.65

MAPE (%) AGCRN 1566.52 265.42 49.46 136.24 376.95
ASTGCN 648.20 277.15 52.33 91.78 244.37
DCRNN 826.57 272.71 47.00 172.92 238.97
GMAN 639.09 236.47 52.85 148.89 155.80
GWN 857.23 237.60 44.05 123.61 335.25
MTGNN 780.38 253.52 42.94 111.11 242.85

an enormous percentage error, leading to a disproportionately high
MAPE.

In practice, employing all three metrics offers a more comprehen-
sive assessment of forecasting models, taking into account different
aspects of prediction accuracy.

• Root mean square error (RMSE)

RMSE(𝒙, �̂�) =
√︄

1
|Ω |

∑︁
𝑖∈Ω

(𝑥𝑖 − 𝑥𝑖 )2 (5)

• Mean average percentage error (MAPE)

MAPE(𝒙, �̂�) = 1
|Ω |

∑︁
𝑖∈Ω

����𝑥𝑖 − 𝑥𝑖

𝑥𝑖

���� (6)

• Mean absolute error (MAE)

MAE(𝒙, �̂�) = 1
|Ω |

∑︁
𝑖∈Ω

|𝑥𝑖 − 𝑥𝑖 | (7)

3.2 Experimental results
3.2.1 Spatial proximity graph.

We summarize in the table 1 the prediction results at a 15-minute
horizon for each traffic type, modeled via the spatial proximity
graph, following 3 selected evaluation metrics. It can be observed
that GWN and MTGNN dominate in terms of MAE and RMSE.
Meanwhile, GMAN exhibits inferior errors in terms of MAPE. We
also compare visually the distribution of models’ predictions and
the ground truth via the box plots in figure 4. By the box plots, it
can be observed that ASTGCN tends to generate small predictions,
especially on the Apple Video and Microsoft Mail datasets.

3.2.2 Temporal similarity graph.
Similarly, we collect quantitative results on 5 datasets with 6

listed models and summarize them in table 2. Since ASTCN, MT-
GNN, and GWN do not depend on the prior graph structure, their
results are identical to those in table 1. However, there are definitely
changes in the final results of the other models where GWN and
MTGNN still outperform others according to the MAE and RMSE
metrics. In terms of MAPE, enabled by the improvement of itself
and the degradation of GMAN, ASTGCN becomes the best model
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Table 2: Temporal similarity graph results.

Apple Video Fortnite Instagram Microsoft Mail Netflix
×104 or % ×102 or % ×104 or % ×104 or % ×104 or %

MAE AGCRN 3.68 0.61 7.15 0.52 5.70
ASTGCN 3.70 0.61 7.06 0.52 5.78
DCRNN 3.51 0.59 6.58 0.49 5.49
GMAN 3.57 0.61 6.79 0.50 5.51
GWN 3.49 0.59 6.50 0.49 5.44
MTGNN 3.49 0.59 6.54 0.49 5.46

RMSE AGCRN 11.16 2.24 13.70 2.75 16.05
ASTGCN 11.05 2.25 13.37 2.75 15.98
DCRNN 10.93 2.17 12.48 2.65 15.82
GMAN 11.10 2.28 12.86 2.72 15.87
GWN 10.97 2.18 12.45 2.59 15.75
MTGNN 10.83 2.19 12.47 2.60 15.65

MAPE (%) AGCRN 1566.52 265.42 49.46 136.24 376.95
ASTGCN 539.12 248.73 38.97 108.02 194.01
DCRNN 732.87 267.54 45.15 93.92 287.21
GMAN 1118.64 241.58 58.04 215.36 185.75
GWN 857.23 237.60 44.05 123.61 335.25
MTGNN 780.38 253.52 42.94 111.11 242.85

according to this metric with superior accuracy in 3 datasets; Apple
Video, Instagram, and Netflix.

To compare the performance of the prior-graph-dependant mod-
els in the two setups, we estimate the performance difference in
percentage: (LG𝑡

− LG𝑠
)/LG𝑡

and summarize them in table 3.
Not much difference occurs in terms of MAE and RMSE metrics.
However, ASTGCN and DCRNN gain large accuracy boosts when
switching to the use of temporal similarity graphs on 4 over 5
datasets according to MAPE. In contrast, GMAN’s accuracy de-
grades significantly on all 5 datasets.

3.2.3 Aggregated traffic.
We aggregate the traffic of 5 applications to have a new dataset.

The performances of each model over the different metrics and
prediction horizons are summarized in the table 4. From the above
analysis, in this experiment, we choose to use the temporal similar-
ity graph for ASTGCN and DCRNN, and the proximity graph for
GMAN. Overall, the quantitative results show that GWN and MT-
GNN, again, outperform the other models. While the former excels
in predicting at the 15-minute horizon, the latter exhibits superior
performance at the 30- and 45-minute horizon. Additionally, GMAN
is also competitive at the 45-minute horizon. These results are rela-
tively similar to the conclusions drawn from [9, 11] where GMAN
showed its potential to predict with accuracy in the long-range
thanks to the design based on pure attention mechanism.

3.2.4 Comparison to baselines.
On the aggregated traffic data, we compare spatio-temporal pre-

diction models against two classical time series forecasting methods
(see table 4): (1)HA (Historical average) leverages the seasonality of
the time series, and uses the weighted average of previous seasons
as the prediction; (2) VAR (Vector autoregression) uses a system
of linear equations to model the evolution of multiple time series
variables over time, where each variable is regressed on its own
lagged values as well as the lagged values of all other variables in
the system. The results from these two models give hints about the
upper bound of the errors for any advanced forecasting methods.

3.2.5 Qualitative results.
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Figure 1: A qualitative comparison between the predicted
traffic by GMAN, MTGNN against the ground truth over the
2 last days of the Netflix traffic data on the tile 31649.

According to the previous quantitative analysis, while MTGNN
performs best in MAE and RMSE metrics, we achieved an even
better result in MAPE with GMAN. To delve deeper into what con-
tributes to GMAN’s superior MAPE results, we turn to a qualitative
examination of the predictions made by both models in comparison
to the ground truth of Netflix traffic (see Fig. 1). For this quali-
tative analysis, we focus on the eNodeB where the difference of
percentage error between the two models is the most pronounced.
To ensure clarity, we visualize the traffic data for only the last 2
days. Take a look at the traffic on May 30th, where the real traffic
experiences a significant drop, while both models can anticipate the
drop, MTGNN "rebounds" too quickly and misses the actual traffic
decline. Since the ground truth traffic is near zero and the MTGNN
prediction remains at a relatively large scale (approximately 104),
the resulting percentage error becomes extremely large (up to 105%),
contributing to a MAPEmuch higher than GMAN. This observation
holds true for various segments of traffic across different eNodeBs.
In other words, GMAN excels in MAPE metric thanks to its ability
to make correct predictions for near-zero traffic values.

3.2.6 Inference time.
We benchmark the average time of each model to process a batch

of a single data sample during the inference phase (Table 2). As
GMAN employs a multi-head attention mechanism along both axis
spatial and temporal, the computation is more complex than those
using single-head attention (e.g., ASTGCN) and those leveraging
pure convolution (e.g., GWN and MTGNN). Besides, DCRNN and
AGCRN, owing to the incorporation of recurrent neural network
(RNN) in their design, involve sequential computations that can
contribute to longer inference times and greater computational
demands. However, AGCRN is faster than DCRNN since it leverages
the GCN, which is indeed the first-order approximation of spectral
graph filtering [4, 6], while DCRNN employs the second-order
approximation. Finally, ASTGCN, GWN, and MTGNN are the top 3
fastest models thanks to their lightweight design. While ASTGCN
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Table 3: Error difference (%) when switching from proximity graph to temporal similarity graph. ↓ means performance
improvement and vice versa.

MAE MAPE RMSE

ASTGCN DCRNN GMAN ASTGCN DCRNN GMAN ASTGCN DCRNN GMAN

Apple Video ↑ 0.64 ↓ 0.82 ↓ 0.19 ↓ 16.83 ↓ 11.34 ↑ 75.04 ↑ 0.15 ↑ 0.60 ↓ 0.77
Fortnite ↑ 0.57 ↓ 0.11 ↓ 0.08 ↓ 10.26 ↓ 1.90 ↑ 2.16 ↓ 0.60 ↑ 0.13 ↓ 0.69
Instagram ↑ 1.81 ↓ 0.12 ↓ 1.40 ↓ 25.53 ↓ 3.95 ↑ 9.81 ↑ 2.92 ↓ 1.07 ↓ 0.52
Microsoft Mail ↓ 0.42 ↑ 0.35 ↓ 0.02 ↑ 17.69 ↓ 45.68 ↑ 44.65 ↑ 0.16 ↑ 1.09 ↓ 1.17
Netflix ↑ 1.79 ↓ 0.11 ↓ 1.03 ↓ 20.61 ↑ 20.19 ↑ 19.22 ↓ 0.70 ↓ 0.21 ↓ 1.33

Table 4:Multi-step prediction results on the aggregated traffic
dataset.

15min 30min 45min

Metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

HA 18.12 85.62 37.02 18.12 85.62 37.02 18.12 85.62 37.02
VAR 17.47 90.09 33.46 18.19 97.96 35.25 18.09 100.09 35.33

AGCRN 11.76 45.22 24.66 13.11 51.61 27.12 14.07 58.32 28.83
ASTGCN 11.56 37.93 24.00 12.80 52.30 26.60 13.92 46.24 28.44
DCRNN 10.89 38.11 23.26 12.00 42.96 25.48 12.62 46.52 26.67
GMAN 11.18 52.33 23.70 12.04 55.91 25.29 12.43 59.13 26.03
GWN 10.82 34.79 23.25 11.86 38.63 25.32 12.45 41.66 26.37

MTGNN 10.96 34.85 23.25 11.91 37.45 25.28 12.43 40.92 26.33
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Figure 2: Average estimated time to process one single batch
of 1 data sample during inference phase.

involves only single-head attention and GCN, GWN and MTGNN
use pure convolution: temporal convolution and GCN.

4 DISCUSSION
Overall, on one hand, GWN and MTGNN outperform the others
according to MAE and RMSE in almost every experiment. On the
other hand, ASTGCN coupled with the temporal similarity graph,
GMAN with the spatial proximity graph have the least mean aver-
age percentage error in predicting traffic of individual applications.
Additionally, we also achieved noteworthy results with GMAN
on the aggregated traffic data in the 45-minute horizon. In this
regard, GMAN’s performance is on par with that of MTGNN. It is
also noticed that leveraging the temporal similarity graph for AST-
GCN and DCRNN significantly enhances the MAPE for ASTGCN

and DCRNN, leading to substantial improvements in prediction
accuracy. However, applying the same strategy to GMAN has the
opposite effect, causing a notable decline in prediction performance
according to MAPE.

While spatio-temporal prediction is proposed to enhance the
exploitation of the spatial interdependency between eNodeBs’ traf-
fic, it is not flexible by design. When a new eNodeB is installed,
the eNodeB graph has to be reconstructed and the model has to
be re-trained to adapt to the new setting of the dataset to perform
appropriate predictions. This, however, is not a problem for road
traffic prediction since the road infrastructure is more stable by
nature. Therefore, a potential direction is to design new flexible
spatio-temporal models that can adapt quickly to the new radio
infrastructure.

5 CONCLUSION
In recent years, numerous studies and efforts have beenmade to pre-
dict traffic. In this paper, we studied the use of several GNN-based
models, a promising direction that enables intelligent network man-
agement. First, we started with a deep discussion on data selection
and graph construction. Then, we provided an experimental anal-
ysis of different well-known GNN-based models. Our experiment
findings reveal a contrast in the predictive efficacy of such models
when applied to different traffic domains. While they showed effi-
cient results for forecasting road traffic patterns, their performance
degraded significantly when tasked with network traffic prediction.
This is due to the complexity and dynamics inherent to network traf-
fic, which may not be fully captured by models optimized for road
traffic scenarios. Further investigation is essential to fine-tune and
improve these models to better align with the nuances of network
traffic.
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Figure 3: MTGNN and GMAN predictions against the ground truth in the aggregated traffic dataset.
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Figure 4: Boxplots to compare predictions of all 5 models against the ground truth on each dataset when using spatial proximity
graph.
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Figure 5: Boxplots to compare predictions of all 5 models against the ground truth on each dataset when using temporal
similarity graph.
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