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#### Abstract

Randomized Controlled Trials (RCT) are the current gold standards to empirically measure the effect of a new drug. However, they may be of limited size and resorting to complementary non-randomized data, referred to as observational, is promising, as additional sources of evidence. In both RCT and observational data, the Risk Difference (RD) is often used to characterize the effect of a drug. Additionally, medical guidelines recommend to also report the Risk Ratio (RR), which may provide a different comprehension of the effect of the same drug. While different methods have been proposed and studied to estimate the RD, few methods exist to estimate the RR. In this paper, we propose estimators of the RR both in RCT and observational data and provide both asymptotical and finite-sample analyses. We show that, even in an RCT, estimating treatment allocation probability or adjusting for covariates leads to lower asymptotic variance. In observational studies, we propose weighting and outcome modeling estimators and derive their asymptotic bias and variance for well-specified models. Using semi-parametric theory, we define two doubly robusts estimators with minimal variances among unbiased estimators. We support our theoretical analysis with empirical evaluations and illustrate our findings through experiments.


## 1 Introduction

Motivation Modern evidence-based medicine prioritizes Randomized Controlled Trials (RCTs) as the cornerstone of clinical evidence. Randomization in RCTs allows for the estimation of the average treatment effect (ATE) by mitigating confounding influences from extraneous or undesirable factors. However, RCTs may face limitations due to stringent eligibility criteria, unrealistic realworld compliance, short study durations, and limited sample sizes. Medical journals such as JAMA (Bibbins-Domingo, 2024) and others (Hernan and Robins 2016) have advocated the use of real-world data, often referred to as observational data, to provide additional sources of evidence. These data sets are typically less expensive to collect, more representative of the target population, and usually encompass large sample sizes. Various estimators have been proposed to measure the treatment effect on an absolute scale. In the context of RCTs, estimators such as the Horvitz and Thompson (1952) or the Difference-in-Means introduced by Splawa-Neyman et al. (1990) can be used to estimate the risk difference (RD). For observational studies, several methods aim to estimate the risk difference
while minimizing confounding effects. These methods include re-weighting using Inverse Probability Weighting (IPW) (Hirano et al. 2003), outcome modeling with the G-formula, and doubly robust approaches like Augmented Inverse Probability Weighting (AIPW) introduced by (Robins, 1986).

In scenarios where outcomes are always either positive or negative, relative measures such as the Risk Ratio (RR) become particularly relevant. As explained in the medical CONSORT (Moher et al. 2010) guidelines, it is crucial to report relative treatment effect measures like the Risk Ratio (RR) alongside absolute measures to provide a more comprehensive understanding of the effect and its implications, as neither measure alone offers a complete picture. Indeed selecting one measure over another carries several implications. Naylor et al. (1992) and Forrow et al. (1992) demonstrated that physicians' inclination to treat patients, based on their perception of therapeutic impact, is influenced by the scale utilized to present clinical effects. In addition, the treatment effect may be heterogeneous in one scale, i.e. the treatment effect varies according to patient characteristics, but homogeneous in another scale (Rothman, 2011), which significantly disrupts interpretation. Colnet et al. (2024b) discusses in depth causal measure's properties with a focus on generalization of the treatment effect from a trial to a target population. However, aside from Shirvaikar and Holmes (2023), who uses causal forests to estimate the RR for different subgroups in a population, no closed-form estimators currently exist to estimate the RR. This indicates that, in practice, highly heuristic techniques are used to report the Risk Ratio in RCTs. There is a clear gap and a need for robust estimators and comprehensive analyses of their properties to offer better assessments of treatment effects and follow medical recommendations even in observational studies.

Contributions In this paper, we propose and study various estimators of the Risk Ratio in both randomized controlled trials and observational studies. In Section 2, for RCTs, we introduce the Risk Ratio Neyman (RR-N) and the Risk Ratio Horvitz-Thompson (RR-HT) estimators. We derive the expressions of their biases and variances in both finite-sample and asymptotic settings. Our analysis gives the optimal exposure probability to minimize the variance and proves the benefits of estimating it even in an RCT setting. Regarding observational studies, we propose in Section 3 the Risk Ratio of Inverse Propensity Weighting (RR-IPW) and the Risk Ratio of outcome modeling (RR-G) and derive the expressions of their biases and variances in both finite-sample and asymptotic settings. We also establish central limit theorems. Based on semi-parametric theory (Kennedy, 2015), we establish two doubly robust estimators and their cross-fitted version: Risk Ratio Augmented Inverse Propensity Weighting (RR-AIPW) and Risk Ratio One-step (RR-OS). A direct consequence of semi-parametric theory is that RR-OS has the minimal variance among all unbiased estimators whereas RR-AIPW has also the same asymptotic variance but has a positive bias. Compared to the Risk Difference, studying the Risk Ratio poses additional technical difficulties, due to its non-linear nature. Dedicated mathematical tools are used based on linearization and semi-parametric theory. In Section 4, we substantiate our theoretical findings with empirical evaluations, demonstrating the practical relevance and robustness of our proposed estimators.

Problem setting In the potential outcome framework (see Rubin, 1974, Splawa-Neyman et al. 1990), we consider the random variables $\left(X, T, Y^{(0)}, Y^{(1)}\right)$, where $X \in \mathbb{R}^{p}$ denotes covariates describing a patient, $T$ is the treatment assignment ( $T=1$ when the treatment is given to an individual, $T=0$ otherwise) and $Y^{(0)}$ (resp. $Y^{(1)}$ ) is the outcome of interest, describing the status of a patient without treatment (and with treatment respectively). In practice, we do not have access simultaneously to $Y^{(0)}$ and $Y^{(0)}$, and we only observe

$$
Y=T Y^{(1)}+(1-T) Y^{(0)}
$$

Causal effect measures are functional of the joint distribution of potential outcomes (see Pearl, 2009). In particular, the Risk Difference (RD) and the Risk Ratio (RR) contrast the two states as followed:

$$
\begin{equation*}
\tau_{\mathrm{RD}}=\mathbb{E}\left[Y^{(1)}\right]-\mathbb{E}\left[Y^{(0)}\right] \quad \text { and } \quad \tau_{\mathrm{RR}}=\frac{\mathbb{E}\left[Y^{(1)}\right]}{\mathbb{E}\left[Y^{(0)}\right]} \tag{1}
\end{equation*}
$$

The aim of this paper is to propose and study estimators of $\tau_{\text {RR }}$. To estimate this quantity, we assume to be given an i.i.d dataset $\left(X_{1}, T_{1}, Y_{1}\right), \ldots,\left(X_{n}, T_{n}, Y_{n}\right)$.

## 2 Estimating the Risk Ratio in RCTs

Randomized Controlled Trials randomly assign treatment to patients in order to evaluate treatment effects. We focus on the Bernoulli design, one of the most widely used RCT designs (Rubin, 1974; Imbens and Rubin 2015), where each participant has the same probability $e \in(0,1)$ of being treated, independently of the treatments of others. Throughout the paper, we use the following assumptions.
Assumption 1 (Bernoulli Trial). We consider the following assumptions:

1. Ignorability or Exchangeability, that is: $T \Perp\left(Y^{(0)}, Y^{(1)}\right)$.
2. SUTVA (Stable Unit Treatment Value Assumption): $Y=T Y^{(1)}+(1-T) Y^{(0)}$.
3. i.i.d. The data set is i.i.d. $\left(X_{i}, T_{i}, Y_{i}^{(0)}, Y_{i}^{(1)}\right)_{i=1, \ldots, n} \stackrel{\text { i.i.d. }}{\sim} \mathcal{P}$. In particular, the treatment assignment of one participant does not influence that of another, that is, for all $i \neq j$, $T_{i} \Perp T_{j}$.
4. Trial positivity: Each participant $i$ has a fixed probability $e \in(0,1)$ of being assigned to the intervention group $\mathbb{P}\left[T_{i}=1\right]=e$.

Bernoulli trials offer the flexibility to easily include additional participants or handles dropouts, preserving the study's overall integrity. Besides, we need to guarantee the existence of our estimates.
Assumption 2 (Outcome positivity). We suppose that both $Y^{(0)}$ and $Y^{(1)}$ are squared integrable and that $\mathbb{E}\left[Y^{(0)} \mid X\right], \mathbb{E}\left[Y^{(1)} \mid X\right]>0$.

We propose three RR estimators: the RR Horvitz-Thompson, the RR Neyman and the RR G-formula. We provide finite-sample as well as asymptotic bias and variance of these estimators.

### 2.1 Risk Ratio Horvitz-Thomson estimator (RR-HT)

The Horvitz-Thomson estimator (Horvitz and Thompson, 1952) for estimating the RD, applies inverse probability weighting to adjust for varying propensity scores (probability of being treated) across treated and control groups. We use the same strategy to define the RR Horvitz-Thomson estimator.

Definition 1 (Risk Ratio Horvitz-Thomson estimator). Grant Assumption 1 and Assumption 2 The Risk Ratio Horvitz-Thomson estimator denoted $\hat{\tau}_{R R, H T, n}$ is defined as,

$$
\begin{equation*}
\hat{\tau}_{R R, H T, n}=\frac{\sum_{i=1}^{n} \frac{T_{i} Y_{i}}{e}}{\sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-e}} \quad \text { if } \sum_{i=1}^{n} T_{i}<n \text { and } 0 \text { otherwise } . \tag{2}
\end{equation*}
$$

Within the context of a Bernoulli trial, Proposition 1 proves that the Risk Ratio Horvitz-Thompson estimator is asymptotically unbiased and normally distributed.
Proposition 1 (Asymptotic normality of $\hat{\tau}_{\mathbf{R R}, \mathbf{H T , n}}$ ). Under Assumption 1 and Assumption 2 the Risk Ratio Horvitz-Thompson estimator is asymptotically unbiased and satisfies

$$
\begin{equation*}
\sqrt{n}\left(\hat{\tau}_{R R, H T, n}-\tau_{R R}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{R R, H T}\right) \quad \text { where } \quad V_{R R, H T}=\tau_{R R}^{2}\left(\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right) . \tag{3}
\end{equation*}
$$

If we assume that for all $i, M \geq Y_{i} \geq m>0$ and $0<\sum_{i=1}^{n} T_{i}<n$, we also have:

$$
\left|\mathbb{E}\left[\hat{\tau}_{R R, H T, n}\right]-\tau_{R R}\right| \leq \frac{2 M^{3}(1-e)^{3}}{n m^{3} e^{3}} \quad \text { and } \quad\left|\operatorname{Var}\left(\hat{\tau}_{R R, H T, n}\right)-V_{R R, H T}\right| \leq \frac{4 M^{4}(1-e)^{6}}{n m^{6} e^{4}}
$$

Note that the asymptotic variance of the RR-HT is influenced by $e$, so one can minimize the variance of the estimator by choosing an optimal $e_{\mathrm{opt}}$ prior to conducting the RCT. $e_{\mathrm{opt}}$ is the solution of a polynomial equation which depends on whether $\operatorname{Var}\left(Y^{(1)}\right)$ or $\operatorname{Var}\left(Y^{(0)}\right)$ is larger. An estimation of the two variances thus lead to an estimation of the optimal $e_{\mathrm{opt}}$, which equals 0.5 when both variance are equals (see Appendix A.1.1 for details).

### 2.2 Risk Ratio Neyman estimator (RR-N)

The Neyman estimator (Splawa-Neyman et al. 1990), also known as the difference-in-means estimator, calculates the difference between means of the outcome in treated and control groups. In order to estimate the RR, we compute the ratio of the means instead.
Definition 2 (Risk Ratio Neyman estimator). Grant Assumption 1 and Assumption 2 Let $n_{1}=$ $\sum_{i=1}^{n} T_{i}$ and $n_{0}=n-n_{1}$. The Risk Ratio Neyman estimator denoted $\hat{\tau}_{R R, N, n}$, is defined as

$$
\begin{equation*}
\hat{\tau}_{R R, N, n}=\frac{\frac{1}{n_{1}} \sum_{i=1}^{n} T_{i} Y_{i}}{\frac{1}{n_{0}} \sum_{i=1}^{n}\left(1-T_{i}\right) Y_{i}}, \quad \text { if the denominator is nonzero and } 0 \text { otherwise. } \tag{4}
\end{equation*}
$$

As for the RD, the RR-N can be viewed as a variant of RR-HT , where the probability $e$ to be treated (or propensity score) is estimated by $\hat{e}=n_{1} / n$.
Proposition 2 (Asymptotic normality of $\hat{\tau}_{\mathbf{R R}, \mathrm{N}, \mathbf{n}}$ ). Under Assumption 1 and Assumption 2 the Risk Ratio Neyman estimator is asymptotically unbiased and satisfies

$$
\begin{equation*}
\sqrt{n}\left(\hat{\tau}_{R R, N, n}-\tau_{R R}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{R R, N}\right) \quad \text { where } \quad V_{R R, N}=\tau_{R R}^{2}\left(\frac{\operatorname{Var}\left(Y^{(1)}\right)}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\operatorname{Var}\left(Y^{(0)}\right)}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right)=V_{R R, H T}-\frac{\tau_{R R}^{2}}{e(1-e)} . \tag{5}
\end{equation*}
$$

Furthermore, if we assume that for all $i, M \geq Y_{i} \geq m>0$ and $0<\sum_{i=1}^{n} T_{i}<n$, we have:

$$
\left|\mathbb{E}\left[\hat{\tau}_{R R, H T, n}\right]-\tau_{R R}\right| \leq \frac{2 M^{3}}{n m^{3}} \quad \text { and } \quad\left|\operatorname{Var}\left(\hat{\tau}_{R R, H T, n}\right)-V_{R R, H T}\right| \leq \frac{4 M^{4}}{n m^{6}}
$$

The frequency of treatments assignments in the sample (for example, $\hat{e}=0.48$ ) may be different from the actual probability of receiving treatment $e$. As Hirano et al. (2003); Hahn (1998); Robins et al. (1992) noticed for the RD, Proposition 2 demonstrates that for the estimation of the Risk Ratio, opting for $\hat{e}$ over $e$ (thereby employing the RR-N instead of the RR-HT) results in a reduced asymptotic variance, with a larger reduction when $e$ is close to zero or one. This advantage arises because $\hat{e}$ corresponds more closely to the actual probability of receiving treatment in the study. Similarly to the RR-HT, one can select an optimal value of $e_{\text {opt }}$ at which the RCT should be conducted prior to the actual experiment to minimize the variance of the RR-N. This procedure is also in detailed in Appendix A.1.2

### 2.3 Risk Ratio G-formula estimator (RR-G)

For all $x \in \mathbb{R}^{p}$, let $\mu_{0}^{\star}(x)=\mathbb{E}\left\lceil Y^{(0)} \mid X=x\right\rceil$ and $\mu_{1}^{\star}(x)=\mathbb{E}\left[Y^{(1)} \mid X=x\right]$ be the surface responses of the potential outcomes (Box and Wilson, 1992). Assume that we have at our disposal two estimators $\hat{\mu}_{0}(\cdot)$ and $\hat{\mu}_{1}(\cdot)$ which respectively estimate $\mu_{0}^{\star}(\cdot)$ and $\mu_{1}^{\star}(\cdot)$. We then employ the ratio of these two potential outcome estimations to compute the Risk Ratio. This method, termed the plug-in G-formula or outcome-based modeling, was first introduced by Robins (1986) for the Risk Difference.
Definition 3 (Ratio plug-in G-formula). Given two estimators $\hat{\mu}_{0}(\cdot)$ and $\hat{\mu}_{1}(\cdot)$, the Risk Ratio $G$-formula estimator, denoted $\hat{\tau}_{R R, G}$, is defined as

$$
\begin{equation*}
\hat{\tau}_{R R, G, n}=\frac{\sum_{i=1}^{n} \hat{\mu}_{1}\left(X_{i}\right)}{\sum_{i=1}^{n} \hat{\mu}_{0}\left(X_{i}\right)}, \quad \text { if } \sum_{i=1}^{n} \hat{\mu}_{0}\left(X_{i}\right) \neq 0 \text { and zero otherwise. } \tag{6}
\end{equation*}
$$

The properties of RR-G depend on the estimators $\hat{\mu}_{0}$ and $\hat{\mu}_{1}$. We analyze in the following the behavior of Oracle Risk Ratio G-formula estimator defined as $\tau_{\mathrm{RR}, \mathrm{G}}^{\star}=\left(\sum_{i=1}^{n} \mu_{1}^{\star}\left(X_{i}\right)\right) /\left(\sum_{i=1}^{n} \mu_{0}^{\star}\left(X_{i}\right)\right)$.
Proposition 3 (Asymptotic Normality of $\tau_{\mathbf{R R}, \mathbf{G}, \mathbf{n}}^{\star}$ ). Grant Assumption 1 and Assumption 2 . Then, the Oracle Risk Ratio G-formula estimator, $\tau_{R R, G}^{\star}$, is asymptotically unbiased and satisfies

$$
\begin{equation*}
\sqrt{n}\left(\tau_{R R, G, n}^{\star}-\tau_{R R}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{R R, G}\right) \quad \text { and } \quad V_{R R, G}=\tau_{R R}^{2} \operatorname{Var}\left(\frac{\mu_{1}^{\star}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}^{\star}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right) \tag{7}
\end{equation*}
$$

Assume for all $i, M_{0} \geq \mu_{0}^{\star}\left(x_{i}\right) \geq m_{0}>0$ and $M_{1} \geq \mu_{1}^{\star}\left(x_{i}\right)$. Then, we have:

$$
\left|\mathbb{E}\left[\hat{\tau}_{R R, G, n}\right]-\tau_{R R}\right| \leq \frac{2 M_{1} M_{0}^{2}}{n m_{0}^{3}} \quad \text { and } \quad\left|\operatorname{Var}\left(\hat{\tau}_{R R, G, n}\right)-V_{R R, G}\right| \leq \frac{2 M_{0}^{2} M_{1}\left(M_{1}+M_{0}\right)}{n m_{0}^{6}}
$$

Proposition 3 establishes that the Oracle Risk Ratio G-formula estimator is asymptotically normal. Surprisingly, in the case where there is no effect (i.e. $\tau_{R R}=1$ ), the asymptotic variance is driven by the variance of the Risk Difference on each strata determined by $X$, namely $\operatorname{Var}\left(\mu_{1}^{\star}(X)-\mu_{0}^{\star}(X)\right)$. By considering the Oracle RR-G instead of RR-G, we remove the additional randomness related to the estimation of the surface responses. It is thus likely that the true variance of RR-G is larger than that of Oracle RR-G.

In practice, comparing the performances of $\hat{\tau}_{\mathrm{RR}, \mathrm{N}}$ and $\hat{\tau}_{\mathrm{RR}, \mathrm{G}}$ is difficult as $(i)$ we do not have the asymptotic variance of $\hat{\tau}_{\text {RR,G }}$ with estimated response surfaces functions but only that of the oracle RR-G and (ii) the resulting variance of the RR-G does not involve $e$ (whose role is hidden in the estimators $\hat{\mu}_{0}$ and $\hat{\mu}_{1}$ ). However, if we assume a functional form for the surface responses as a linear one, one can show that even in an RCT setting, adjusting for covariates is beneficial as the variance of the oracle RR-G is smaller than the variance of RR-N. The exact result is provided in Appendix A.1.4

## 3 Observational study estimators of the Risk Ratio

Observational studies reveal the complexities of real-world scenarios, which may be missed by the controlled designs of RCTs. A key difference between RCTs and observational studies is the handling of confounding variables. If not properly addressed, these can distort the true association between exposure and outcome due to their correlation with both. Therefore, estimating the Risk Ratio in observational studies is more complex than in RCTs, as randomization assumptions do not apply (i.e. the propensity score now depends on the covariates $X$ ).
Assumption 3 (Observational study identifiability assumptions). We have

1. Unconfoundedness or Conditional Exchangeability: $(Y(0), Y(1)) \Perp T \mid X$.
2. Overlap or Positivity, $\exists \eta \in(0,1 / 2)$ such that, almost surely, $\eta \leq \mathbb{P}[T=1 \mid X] \leq 1-\eta$.
3. SUTVA (Stable Unit Treatment Value Assumption) holds: $Y=T Y^{(1)}+(1-T) Y^{(0)}$.
4. i.i.d. We still assume that the data set is i.i.d. $\left(X_{i}, T_{i}, Y_{i}^{(0)}, Y_{i}^{(1)}\right)_{i=1, \ldots, n} \stackrel{i . i . d .}{\sim} \mathcal{P}$.

Unconfoundedness means that after accounting for known confounding variables, no hidden factors affect both treatment assignment and outcomes. It is a relaxed form of exchangeability Overlap ensures that the propensity score, $e(X)=\mathbb{P}[T=1 \mid X]$ is never 0 or 1 . We introduce three estimators for estimating the RR in observational studies. The Risk Ratio G-formula introduced in Section 2 can be used in the context of observational studies, contrary to the RR Horvitz-Thomson or RR Neyman estimators, which are built on the assumption of a constant propensity score. However, the RR Neyman estimator can be extended to observational studies as follows.

### 3.1 Risk Ratio Inverse Propensity Weighting (RR-IPW)

The Inverse Propensity Weighting (IPW) (Hirano et al. 2003), for estimating the RD, can be interpreted as a simple difference-in-means, where individuals are weighted by the inverse of their propensity score. The same idea can be used to build the RR-IPW. However, despite the similarities between the approaches, proofs are very different between RD and RR, and much more involved with the ratio. This remarks applies to all estimators presented.
Definition 4 (RR-IPW). Grant Assumption 2 and Assumption 3 Given an estimator $0<\hat{e}(\cdot)<1$ of the propensity score $e(x)=\mathbb{P}[T=1 \mid X=x]$, the Risk Ratio $I P W$, denoted by $\hat{\tau}_{R R, I P W}$, is defined as

$$
\hat{\tau}_{R R, I P W}=\frac{\sum_{i=1}^{n} \frac{T_{i} Y_{i}}{\hat{e}\left(X_{i}\right)}}{\sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-\hat{e}\left(X_{i}\right)}}
$$

Proposition 4 demonstrates the asymptotic normality of the Oracle Ratio IPW estimator, defined as the RR-IPW but where $\hat{e}(\cdot)$ is replaced by the oracle propensity score $e(\cdot)$.
Proposition 4 (RR-IPW asymptotic normality). Grant Assumption 2 and Assumption 3 Then the Oracle Risk Ratio IPW defined above is asymptotically unbiased and satisfies

$$
\begin{equation*}
\sqrt{n}\left(\tau_{R R, I P W}^{\star}-\tau_{R R}\right) \stackrel{d}{\rightarrow} \mathcal{N}\left(0, V_{R R, I P W}\right) \quad \text { and } \quad V_{R R, I P W}=\tau_{R R}^{2}\left(\frac{\mathbb{E}\left[\frac{\left.\left(Y^{(1)}\right)^{2}\right]}{e(X)}\right]}{\mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\mathbb{E}\left[\frac{\left(Y^{(0)}\right)^{2}}{1-e(X)}\right]}{\mathbb{E}\left[Y^{(0)}\right]^{2}}\right) \tag{8}
\end{equation*}
$$

Furthermore, if for all $i, 0<m \leq Y_{i} \leq M$ we have:

$$
\begin{equation*}
\left|\mathbb{E}\left[\tau_{R R, I P W}^{\star}\right]-\tau_{R R}\right| \leq \frac{2 M^{3}(1-\eta)^{3}}{n m^{3} \eta^{3}} \quad \text { and } \quad\left|\operatorname{Var}\left(\tau_{R R, I P W}^{\star}\right)-V_{R R, I P W}\right| \leq \frac{4 M^{4}(1-\eta)^{6}}{n m^{6} \eta^{4}} \tag{9}
\end{equation*}
$$

Note that when the propensity score is constant, one can retrieve the variance of the RR-HT as expected. Note also that the asymptotic variance may be large, due to strata on which the propensity score is close to zero or one. In other words, a correct estimation is difficult when some subpopulations are unlikely to be treated (or untreated).

### 3.2 Risk Ratio Augmented Inverse Propensity Weighting (RR-AIPW)

A popular estimator for the RD is the augmented inverse probability weighted estimator (AIPW). It combines both the properties of the regression based estimator (G-formula) and the inverse probability weighted estimator (IPW) and is 'doubly robust' in the sense that it only requires either the propensity or outcome model to be correctly specified. We can directly used the AIPW methodology for the numerator and denominator of the Risk Ratio separately, which when combined with cross-fitting (Chernozhukov et al., 2017), leads to the following definition.
Definition 5 (Risk Ratio AIPW crossfitted). We denote $\mathcal{I}=\{1, \ldots, n\}$, let $\mathcal{I}_{1}, \mathcal{I}_{2}, \ldots, \mathcal{I}_{K}$ be a partition of $\mathcal{I}$. We assumed to be given an estimator $0<\hat{e}(\cdot)<1$ of the propensity score $e(x)=\mathbb{P}[T=1 \mid X=x]$ and two estimators $\hat{\mu}_{0}(\cdot)$ and $\hat{\mu}_{1}(\cdot)$ of the surface responses $\mu_{0}(x)=$ $\mathbb{E}\left[Y^{(0)} \mid X=x\right]$ and $\mu_{1}(x)=\mathbb{E}\left[Y^{(1)} \mid X=x\right]$. Then, the Risk Ratio AIPW crossfitted is defined as

$$
\tilde{\tau}_{R R, A I P W}=\frac{\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_{k}}\left(\hat{\mu}_{(1)}^{\mathcal{I}_{-k}}\left(X_{i}\right)+\frac{T_{i} \cdot\left(Y_{i}-\hat{\mu}_{(1)}^{\mathcal{I}_{-k}}\left(X_{i}\right)\right)}{\hat{e}^{\mathcal{I}-k}\left(X_{i}\right)}\right)}{\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_{k}}\left(\hat{\mu}_{(0)}^{\mathcal{I}_{-k}}\left(X_{i}\right)+\frac{\left(1-T_{i}\right) \cdot\left(Y_{i}-\hat{\mu}_{(0)}^{\mathcal{I}_{0}}\left(X_{i}\right)\right)}{1-\hat{e}^{\mathcal{I}-k}\left(X_{i}\right)}\right)}:=\frac{\tilde{\tau}_{R R, A I P W, I}}{\tilde{\tau}_{R R, A I P W, 0}}
$$

where $\hat{\mu}_{(t)}^{\mathcal{I}_{-k}}(X)$ and $\hat{e}^{\mathcal{I}_{-k}}(X)$ are the estimates of $\mu_{(t)}$ and e built on the sample $\mathcal{I}_{-k}=\mathcal{I} \backslash \mathcal{I}_{k}$.
Proposition 5 (Risk Ratio AIPW asymptotic normality). Grant Assumption 2 and Assumption 3 Then, if we assume that for all $1 \leq k \leq K$ and all $t \in\{0,1\}$,

$$
\begin{array}{r}
\mathbb{E}\left[\left(\hat{\mu}_{(t)}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{(t)}\left(X_{i}\right)\right)^{2}\right] \mathbb{E}\left[\left(\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)-e\left(X_{i}\right)\right)^{2}\right]=o\left(\frac{1}{n}\right) \\
\mathbb{E}\left[\left(\hat{\mu}_{t}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{t}\left(X_{i}\right)\right)^{2}\right]=o_{\mathbb{P}}(1) \quad \text { and } \quad \mathbb{E}\left[\left(e^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2}\right]=o_{\mathbb{P}}(1), \tag{11}
\end{array}
$$

we have that the crossfitted Risk Ratio AIPW estimator is asymptotically unbiased and satisfies

$$
\sqrt{n}\left(\tilde{\tau}_{R R, A I P W}-\tau_{R R}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{R R, A I P W}\right)
$$

where

$$
\begin{equation*}
\frac{V_{R R, A I P W}}{\tau_{R R}^{2}}=\operatorname{Var}\left(\frac{\mu_{1}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right)+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X) \mathbb{E}\left[Y^{(1)}\right]^{2}}\right]+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(0)} \mid X\right)}{(1-e(X)) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right] \tag{12}
\end{equation*}
$$

Note that we employ the same assumptions as those used to study the Risk Difference AIPW (Wager, 2020), which is crucial to achieve double robustness. Additionally, Assumption 10, also known as Risk decay, is verified when one estimation of the nuisance component achieves a parametric rate, while the other estimation is consistent.

### 3.3 Risk Ratio One-step estimator (RR-OS)

Augmented Inverse Probability Weighting (AIPW) estimator is derived from semi-parametric theory (Tsiatis, 2006), in particular by calculating the influence function for the statistical estimand $\psi=$ $\mathbb{E}[\mathbb{E}[Y \mid T=1, X]-\mathbb{E}[Y \mid T=0, X]]$ for the Risk Difference and constructing a one-step estimator (Kennedy, 2015). Such estimator exhibits the lowest mean squared error among all estimators and
therefore the smallest variance among all unbiased estimators. The RR-AIPW corresponds to a ratio of two one-step estimators, one for $\mathbb{E}\left[Y^{(1)}\right]$ and one for $\mathbb{E}\left[Y^{(0)}\right]$. By applying the influence function theory to the Risk Ration itself (and not to the numerator and denominator separately), we obtain the following estimator.
Definition 6. The crossfitted One-step estimator $\hat{\tau}_{\varphi}$ is defined as

$$
\begin{equation*}
\hat{\tau}_{\varphi}=\frac{\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_{k}} \hat{\mu}_{(1)}^{\mathcal{I}_{-k}}\left(X_{i}\right)}{\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_{k}} \hat{\mu}_{(0)}^{\mathcal{I}_{-k}}\left(X_{i}\right)}\left(1-\frac{\tilde{\tau}_{R R, A I P W, l}}{\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_{k}} \hat{\mu}_{(0)}^{\mathcal{I}_{-k}}\left(X_{i}\right)}\right)+\frac{\tilde{\tau}_{R R, A I P W, 0}}{\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_{k}} \hat{\mu}_{(0)}^{\mathcal{I}_{-k}}\left(X_{i}\right)}, \tag{13}
\end{equation*}
$$

where $\tilde{\tau}_{R R, A I P W, I}$ and $\tilde{\tau}_{R R, A I P W, I}$ are defined in 5 .
Proposition 6 (Asymptotic normality/ variance). Grant Assumption 2 Assumption 3 and assume that Equation (10) holds. Then, if we assume that for all $1 \leq k \leq K$,

$$
\begin{align*}
\left.\mathbb{E}\left[\hat{\mu}_{0}^{\mathcal{I}_{-k}}(X)\right]-\mathbb{E}\left[\mu_{0}^{\mathcal{I}_{-k}}(X)\right)\right] & =o_{p}\left(n^{-1 / 4}\right)  \tag{14}\\
\mathbb{E}\left[\left(\hat{\mu}_{0}^{\mathcal{I}_{-k}}(X)-\mu_{0}^{\mathcal{I}_{-k}}(X)\right)^{2}\right] \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}(X)-\mu_{1}^{\mathcal{I}_{-k}}(X)\right)^{2}\right] & =o_{p}\left(n^{-1}\right), \tag{15}
\end{align*}
$$

the One-Step estimator is asymptotically unbiased and satisfies

$$
\sqrt{n}\left(\hat{\tau}_{\varphi}-\tau_{R R}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{R R, A I P W}\right),
$$

where $V_{R R, A I P W}$ is defined in Proposition 5 .
It is notable that RR-OS and RR-AIPW have the same variance. However, despite RR-OS being a more complex estimator that requires additional assumptions, it has the advantage of having no first-order finite sample bias. Moreover, RR-OS actually achieves the minimal variance among all unbiased estimators of the RR (see Tsiatis, 2006).

## 4 Simulation

Simulations for randomized controlled trials are provided in Appendix B. For observational studies, we generate datasets $\left(X_{i}, T_{i}, Y_{i}^{(0)}, Y_{i}^{(1)}\right)$ according to the following model:

$$
\begin{array}{ll}
Y_{i}^{(1)}=m\left(X_{i}\right)+b\left(X_{i}\right)+\varepsilon_{i}^{(1)} \\
Y_{i}^{(0)}=b\left(X_{i}\right)+\varepsilon_{i}^{(0)}
\end{array} \quad \mathbb{P}\left[T_{i}=1 \mid X_{i}\right]=e\left(X_{i}\right),
$$

with $\varepsilon^{(t)} \sim \mathcal{N}\left(0, \sigma^{2}\right)$. Each of the following setups have specificities regarding the $m(),. b($.$) , and$ $e($.$) functions, which respectively correspond to the treatment effect, the baseline and propensity score.$ The true Risk Ratio can be expressed as $\tau_{R R}=\mathbb{E}\left[Y^{(1)}\right] / \mathbb{E}\left[Y^{(0)}\right]=\mathbb{E}[m(X)] / \mathbb{E}[b(X)]+1$. We compare the performances of all estimators defined in Section 3 where nuisance components (regression surfaces and propensity score) are estimated via parametric (linear/logistic regression) or non parametric methods (random forests). Each simulation is repeated 3000 times. Further settings and details are provided in appendix $B$

### 4.1 Linear and Logistic DGP

The first observational data generating process (DGP) is a parametric setup introduced in Lunceford and Davidian (2004), composed of linear outcome models (linear treatment effect and baseline) and a logistic propensity score, that is

$$
\begin{array}{ll}
m(X, V)=2, & \\
b(X, V)=\beta_{0}^{\top}[X, V], & \text { where } \beta_{0}=(-1,1,-1,-1,1,1) \\
e(X)=\left(1+\exp \left(-\beta_{e} X\right)\right)^{-1}, & \text { where } \beta_{e}=(-0.6,0.6,-0.6)
\end{array}
$$

The covariates $\mathbf{X}=\left(X_{1}, X_{2}, X_{3}\right)^{\mathrm{T}}$ are associated with both treatment exposure and potential response while $\mathbf{V}=\left(V_{1}, V_{2}, V_{3}\right)^{\mathrm{T}}$ are associated with the potential response but not directly related to treatment exposure. $[X, V]$ follow a joint distribution by taking $X_{3} \sim$ Bernoulli (0.2) and


Figure 1: Estimations of the Risk Ratio with weighting, outcome based and augmented estimators as a function of the sample size for the Linear-Logistic DGP. Parametric (Regression) and non parametric (Forest) estimations of nuisance are displayed.
then generating $V_{3}$ as Bernoulli with $P\left(V_{3}=1 \mid X_{3}\right)=0.75 X_{3}+0.25\left(1-X_{3}\right)$. Conditional on $X_{3},\left(X_{1}, V_{1}, X_{2}, V_{2}\right)^{\mathrm{T}}$ was then generated as multivariate normal $\mathcal{N}\left(\lambda_{X_{3}}, \boldsymbol{\Sigma}_{X_{3}}\right)$, where

$$
\lambda_{1}=\left(\begin{array}{c}
1 \\
1 \\
-1 \\
-1
\end{array}\right) \quad \lambda_{0}=\left(\begin{array}{c}
-1 \\
-1 \\
1 \\
1
\end{array}\right) \quad \text { and } \quad \Sigma_{1}=\Sigma_{0}=\left(\begin{array}{cccc}
1 & 0.5 & -0.5 & -0.5 \\
0.5 & 1 & -0.5 & -0.5 \\
-0.5 & -0.5 & 1 & 0.5 \\
-0.5 & -0.5 & 0.5 & 1
\end{array}\right)
$$

Results are depicted in Figure 1. Only confounding variables are used. As expected since the generative process is linear, methods that use parametric estimators (logistic/linear regression) outperform those using non-parametric approaches (random forests) in finite-sample settings. While all methods (except maybe Forest RR-IPW) converges to the correct RR, methods based on parametric estimators exhibit a faster rate of convergence and are unbiased (except for Logistic RR-IPW) even for small sample sizes. Indeed, random forests are not suited for linear generative process and require here more than 10000 samples to estimate correctly the RR. All in all, when the outcome modelling and the propensity scores are linear, the two doubly-robust estimators (RR-AIPW and RR-OS) and the RR-G, all based on linear estimators, achieve the best performances: they are unbiased, even for small sample sizes, and converge quickly to the true RR. Furthermore, both Regression RR-OS and RR-AIPW estimators give very similar results.

### 4.2 Non-Linear and Non-Logistic DGP

We use the same simulations as in Nie and Wager (2020) using nonlinear models for every quantity, as detailed below

$$
\begin{aligned}
m(X) & =\sin \left(\pi X_{1} X_{2}\right)+2\left(X_{3}-0.5\right)^{2}+X_{4}+0.5 X_{5}-\left(X_{1}+X_{2}\right) / 4 \\
b(X) & =\left(X_{1}+X_{2}\right) / 2 \\
e(X) & =\max \left\{0.1, \min \left(\sin \left(\pi X_{1}\right), 0.9\right)\right\}, \quad \text { where } X \sim \operatorname{Unif}(0,1)^{6}
\end{aligned}
$$

Results are presented in Figure 2. At first glance, all methods seem to have similar performances. However, estimators based on parametric estimators (last four) fail to converge to the correct quantity. They present an intrinsic bias, which does not vanish as the sample size increases. This was expected as linear methods are unable to model the complex non-linear generative process of this simulation. On the other hand, methods that employ random forests estimators achieve good performances: they are consistent and unbias even for small sample sizes. Note that RIPW has a larger variance than the other methods, with a small bias for very small sample sizes. Therefore, the G-formula and the two doubly-robust estimators that use random forests are competitive in this setting. Here again, both double robust estimators give similar performances.

### 4.3 Non-Linear and Logistic DGP

We use here a semi-parametric setup introduced by Nie and Wager (2020) with non-linear baseline models, a constant treatment effect and a logistic propensity score:

$$
b(X)=2 \log \left(1+e^{X_{i 1}+X_{i 2}+X_{i 3}}\right), m(X)=1, \text { and } e(X)=1 /\left(1+e^{X_{i 2}+X_{i 3}}\right)
$$



Figure 2: Estimations of the Risk Ratio with weighting, outcome based and augmented estimators as a function of the sample size for the non-Linear-non-Logistic DGP. Parametric (Regression) and non parametric (Forest) estimations of nuisance are displayed.
where $X_{i} \sim \mathcal{N}\left(0, I_{d \times d}\right)$. Results are presented in Figure 3 . Two estimators yield poor RR estimates


Figure 3: Estimations of the Risk Ratio with weighting, outcome based and augmented estimators as a function of the sample size for the non-Linear-Logistic DGP. Parametric (Regression) and non parametric (Forest) estimations of nuisance are displayed.
for the largest sample size: the forest IPW and the Regression G-formula. The forest IPW uses a random forest to estimate a logistic model, which may still converge but at a slower rate compared to other methods. The Regression G-formula employs regressions to approximate the response surfaces, potentially leading to an irreducible asymptotic bias. The Random Forest G-formula, Forest AIPW, and Forest OS estimators converge slowly to the true RR. This simulation highlights the double robust properties of the Regression RAIW and Regression ROS estimators, which target the true RR even at small sample sizes, as they have at least one well-specified model.

## 5 Conclusion

Quantifying treatment effects presents challenges, since different measures may lead to different understanding of the same phenomenon. In our study, we focus on one of these measures, the Risk Ratio and introduced several estimators, valid in RCT or observational studies. Using dedicated mathematical tools (linearization, semi-parametric theory), we establish their theoretical properties (controlled biases, consistency, central limit theorems). Empirical evaluations show that in complete linear (or nonlinear) settings, the estimating method has less importance than the estimation procedure used for the nuisance components (surface responses or propensity scores). In a more nuanced scenario, nonparametric estimation of nuisance components leads to larger variance and smaller biases compared to linear estimations. Empirical analyses have shown no difference between the two double-robust estimators, so we might recommend using the simplest one cross-fitted RR AIPW as it requires less assumptions.
Identifying guidelines establishing when linear nuisance components should be used instead of nonparametric ones still remains an open problem. Besides, while our theoretical analysis sheds some lights on estimator performances, we were only able to study the behavior of the oracle G-formula.

The additional source of randomness, resulting from the estimation of the nuisance components, should be taken into account in future works. In practice, observational studies may be used to generalized the treatment effect from a RCT population to the general population of interest. Our work is a first step toward proposing procedures to generalize the Risk Ratio to general populations.
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## A Appendix / supplemental material

Since we are studying the asymptotic properties of the risk ratio, we cannot directly apply a central limit theorem as in Wager (2020). We will therefore rely on Theorem 1 to prove most of our asymptotic results.
Theorem 1 (Asymptotic normality of the ratio of two estimators). Let $\left(Z_{1}, \ldots, Z_{n}\right)$ be $n$ i.i.d. random variables, $g_{0}$ and $g_{1}$ two functions square integrable such that $\mathbb{E}\left[g_{0}\left(Z_{i}\right)\right]=\tau_{0}$ and $\mathbb{E}\left[g_{1}\left(Z_{i}\right)\right]=\tau_{1}$, where $\tau_{0} \neq 0$. Then, we have that

$$
\sqrt{n}\left(\frac{\sum_{i=1}^{n} g_{1}\left(Z_{i}\right)}{\sum_{i=1}^{n} g_{0}\left(Z_{i}\right)}-\frac{\tau_{1}}{\tau_{0}}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{R R}^{\star}\right),
$$

where

$$
V_{R R}^{\star}=\left(\frac{\tau_{1}}{\tau_{0}}\right)^{2} \operatorname{Var}\left(\frac{g_{1}(Z)}{\tau_{1}}-\frac{g_{0}(Z)}{\tau_{0}}\right) .
$$

Proof. We rely on M-estimation theory to prove Theorem 1. Let

$$
\hat{\boldsymbol{\theta}}_{n}=\left(\begin{array}{c}
\frac{1}{n} \sum_{i=1}^{n} g_{0}\left(Z_{i}\right)  \tag{16}\\
\frac{1}{n} \sum_{i=1}^{n} g_{1}\left(Z_{i}\right) \\
\sum_{i=1}^{n=1} g_{1}\left(Z_{i}\right) \\
\sum_{i=1} g_{0}\left(Z_{i}\right)
\end{array}\right) \quad \text { and } \quad \psi(Z, \boldsymbol{\theta})=\left(\begin{array}{c}
g_{0}(Z)-\theta_{0} \\
g_{1}(Z)-\theta_{1} \\
\theta_{1}-\theta_{2} \theta_{0}
\end{array}\right),
$$

where $\boldsymbol{\theta}=\left(\theta_{0}, \theta_{1}, \theta_{2}\right)$. We have that

$$
\sum_{i=1}^{n}\left(g_{0}\left(Z_{i}\right)-\frac{1}{n} \sum_{j=1}^{n} g_{0}\left(Z_{j}\right)\right)=\sum_{i=1}^{n} g_{0}\left(Z_{i}\right)-\sum_{j=1}^{n} g_{0}\left(Z_{j}\right)=0
$$

and similarly

$$
\sum_{i=1}^{n}\left(g_{1}\left(Z_{i}\right)-\frac{1}{n} \sum_{j=1}^{n} g_{1}\left(Z_{j}\right)\right)=\sum_{i=1}^{n} g_{1}\left(Z_{i}\right)-\sum_{j=1}^{n} g_{1}\left(Z_{j}\right)=0 .
$$

Besides,

$$
\sum_{i=1}^{n}\left(\frac{1}{n} \sum_{j=1}^{n} g_{1}\left(Z_{j}\right)-\frac{\sum_{j=1}^{n} g_{1}\left(Z_{j}\right)}{\sum_{j=1}^{n} g_{0}\left(Z_{j}\right)} \frac{1}{n} \sum_{j=1}^{n} g_{0}\left(Z_{j}\right)\right)=0
$$

Gathering the three previous equalities, we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} \psi\left(Z_{i}, \boldsymbol{\theta}_{n}\right)=0 \tag{17}
\end{equation*}
$$

which proves that $\hat{\boldsymbol{\theta}}_{n}$ is an M-estimator of type $\psi$ (see Stefanski and Boos, 2002). Furthermore, letting $\boldsymbol{\theta}_{\infty}=\left(\tau_{0}, \tau_{1}, \tau_{1} / \tau_{0}\right)$, simple calculations show that

$$
\begin{equation*}
\mathbb{E}\left[\psi\left(Z, \boldsymbol{\theta}_{\infty}\right)\right]=0 \tag{18}
\end{equation*}
$$

Since the first two components of $\psi$ are linear with respect to $\theta_{0}$ and $\theta_{1}$ and since the third component is linear with respect to $\theta_{2}, \boldsymbol{\theta}_{\infty}$ defined above is the only value satisfying (18). Define

$$
\begin{equation*}
A\left(\theta_{\infty}\right)=\mathbb{E}\left[\left.\frac{\partial \psi}{\partial \theta}\right|_{\theta=\theta_{\infty}}\right] \quad \text { and } \quad B\left(\theta_{\infty}\right)=\mathbb{E}\left[\psi\left(Z, \theta_{\infty}\right) \psi\left(Z, \theta_{\infty}\right)^{T}\right] \tag{19}
\end{equation*}
$$

We now check the conditions of Theorem 7.2 in Stefanski and Boos (2002). First, let us compute $A\left(\theta_{\infty}\right)$ and $B\left(\theta_{\infty}\right)$. Since

$$
\frac{\partial \psi}{\partial \theta}(Z, \theta)=\left(\begin{array}{ccc}
-1 & 0 & 0  \tag{20}\\
0 & -1 & 0 \\
-\theta_{2} & 1 & -\theta_{0}
\end{array}\right)
$$

we obtain

$$
A\left(\boldsymbol{\theta}_{\infty}\right)=\left(\begin{array}{ccc}
-1 & 0 & 0  \tag{21}\\
0 & -1 & 0 \\
-\frac{\tau_{1}}{\tau_{0}} & 1 & -\tau_{0}
\end{array}\right)
$$

which leads to

$$
A^{-1}\left(\boldsymbol{\theta}_{\boldsymbol{\infty}}\right)=\left(\begin{array}{ccc}
-1 & 0 & 0  \tag{22}\\
0 & -1 & 0 \\
\frac{\tau_{1}}{\tau_{0}^{2}} & -\frac{1}{\tau_{0}} & -\frac{1}{\tau_{0}}
\end{array}\right)
$$

Regarding $B\left(\theta_{\infty}\right)$, elementary calculations show that

$$
\psi\left(Z, \theta_{\infty}\right) \psi\left(Z, \theta_{\infty}\right)^{T}=\left(\begin{array}{ccc}
\left(g_{0}(Z)-\tau_{0}\right)^{2} & \left(g_{0}(Z)-\tau_{0}\right)\left(g_{1}(Z)-\tau_{1}\right) & 0 \\
\left(g_{0}(Z)-\tau_{0}\right)\left(g_{1}(Z)-\tau_{1}\right) & \left(g_{1}(Z)-\tau_{1}\right)^{2} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which leads to

$$
B\left(\theta_{\infty}\right)=\left(\begin{array}{ccc}
\operatorname{Var}\left[g_{0}(Z)\right] & \operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right) & 0 \\
\operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right) & \operatorname{Var}\left[g_{1}(Z)\right] & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Based on the previous calculations, we have

- $\psi(z, \boldsymbol{\theta})$ and its first two partial derivatives with respect to $\boldsymbol{\theta}$ exist for all $z$ and for all $\boldsymbol{\theta}$ in the neighborhood of $\boldsymbol{\theta}_{\infty}$.
- For each $\boldsymbol{\theta}$ in the neighborhood of $\boldsymbol{\theta}_{\boldsymbol{\infty}}$, we have for all $i, j, k \in\{0,2\}$ :

$$
\left|\frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}} \psi_{k}(z, \boldsymbol{\theta})\right| \leq 1
$$

and 1 is integrable.

- $A\left(\theta_{\infty}\right)$ exists and is nonsingular.
- $B\left(\theta_{\infty}\right)$ exists and is finite.

Since we have:

$$
\sum_{i=1}^{n} \psi\left(T_{i}, Y_{i}, \hat{\boldsymbol{\theta}}_{n}\right)=0 \quad \text { and } \quad \hat{\boldsymbol{\theta}}_{n} \xrightarrow{p} \theta_{\infty} .
$$

Then the conditions of Theorem 7.2 in Stefanski and Boos (2002) are satisfied, we have

$$
\sqrt{n}\left(\hat{\boldsymbol{\theta}}_{n}-\theta_{\infty}\right) \xrightarrow{d} \mathcal{N}\left(0, A\left(\theta_{\infty}\right)^{-1} B\left(\theta_{\infty}\right)\left(A\left(\theta_{\infty}\right)^{-1}\right)^{\top}\right),
$$

where

$$
\begin{align*}
& A\left(\theta_{\infty}\right)^{-1} B\left(\theta_{\infty}\right)\left(A\left(\theta_{\infty}\right)^{-1}\right)^{\top} \\
& =\left[\begin{array}{ccc}
\operatorname{Var}\left[g_{0}(Z)\right] & \operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right) & \frac{\operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right)}{\tau_{0}}-\frac{\tau_{1} \operatorname{Var}\left[g_{0}(Z)\right]}{\tau_{0}^{2}(Z)} \\
\operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right) & \operatorname{Var}\left[g_{1}(Z)\right] & -\frac{\operatorname{Cov}\left(g_{0}(Z), g_{1}(Z) \tau_{1}\right.}{\tau_{0}^{2}}+\frac{\left.\operatorname{Var} g_{1}(Z)\right]}{\tau_{0}} \\
\frac{\operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right)}{\tau_{0}}-\frac{\tau_{1} \operatorname{Var}\left[g_{0}(Z)\right]}{\tau_{0}^{2}} & -\frac{\operatorname{Cov}\left(g_{0}(Z), g_{1}(Z)\right) \tau_{1}}{\tau_{0}^{2}}+\frac{\operatorname{Var}\left[g_{1}(Z)\right]}{\tau_{0}} & V_{\mathrm{RR}}^{\star}
\end{array}\right], \tag{23}
\end{align*}
$$

with

$$
\begin{equation*}
V_{\mathrm{RR}}^{\star}=\left(\frac{\tau_{1}}{\tau_{0}}\right)^{2} \operatorname{Var}\left(\frac{g_{1}(Z)}{\tau_{1}}-\frac{g_{0}(Z)}{\tau_{0}}\right) . \tag{24}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\sqrt{n}\left(\frac{\sum_{i=1}^{n} g_{1}\left(Z_{i}\right)}{\sum_{i=1}^{n} g_{0}\left(Z_{i}\right)}-\frac{\tau_{1}}{\tau_{0}}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{\mathrm{RR}}^{\star}\right) . \tag{25}
\end{equation*}
$$

Theorem 2 (Finite sample bias and variance of the ratio of two estimators). Let $T_{1}(\boldsymbol{Z})$ and $T_{0}(\boldsymbol{Z})$ be two unbiased estimators of $\tau_{1}$ and $\tau_{0}>0$ where $\boldsymbol{Z}=\left(Z_{1}, \ldots, Z_{n}\right)$ be $n$ i.i.d. random variables. We assume that $M_{0} \geq T_{0}(\boldsymbol{Z}) \geq m_{0}>0,\left|T_{1}(\boldsymbol{Z})\right| \leq M_{1}$. We also assume that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ Then, we have that

$$
\operatorname{Bias}\left(\frac{T_{1}(\boldsymbol{Z})}{T_{0}(\boldsymbol{Z})}, \frac{\tau_{1}}{\tau_{0}}\right)=\left|\mathbb{E}\left[\frac{T_{1}(\boldsymbol{Z})}{T_{0}(\boldsymbol{Z})}\right]-\frac{\tau_{1}}{\tau_{0}}\right| \leq \frac{M_{1} M_{0}}{n m_{0}^{2}}\left(\frac{M_{0}}{m_{0}}+1\right),
$$

and

$$
\left|\operatorname{Var}\left(\frac{T_{1}(\boldsymbol{Z})}{T_{0}(\boldsymbol{Z})}\right)-\left(\frac{\tau_{1}}{\tau_{0}}\right)^{2} \operatorname{Var}\left(\frac{T_{1}(\boldsymbol{Z})}{\tau_{1}}-\frac{T_{0}(\boldsymbol{Z})}{\tau_{0}}\right)\right| \leq \frac{2 M_{0} M_{1}}{n m_{0}^{4}}\left(\frac{M_{0} M_{1}}{m_{0}^{2}}+1\right)
$$

Proof. We rely on the multivariate version of Taylor's theorem to prove Theorem 2 . We first introduce the multi-index notation:

$$
|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, \quad \alpha!=\alpha_{1}!\cdots \alpha_{n}!, \quad \boldsymbol{x}^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}
$$

and

$$
D^{\alpha} f=\frac{\partial^{|\alpha|} f}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}, \quad|\alpha| \leq k
$$

Let $f$ be the ratio function

$$
\begin{aligned}
f: \mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*} & \longrightarrow \mathbb{R} \\
\left(x_{1}, x_{2}\right) & \longmapsto x_{1} / x_{2} .
\end{aligned}
$$

Since $f$ is two times continuously differentiable then one can derive an exact formula for the remainder in terms of 2nd order partial derivatives of $f$. Namely, if we define $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$ and for $a \in \mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*}$

$$
\begin{equation*}
f(\boldsymbol{x})=\sum_{|\alpha| \leq 1} \frac{D^{\alpha} f(\boldsymbol{a})}{\alpha!}(\boldsymbol{x}-\boldsymbol{a})^{\alpha}+R_{k+1}(\boldsymbol{x}), \tag{26}
\end{equation*}
$$

with

$$
R_{k+1}(\boldsymbol{x})=\sum_{|\beta|=k+1}(\boldsymbol{x}-\boldsymbol{a})^{\beta} \frac{|\beta|}{\beta!} \int_{0}^{1}(1-t)^{|\beta|-1} D^{\beta} f(\boldsymbol{a}+t(\boldsymbol{x}-\boldsymbol{a})) d t
$$

## Bias:

Computing 26 for the ratio function with $\boldsymbol{x}=\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right), \boldsymbol{a}=\left(\tau_{1}, \tau_{0}\right)$ and taking the expectation gives us:

$$
\begin{aligned}
& \mathbb{E}\left[f\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right] \\
& =\mathbb{E}\left[f\left(\tau_{1}, \tau_{0}\right)+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{1}(\boldsymbol{Z})}\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{0}(\boldsymbol{Z})}\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)+R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right] \\
& =\mathbb{E}\left[f\left(\tau_{1}, \tau_{0}\right)\right]+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{1}(\boldsymbol{Z})} \mathbb{E}\left[\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right] \\
& +\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{0}(\boldsymbol{Z})} \mathbb{E}\left[\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right]+\mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right] \\
& =\frac{\tau_{1}}{\tau_{0}}+\mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]
\end{aligned}
$$

In order to produce Theorem 2 , we just need to show that $\mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]=O_{p}\left(\frac{1}{n}\right)$. To do so, we first compute $R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)$

$$
\begin{aligned}
R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right) & =\underbrace{2\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2} \int_{0}^{1} \frac{(1-t)\left(\tau_{1}+t\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right)}{\left(\tau_{0}+t\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right)^{3}} d t}_{R_{2}^{1}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)} \\
& -\underbrace{2\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right) \int_{0}^{1} \frac{1-t}{\left(\tau_{0}+t\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right)^{2}} d t}_{R_{2}^{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)}
\end{aligned}
$$

Since we assume that $T_{0}(\boldsymbol{Z}) \geq m_{0}>0$ and that $\left|T_{1}(\boldsymbol{Z})\right| \leq M_{1}$ we have:

$$
\begin{aligned}
\left|R_{2}^{1}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right| & =\left|2\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2} \int_{0}^{1} \frac{(1-t)\left(\tau_{1}+t\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right)}{\left(\tau_{0}+t\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right)^{3}} d t\right| \\
& \leq 2\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2} \int_{0}^{1}\left|\frac{(1-t) \max \left(\tau_{1}, M_{1}\right)}{\min \left(m_{0}, \tau_{0}\right)^{3}}\right| d t \\
& =\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2} \underbrace{\frac{M_{1}}{m_{0}^{3}}}_{C_{1}}
\end{aligned}
$$

Similarly, we have:

$$
\begin{aligned}
\left|R_{2}^{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right| & =\left|2\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right) \int_{0}^{1} \frac{1-t}{\left(\tau_{0}+t\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right)^{2}} d t\right| \\
& =2\left|\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right|\left|\int_{0}^{1} \frac{1-t}{\left(\tau_{0}+t\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right)^{2}} d t\right| \\
& \leq\left|\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right| \underbrace{\frac{1}{m_{0}^{2}}}_{C_{2}}
\end{aligned}
$$

Finally we get that:

$$
\begin{aligned}
\left|\mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]\right| & \leq \mathbb{E}\left[\left|R_{2}^{1}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right|+\left|R_{2}^{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right|\right] \\
& \leq C_{1} \operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)+C_{2} \mathbb{E}\left[\left|\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right|\right] \\
& \leq C_{1} \operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)+C_{2} \sqrt{\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right) \operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)} \\
& \leq C_{1} M_{0}^{2}+C_{2} M_{0} M_{1}
\end{aligned}
$$

Since we have that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$, we can conclude by:

$$
\operatorname{Bias}\left(\frac{T_{1}(\boldsymbol{Z})}{T_{0}(\boldsymbol{Z})}, \frac{\tau_{1}}{\tau_{0}}\right)=\left|\mathbb{E}\left[\frac{T_{1}(\boldsymbol{Z})}{T_{0}(\boldsymbol{Z})}\right]-\frac{\tau_{1}}{\tau_{0}}\right| \lesssim \frac{M_{1} M_{0}}{n m_{0}^{2}}\left(\frac{M_{0}}{m_{0}}+1\right)
$$

Variance:
Let us begin by expanding the variance of the function $f$ :

$$
\operatorname{Var} f\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)=\mathbb{E}\left[\left(f\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)-\mathbb{E}\left[f\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]\right)^{2}\right]
$$

Next, apply Taylor's expansion around the means $\tau_{1}$ and $\tau_{0}$ :

$$
\begin{aligned}
= & \mathbb{E}\left[\left(f\left(\tau_{1}, \tau_{0}\right)+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{1}(\boldsymbol{Z})}\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{0}(\boldsymbol{Z})}\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right.\right. \\
& \left.\left.+R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)-\mathbb{E}\left[f\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]\right)^{2}\right]
\end{aligned}
$$

Simplify by focusing on the first-order derivatives and residual terms:

$$
\begin{aligned}
= & \mathbb{E}\left[\left(\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{1}(\boldsymbol{Z})}\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{0}(\boldsymbol{Z})}\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right.\right. \\
& \left.\left.+R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)-\mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]\right)^{2}\right]
\end{aligned}
$$

Decompose the variance into linear, cross-term, and residual contributions:

$$
\begin{aligned}
= & \mathbb{E}\left[\left(\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{1}(\boldsymbol{Z})}\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{0}(\boldsymbol{Z})}\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right)^{2}\right] \\
+ & 2 \mathbb{E}\left[\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{1}(\boldsymbol{Z})}\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)\right. \\
& \left.+\frac{\partial f\left(\tau_{1}, \tau_{0}\right)}{\partial T_{0}(\boldsymbol{Z})}\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)\right] \mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)-\mathbb{E}\left[R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right]\right] \\
+ & \operatorname{Var}\left(R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right)
\end{aligned}
$$

Finally, re-express the result using a simplified ratio of variances:

$$
=\left(\frac{\tau_{1}}{\tau_{0}}\right)^{2} \operatorname{Var}\left(\frac{T_{1}(\boldsymbol{Z})}{\tau_{1}}-\frac{T_{0}(\boldsymbol{Z})}{\tau_{0}}\right)+\operatorname{Var}\left(R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right.
$$

We now focus on $\operatorname{Var}\left(R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right)$ :

$$
\begin{aligned}
\operatorname{Var}\left(R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right) & \leq \mathbb{E}\left[\left(R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right)^{2}\right] \\
& \leq 2 \mathbb{E}\left[\left|R_{2}^{1}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right|^{2}\right]+2 \mathbb{E}\left[\left|R_{2}^{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right|^{2}\right]
\end{aligned}
$$

We first focus on the first term:

$$
\begin{aligned}
\mathbb{E}\left[\left|R_{2}^{1}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right|^{2}\right] & \leq \mathbb{E}\left[\left(C_{02}\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2}\right)^{2}\right] \\
& \leq C_{1}^{2} \mathbb{E}\left[\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{4}\right] \\
& \leq C_{1}^{2} M_{0}^{2} \mathbb{E}\left[\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2}\right] \quad T_{0}(\boldsymbol{Z}) \leq M_{0} \\
& \leq C_{1}^{2} M_{0}^{2} \operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)
\end{aligned}
$$

For the second term we have:

$$
\begin{aligned}
\mathbb{E}\left[\left|R_{2}^{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right|^{2}\right] & =C_{2}^{2} \mathbb{E}\left[\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2}\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)^{2}\right] \\
& \leq C_{2}^{2} \sqrt{\mathbb{E}\left[\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{4}\right] \mathbb{E}\left[\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)^{4}\right]} \\
T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z}) \text { bounded } & \leq C_{2}^{2} M_{0} M_{1} \sqrt{\mathbb{E}\left[\left(T_{0}(\boldsymbol{Z})-\tau_{0}\right)^{2}\right] \mathbb{E}\left[\left(T_{1}(\boldsymbol{Z})-\tau_{1}\right)^{2}\right]} \\
& \leq C_{2}^{2} M_{0} M_{1} \sqrt{\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right) \operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)}
\end{aligned}
$$

Hence we get that:

$$
\operatorname{Var}\left(R_{2}\left(T_{1}(\boldsymbol{Z}), T_{0}(\boldsymbol{Z})\right)\right) \lesssim \frac{2 M_{0} M_{1}}{n m_{0}^{4}}\left(\frac{M_{0} M_{1}}{m_{0}^{2}}+1\right)
$$

This theorem is an adaptation of Theorem 4.1 of Derumigny et al. (2019).

## A. 1 Proofs of within-trial estimators of the risk ratio

## A.1.1 Ratio Horvitz-Thomson estimator

Proof of Proposition 1.
Asymptotic Bias and Variance: Let $Z_{i}:=\left(T_{i}, Y_{i}\right)$ and define $g_{0}\left(Z_{i}\right)=\frac{\left(1-T_{i}\right) Y_{i}}{1-e}$ and $g_{1}\left(Z_{i}\right)=$ $\frac{T_{i} Y_{i}}{e}$. First, we evaluate the expectation of $g_{1}\left(Z_{i}\right)$ :

$$
\begin{aligned}
\mathbb{E}\left[g_{1}\left(Z_{i}\right)\right] & =\mathbb{E}\left[\frac{T_{i} Y_{i}}{e}\right] & & \text { (by i.i.d) } \\
& =\mathbb{E}\left[\frac{T_{i} Y_{i}^{(1)}}{e}\right] & & \text { (by SUTVA) } \\
& =\mathbb{E}\left[\frac{T_{i}}{e}\right] \mathbb{E}\left[Y_{i}^{(1)}\right] & & \text { (by ignorability) } \\
& =\mathbb{E}\left[Y_{i}^{(1)}\right] & & \text { (by Trial positivity) }
\end{aligned}
$$

Similarly, we can find the expectation of $g_{0}\left(Z_{i}\right)$ :

$$
\mathbb{E}\left[g_{0}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(0)}\right]>0
$$

Thus, according to Theorem 1, we have

$$
\sqrt{n}\left(\hat{\tau}_{\mathrm{RR}-\mathrm{HT}, \mathrm{n}}-\tau_{\mathrm{RR}}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{\mathrm{RR}-\mathrm{HT}}\right),
$$

with

$$
\begin{aligned}
V_{\mathrm{RR}-\mathrm{HT}} & =\left(\frac{\tau_{1}}{\tau_{0}}\right)^{2} \operatorname{Var}\left(\frac{g_{1}(Z)}{\tau_{1}}-\frac{g_{0}(Z)}{\tau_{0}}\right) \\
& =\tau_{\mathrm{RR}}^{2} \operatorname{Var}\left(\frac{T Y}{e \mathbb{E}\left[Y^{(1)}\right]}-\frac{(1-T) Y}{(1-e) \mathbb{E}\left[Y^{(0)}\right]}\right)
\end{aligned}
$$

Next, we evaluate the variance terms separately:

$$
\begin{aligned}
\operatorname{Var}\left(\frac{T Y}{e \mathbb{E}\left[Y^{(1)}\right]}\right) & =\frac{1}{\mathbb{E}\left[Y^{(1)}\right]^{2} e^{2}} \operatorname{Var}(T Y) \\
& =\frac{1}{\mathbb{E}\left[Y^{(1)}\right]^{2} e^{2}}\left(\mathbb{E}\left[(T Y)^{2}\right]-\mathbb{E}[T Y]^{2}\right) \\
& =\frac{1}{\mathbb{E}\left[Y^{(1)}\right]^{2} e^{2}}\left(\mathbb{E}\left[T(Y)^{2}\right]-\mathbb{E}[T Y]^{2}\right) \\
& =\frac{1}{\mathbb{E}\left[Y^{(1)}\right]^{2} e^{2}}\left(\mathbb{E}\left[T\left(Y^{(1)}\right)^{2}\right]-\mathbb{E}\left[T Y^{(1)}\right]^{2}\right) \quad \text { (by SUTVA) } \\
& =\frac{1}{\mathbb{E}\left[Y^{(1)}\right]^{2} e^{2}}\left(e \mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]-e^{2} \mathbb{E}\left[Y^{(1)}\right]^{2}\right) \\
& =\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}-1
\end{aligned}
$$

Similarly, we find the variance of the second term:

$$
\operatorname{Var}\left(\frac{(1-T) Y}{(1-e) \mathbb{E}\left[Y^{(0)}\right]}\right)=\frac{\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}-1
$$

Finally, we compute the covariance between the two terms:

$$
\begin{aligned}
\operatorname{Cov}\left(\frac{T Y}{e \mathbb{E}\left[Y^{(1)}\right]}, \frac{(1-T) Y}{(1-e) \mathbb{E}\left[Y^{(0)}\right]}\right) & =\frac{\operatorname{Cov}(T Y,(1-T) Y)}{e \mathbb{E}\left[Y^{(1)}\right](1-e) \mathbb{E}\left[Y^{(0)}\right]} \\
& =\frac{\left(\mathbb{E}\left[T(1-T) Y^{2}\right]-\mathbb{E}[T Y] \mathbb{E}[(1-T) Y]\right)}{e \mathbb{E}\left[Y^{(1)}\right](1-e) \mathbb{E}\left[Y^{(0)}\right]} \\
& =\frac{-\mathbb{E}[T Y] \mathbb{E}[(1-T) Y]}{e \mathbb{E}\left[Y^{(1)}\right](1-e) \mathbb{E}\left[Y^{(0)}\right]} \\
& =-1 .
\end{aligned}
$$

Using Bienaymé's identity, we finally obtain:

$$
V_{\mathrm{RR}-\mathrm{HT}}=\tau_{\mathrm{RR}}^{2}\left(\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right) .
$$

Finite sample Bias and Variance: Let $T_{1}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \frac{T_{i} Y_{i}}{e}$ and $T_{0}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-e}$ where $\boldsymbol{Z}=\left(Z_{1}, \ldots, Z_{n}\right)$. Note that we have:

First, consider the variance of $T_{1}(\boldsymbol{Z})$ :

$$
\begin{align*}
\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right) & =\frac{1}{n e^{2}} \operatorname{Var}\left(T_{i} Y_{i}\right)  \tag{byi.i.d}\\
& =\frac{1}{n e^{2}}\left(\mathbb{E}\left[\left(T_{i} Y_{i}\right)^{2}\right]-\mathbb{E}\left[T_{i} Y_{i}\right]^{2}\right) \\
& =\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]-e \mathbb{E}\left[Y^{(1)}\right]^{2}}{n e}=O_{p}\left(\frac{1}{n}\right) .
\end{align*}
$$

Similarly, we also have that:

$$
\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)
$$

Next, we show that $T_{0}(\boldsymbol{Z})$ is bounded:

$$
\begin{array}{rlr}
T_{0}(\boldsymbol{Z}) & =\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-e} & \\
& =\frac{1}{n(1-e)} \sum_{i=1}^{n}\left(1-T_{i}\right) Y_{i} & \\
& \geq \frac{m}{(1-e)} \sum_{i=1}^{n}\left(1-T_{i}\right) & \left(\text { since } Y_{i} \geq m>0\right) \\
& \geq \frac{m}{(1-e)} & \left(\text { as } \sum_{i=1}^{n} T_{i}<n\right) .
\end{array}
$$

Similarly, we also have the upper bound:

$$
\begin{array}{rlr}
T_{0}(\boldsymbol{Z}) & =\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-e} & \\
& =\frac{1}{n e} \sum_{i=1}^{n}\left(1-T_{i}\right) Y_{i} & \\
& \leq \frac{1}{n e} \sum_{i=1}^{n} Y_{i} & \\
& \leq \frac{M}{e} & (\text { since } T \text { is binary) } \\
& \text { (since } \left.Y_{i} \leq M\right) .
\end{array}
$$

Similarly, for $T_{1}(\boldsymbol{Z})$, we have:

$$
T_{1}(\boldsymbol{Z}) \leq \frac{M}{e}
$$

Therefore, we have shown that $T_{1}(\boldsymbol{Z})$ and $T_{0}(\boldsymbol{Z})$ are unbiased estimators of $\mathbb{E}\left[Y^{(1)}\right]$ and $\mathbb{E}\left[Y^{(0)}\right]>$ 0 , respectively. We also established that $M / e \geq T_{0}(\boldsymbol{Z}) \geq m /(1-e)>0$ and $\left|T_{1}(\boldsymbol{Z})\right| \leq M / e$.
Furthermore, we pointed out that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$. Applying Theorem 2 , we obtain:

$$
\left|\mathbb{E}\left[\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right]-\tau_{\mathrm{RR}}\right| \leq \frac{M^{2}(1-e)^{2}}{n e^{2} m^{2}}\left(\frac{M(1-e)}{m e}+1\right) \leq \frac{2 M^{3}(1-e)^{3}}{n m^{3} e^{3}}
$$

and

$$
\left|\operatorname{Var}\left(\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right)-V_{\mathrm{RR}, \mathrm{HT}}\right| \leq \frac{2 M^{2}(1-e)^{4}}{n m^{4} e^{2}}\left(\frac{M^{2}(1-e)^{2}}{m^{2} e^{2}}+1\right) \leq \frac{4 M^{4}(1-e)^{6}}{n m^{6} e^{4}}
$$

Optimal choice of $e$ : the optimal value of $e_{o p t}$ is the one that minimizes the variance of the Ratio Horvitz-Thomson estimator. Therefore, we need to solve:

$$
\inf _{e \in(0,1)} \tau_{\mathrm{RR}}^{2}\left(\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right)
$$

Noting that the variance we want to minimize is convex in $e$, we can derive the variance and set it to 0 to find $e_{\text {opt }}$. We have:

$$
\frac{C_{1}}{e_{o p t}^{2}}=\frac{C_{0}}{\left(1-e_{o p t}\right)^{2}}
$$

where $C_{1}=\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]}{\mathbb{E}\left[Y^{(1)}\right]^{2}}$ and $C_{0}=\frac{\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]}{\mathbb{E}\left[Y^{(0)}\right]^{2}}$.

- If $\frac{\operatorname{Var}\left(Y^{(1)}\right)}{\left.\mathbb{E}\left[Y^{(1)}\right]\right]^{2}}=\frac{\operatorname{Var}\left(Y^{(0)}\right)}{\mathbb{E}\left[Y^{(0)}\right]^{2}}$ :

$$
e_{o p t}=0.5
$$

- otherwise:

$$
e_{\text {opt }}=\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right] \mathbb{E}\left[Y^{(0)}\right]^{2}-\sqrt{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right] \mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]} \mathbb{E}\left[Y^{(1)}\right] \mathbb{E}\left[Y^{(0)}\right]}{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right] \mathbb{E}\left[Y^{(0)}\right]^{2}-\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right] \mathbb{E}\left[Y^{(1)}\right]^{2}} \in(0,1)
$$

## A.1.2 Risk Ratio Neyman estimator

Proof of Proposition 2 .
Asymptotic Bias and Variance: we proceed with M-estimations to prove asymptotic bias and variance of the Ratio Neyman estimator, we first define the following:

$$
\hat{\boldsymbol{\theta}}_{n}=\left(\begin{array}{c}
\frac{1}{n_{0}} \sum_{T_{i}=0} Y_{i}  \tag{27}\\
\frac{1}{n_{1}} \sum_{T_{i}=1} Y_{i} \\
\hat{\tau}_{R-N, n}
\end{array}\right) \quad \text { and } \quad \psi(T, Y, \boldsymbol{\theta})=\left(\begin{array}{c}
\psi_{0}(\boldsymbol{\theta}) \\
\psi_{1}(\boldsymbol{\theta}) \\
\psi_{2}(\boldsymbol{\theta})
\end{array}\right)=:\left(\begin{array}{c}
(1-T)\left(Y-\theta_{0}\right) \\
T\left(Y-\theta_{1}\right) \\
\theta_{1}-\theta_{2} \theta_{0}
\end{array}\right)
$$

where $\boldsymbol{\theta}=\left(\theta_{0}, \theta_{1}, \theta_{2}\right)$.
Next, we verify that for $\hat{\boldsymbol{\theta}}_{n}=\left(\frac{1}{n_{0}} \sum_{T_{i}=0} Y_{i}, \frac{1}{n_{1}} \sum_{T_{i}=1} Y_{i}, \hat{\tau}_{R-N, n}\right)$, we have:

$$
\sum_{i=1}^{n} \psi\left(T_{i}, Y_{i}, \hat{\boldsymbol{\theta}}_{n}\right)=0
$$

We begin by demonstrating this for $\psi_{1}$ :

$$
\begin{aligned}
\sum_{i=1}^{n} \psi_{1}\left(T_{i}, Y_{i}, \hat{\boldsymbol{\theta}}_{n}\right) & =\sum_{i=1}^{n} T_{i}\left(Y_{i}-\frac{1}{n_{1}} \sum_{T_{j}=1} Y_{j}\right) \\
& =\sum_{i=1}^{n} T_{i}\left(Y_{i}-\frac{1}{n_{1}} \sum_{j=1}^{n} T_{j} Y_{j}\right) \\
& =\sum_{i=1}^{n} T_{i} Y_{i}-\frac{1}{n_{1}} \sum_{i=1}^{n} T_{i} \sum_{j=1}^{n} T_{j} Y_{j} \\
& =\sum_{i=1}^{n} T_{i} Y_{i}-\sum_{j=1}^{n} T_{j} Y_{j} \\
& =0
\end{aligned}
$$

Similarly, we can show:

$$
\sum_{i=1}^{n} \psi_{0}\left(T_{i}, Y_{i}, \hat{\boldsymbol{\theta}}_{n}\right)=0
$$

Moreover, by construction:

$$
\sum_{i=1}^{n} \psi_{2}\left(T_{i}, Y_{i}, \hat{\boldsymbol{\theta}}_{n}\right)=0
$$

Thus, we have established that $\hat{\boldsymbol{\theta}}_{n}$ is an M-estimator of type $\psi$ (see Stefanski and Boos, 2002). Given that we are in a Bernoulli Trial we now demonstrate that $\mathbb{E}\left[\psi\left(T, Y, \theta_{\infty}\right)\right]=0$ where $\theta_{\infty}=$
$\left(\mathbb{E}\left[Y^{(0)}\right], \mathbb{E}\left[Y^{(1)}\right], \tau_{R R}\right)$. Therefore, we have:

$$
\begin{array}{rlrl}
\mathbb{E}\left[\psi_{1}\left(\theta_{\infty}\right)\right] & =\mathbb{E}\left[T\left(Y-\mathbb{E}\left[Y^{(1)}\right]\right)\right] \\
& =\mathbb{E}\left[T\left(Y^{(1)}-\mathbb{E}\left[Y^{(1)}\right]\right)\right] \\
& =\mathbb{E}[T] \mathbb{E}\left[Y^{(1)}-\mathbb{E}\left[Y^{(1)}\right]\right] \\
& =0 . & & \text { (by SUTVA) }
\end{array}
$$

Similarly, we can show:

$$
\mathbb{E}\left[\psi_{0}\left(\theta_{\infty}\right)\right]=0
$$

Furthermore, we have:

$$
\mathbb{E}\left[\psi_{2}\left(\theta_{\infty}\right)\right]=\mathbb{E}\left[Y^{(1)}\right]-\tau_{R R} \mathbb{E}\left[Y^{(0)}\right]=0
$$

At this point, we note that $\theta_{\infty}$ is the only value of $\boldsymbol{\theta}$ such that $\mathbb{E}[\psi(T, Y, \boldsymbol{\theta})]=0$. We proceed by defining:

$$
A\left(\theta_{\infty}\right)=\mathbb{E}\left[\left.\frac{\partial \psi}{\partial \theta}\right|_{\theta=\theta_{\infty}}\right] \quad \text { and } \quad B\left(\theta_{\infty}\right)=\mathbb{E}\left[\psi\left(Z, \theta_{\infty}\right) \psi\left(Z, \theta_{\infty}\right)^{T}\right]
$$

Next, we check the conditions of Theorem 7.2 in Stefanski and Boos (2002). First, we compute $A\left(\theta_{\infty}\right)$ and $B\left(\theta_{\infty}\right)$. Since:

$$
\frac{\partial \psi}{\partial \theta}(Z, \theta)=\left(\begin{array}{ccc}
-(1-T) & 0 & 0 \\
0 & -T & 0 \\
-\theta_{2} & 1 & -\theta_{0}
\end{array}\right)
$$

we obtain:

$$
A\left(\boldsymbol{\theta}_{\boldsymbol{\infty}}\right)=\left(\begin{array}{ccc}
-(1-e) & 0 & 0 \\
0 & -e & 0 \\
-\tau_{R R} & 1 & -\mathbb{E}\left[Y^{(0)}\right]
\end{array}\right)
$$

which leads to:

$$
A^{-1}\left(\boldsymbol{\theta}_{\infty}\right)=\left(\begin{array}{ccc}
\frac{1}{e-1} & 0 & 0 \\
0 & -\frac{1}{e} & 0 \\
\tau_{R R} \frac{1}{\mathbb{E}\left[Y^{(0)}\right](1-e)} & -\frac{1}{e \mathbb{E}\left[Y^{(0)}\right]} & -\frac{1}{\mathbb{E}\left[Y^{(0)}\right]}
\end{array}\right) .
$$

Regarding $B\left(\theta_{\infty}\right)$, elementary calculations show that:

$$
\begin{aligned}
& \psi\left(Z, \theta_{\infty}\right) \psi\left(Z, \theta_{\infty}\right)^{T} \\
& =\left(\begin{array}{ccc}
\left((1-T)\left(Y-\mathbb{E}\left[Y^{(0)}\right]\right)\right)^{2} & (1-T)\left(Y-\mathbb{E}\left[Y^{(0)}\right]\right) T\left(Y-\mathbb{E}\left[Y^{(1)}\right]\right) & 0 \\
(1-T)\left(Y-\mathbb{E}\left[Y^{(0)}\right]\right) T\left(Y-\mathbb{E}\left[Y^{(1)}\right]\right) & \left(T\left(Y-\mathbb{E}\left[Y^{(1)}\right]\right)\right)^{2} & 0 \\
0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

which leads to:

$$
B\left(\theta_{\infty}\right)=\left(\begin{array}{ccc}
(1-e) \operatorname{Var}\left[Y^{(0)}\right] & 0 & 0 \\
0 & e \operatorname{Var}\left[Y^{(1)}\right] & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Based on the previous calculations, we have:

- $\psi(z, \boldsymbol{\theta})$ and its first two partial derivatives with respect to $\boldsymbol{\theta}$ exist for all $z$ and for all $\boldsymbol{\theta}$ in the neighborhood of $\boldsymbol{\theta}_{\infty}$.
- For each $\boldsymbol{\theta}$ in the neighborhood of $\boldsymbol{\theta}_{\boldsymbol{\infty}}$, we have for all $i, j, k \in\{0,2\}$ :

$$
\left|\frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}} \psi_{k}(z, \boldsymbol{\theta})\right| \leq 1
$$

and 1 is integrable.

- $A\left(\theta_{\infty}\right)$ exists and is nonsingular.
- $B\left(\theta_{\infty}\right)$ exists and is finite.

Since we have:

$$
\sum_{i=1}^{n} \psi\left(T_{i}, Y_{i}, \hat{\boldsymbol{\theta}}_{n}\right)=0 \quad \text { and } \quad \hat{\boldsymbol{\theta}}_{n} \xrightarrow{p} \theta_{\infty}
$$

Then, the conditions of Theorem 7.2 in Stefanski and Boos (2002) are satisfied, we have:

$$
\sqrt{n}\left(\hat{\boldsymbol{\theta}}_{n}-\theta_{\infty}\right) \xrightarrow{d} \mathcal{N}\left(0, A\left(\theta_{\infty}\right)^{-1} B\left(\theta_{\infty}\right)\left(A\left(\theta_{\infty}\right)^{-1}\right)^{\top}\right),
$$

where:

$$
A\left(\theta_{\infty}\right)^{-1} B\left(\theta_{\infty}\right)\left(A\left(\theta_{\infty}\right)^{-1}\right)^{\top}=\left[\begin{array}{ccc}
\frac{\operatorname{Var}\left[Y^{(0)}\right]}{(1-e)} & 0 & -\frac{\tau \operatorname{Var}\left[Y^{(0)}\right]}{\tau_{0}(1-e)} \\
0 & \frac{\operatorname{Var}\left[Y^{(1)}\right]}{e} & \frac{\operatorname{Var}\left[Y^{(1)}\right]}{e \tau_{0}} \\
-\frac{\tau \operatorname{Var}\left[Y^{(0)}\right]}{\tau_{0}(1-e)} & \frac{\operatorname{Var}\left[Y^{(1)}\right]}{e \tau_{0}} & V_{R-N}
\end{array}\right]
$$

with:

$$
V_{R-N}=\tau_{R R}^{2}\left(\frac{\operatorname{Var}\left(Y^{(1)}\right)}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\operatorname{Var}\left(Y^{(0)}\right)}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right)
$$

In particular, we obtain:

$$
\sqrt{n}\left(\hat{\tau}_{\mathrm{RR}, \mathrm{~N}, \mathrm{n}}-\tau_{\mathrm{RR}}\right) \xrightarrow{d} \mathcal{N}\left(0, V_{\mathrm{RR}, \mathrm{~N}}\right) .
$$

Finally, note that:

$$
\begin{aligned}
V_{R-N} & =\tau_{R R}^{2}\left(\frac{\operatorname{Var}\left(Y^{(1)}\right)}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\operatorname{Var}\left(Y^{(0)}\right)}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right) \\
& =\tau_{R R}^{2}\left(\frac{\mathbb{E}\left[\left(Y^{(1)}\right)^{2}\right]-\mathbb{E}\left[Y^{(1)}\right]^{2}}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\mathbb{E}\left[\left(Y^{(0)}\right)^{2}\right]-\mathbb{E}\left[Y^{(0)}\right]^{2}}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right) \\
& =V_{R-H T}-\frac{\tau_{R R}^{2}}{e(1-e)}
\end{aligned}
$$

Finite sample bias and variance: let $T_{1}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \frac{T_{i} Y_{i}}{\hat{e}}$ and $T_{0}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-\hat{e}}$ where $\boldsymbol{Z}=\left(Z_{1}, \ldots, Z_{n}\right)$ and $\hat{e}=n_{1} / n$. We first show that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=$ $O_{p}\left(\frac{1}{n}\right)$. This part is inspired by Colnet et al. (2024a):
Using the Eve's law, and conditioning on the treatment assignment vector $\mathbf{T}=\left(T_{1}, \ldots, T_{n}\right)$, one has

$$
\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=\operatorname{Var}\left(\mathbb{E}\left[T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right]\right)+\mathbb{E}\left[\operatorname{Var}\left(T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right)\right]
$$

Since we also have that:

$$
\begin{aligned}
\mathbb{E}\left[T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right] & =\frac{\frac{1}{n} \sum_{i=1}^{n} T_{i}}{\frac{1}{n} \sum_{i=1}^{n} T_{i}} \mathbb{E}\left[Y_{i}^{(1)} \mid \mathbf{T}\right] \\
& =\mathbf{1}_{\sum_{i=1}^{n} T_{i}>0} \mathbb{E}\left[Y_{i}^{(1)} \mid \mathbf{T}\right]
\end{aligned}
$$

$$
=\mathbf{1}_{\sum_{i=1}^{n} T_{i}>0} \mathbb{E}\left[Y_{i}^{(1)}\right] \quad \text { (by ignrorability) }
$$

we can now compute the variance of this quantity:

$$
\begin{aligned}
\operatorname{Var}\left[\mathbb{E}\left[T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right]\right] & =\operatorname{Var}\left(\mathbf{1}_{\sum_{i=1}^{n} A_{i}>0} \mathbb{E}\left[Y_{i}^{(1)}\right]\right) \\
& =\mathbb{E}\left[Y_{i}^{(1)}\right]^{2} \operatorname{Var}\left(\mathbf{1}_{\sum_{i=1}^{n} T_{i}>0}\right)
\end{aligned}
$$

Besides,

$$
\begin{aligned}
\operatorname{Var}\left(\mathbf{1}_{\sum_{i=1}^{n} T_{i}>0}\right) & =\mathbb{E}\left[\mathbf{1}_{\sum_{i=1}^{n} T_{i}>0}^{2}\right]-\mathbb{E}\left[\mathbf{1}_{\sum_{i=1}^{n} T_{i}>0}\right]^{2} \\
& =1-(1-e)^{n}-\left(1-(1-e)^{n}\right)^{2} \\
& =(1-e)^{n}\left(1-(1-e)^{n}\right)
\end{aligned}
$$

Therefore, we get:

$$
\begin{aligned}
\operatorname{Var}\left[\mathbb{E}\left[T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right]\right] & =\mathbb{E}\left[Y_{i}^{(1)}\right]^{2}(1-e)^{n}\left(1-(1-e)^{n}\right) \\
& \leq(1-e)^{n} \mathbb{E}\left[Y_{i}^{(1)}\right]^{2}=o_{p}\left(\frac{1}{n}\right)
\end{aligned}
$$

Now,

$$
\begin{aligned}
\operatorname{Var}\left(T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right) & =\operatorname{Var}\left(\left.\frac{1}{n} \sum_{i=1}^{n} \frac{T_{i} Y_{i}^{(1)}}{\hat{e}} \right\rvert\, \mathbf{T}\right) \\
& =\frac{1}{n} \operatorname{Var}\left[\left.\frac{T_{i} Y_{i}^{(1)}}{\hat{e}} \right\rvert\, \mathbf{T}\right] \\
& =\frac{1}{n}\left(\frac{T_{i}}{\hat{e}}\right)^{2} \operatorname{Var}\left[Y_{i}^{(1)} \mid \mathbf{T}\right] \\
& =\frac{1}{n}\left(\frac{T_{i}}{\hat{e}}\right)^{2} \operatorname{Var}\left[Y_{i}^{(1)}\right] \quad \text { (by i.i.d.) }
\end{aligned}
$$

Taking the expecation of the previous term leads to,

$$
\begin{array}{rlrl}
\mathbb{E}\left[\operatorname{Var}\left(T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right)\right] & =\mathbb{E}\left[\frac{1}{n}\left(\frac{A_{i}}{\hat{e}}\right)^{2} \operatorname{Var}\left[Y_{i}^{(1)}\right]\right] \\
& =\frac{1}{n} \mathbb{E}\left[\left(\frac{A_{i}}{\hat{e}}\right)^{2}\right] \operatorname{Var}\left[Y_{i}^{(1)}\right] \quad & \text { by linearity. }
\end{array}
$$

Note that,

$$
\begin{aligned}
\mathbb{E}\left[\left(\frac{T_{i}}{\hat{e}}\right)^{2}\right] & =\mathbb{E}\left[\frac{T_{i}}{(\hat{e})^{2}}\right] \\
& =\frac{1}{n}\left(\mathbb{E}\left[\frac{T_{1}}{\hat{e}^{2}}\right]+\mathbb{E}\left[\frac{T_{2}}{\hat{e}^{2}}\right]+\cdots+\mathbb{E}\left[\frac{T_{n}}{\hat{e}^{2}}\right]\right) \\
& =\mathbb{E}\left[\frac{\hat{e}}{\hat{e}^{2}}\right] \\
& =\mathbb{E}\left[\frac{\mathbf{1}_{\hat{e}>0}}{\hat{e}}\right]
\end{aligned}
$$

so that

$$
\mathbb{E}\left[\operatorname{Var}\left(T_{1}(\boldsymbol{Z}) \mid \mathbf{T}\right)\right]=\frac{1}{n} \mathbb{E}\left[\frac{\mathbf{1}_{\hat{e}>0}}{\hat{e}}\right] \operatorname{Var}\left[Y_{i}^{(1)}\right]=O_{p}\left(\frac{1}{n}\right) .
$$

Therefore we have that

$$
\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)
$$

. Similarly we can show that

$$
\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)
$$

Next, we show that $T_{0}(\boldsymbol{Z})$ is bounded

$$
\begin{array}{rlrl}
T_{0}(\boldsymbol{Z}) & =\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-\hat{e}} & \\
& \geq \frac{m}{n} \sum_{i=1}^{n} \frac{1-T_{i}}{1-\hat{e}} & & \left(\text { since } Y_{i} \geq m>0\right) \\
& \geq m . & & (\text { by definition of } \hat{e})
\end{array}
$$

Similarly, we also have the upper bound:

$$
\begin{aligned}
T_{0}(\boldsymbol{Z}) & =\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-\hat{e}} & & \\
& \leq \frac{M}{n} \sum_{i=1}^{n} \frac{1-T_{i}}{1-\hat{e}} & & \left(\text { since } Y_{i} \leq M\right) \\
& \leq M & & (\text { by definition of } \hat{e})
\end{aligned}
$$

Similarly, for $T_{1}(\boldsymbol{Z})$, we have:

$$
\begin{array}{rlrl}
T_{1}(\boldsymbol{Z}) & =\frac{1}{n} \sum_{i=1}^{n} \frac{T_{i} Y_{i}}{\hat{e}} & \\
& \leq \frac{M}{n} \sum_{i=1}^{n} \frac{T_{i}}{\hat{e}} & & \left(\text { since } Y_{i} \leq M\right) \\
& \leq M & & \text { (by definition of } \hat{e})
\end{array}
$$

Therefore, we have shown that $T_{1}(\boldsymbol{Z})$ and $T_{0}(\boldsymbol{Z})$ are unbiased estimators of $\mathbb{E}\left[Y^{(1)}\right]$ and $\mathbb{E}\left[Y^{(0)}\right]>$ 0 , respectively. We also established that $M \geq T_{0}(\boldsymbol{Z}) \geq m>0$ and $\left|T_{1}(\boldsymbol{Z})\right| \leq M$.
Furthermore, we pointed out that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$. Applying Theorem 2, we obtain:

$$
\left|\mathbb{E}\left[\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right]-\tau_{\mathrm{RR}}\right| \leq \frac{2 M^{3}}{n m^{3}} \quad \text { and } \quad\left|\operatorname{Var}\left(\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right)-V_{\mathrm{RR}, \mathrm{HT}}\right| \leq \frac{4 M^{4}}{n m^{6}}
$$

Optimal choice of $e$ : the optimal value of $e_{o p t}$ is the one that minimizes the variance of the Ratio Neyman estimator. Therefore, we need to solve:

$$
\inf _{e \in(0,1)} \tau_{\mathrm{RR}}^{2}\left(\frac{\operatorname{Var}\left(Y^{(1)}\right)}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\operatorname{Var}\left(Y^{(0)}\right)}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right)
$$

Noting that the variance we want to minimize is convex in $e$, we can derive the variance and set it to 0 to find $e_{o p t}$. We have:

$$
\frac{C_{1}}{e_{o p t}^{2}}=\frac{C_{0}}{\left(1-e_{o p t}\right)^{2}}
$$

where $C_{1}=\frac{\operatorname{Var}\left(Y^{(1)}\right)}{\mathbb{E}\left[Y^{(1)}\right]^{2}}$ and $C_{0}=\frac{\operatorname{Var}\left(Y^{(0)}\right)}{\mathbb{E}\left[Y^{(0)}\right]^{2}}$.

- If $\frac{\operatorname{Var}\left(Y^{(1)}\right)}{\mathbb{E}\left[Y^{(1)}\right]^{2}}=\frac{\operatorname{Var}\left(Y^{(0)}\right)}{\mathbb{E}\left[Y^{(0)}\right]^{2}}$ :

$$
e_{o p t}=0.5
$$

- otherwise:

$$
e_{o p t}=\frac{C_{1}-\sqrt{C_{1} C_{0}}}{C_{1}-C_{0}} \in(0,1)
$$

## A.1.3 Ratio G formula estimator

Proof of Proposition 3
Asymptotic bias and variance of the oracle ratio G formula estimator: we remind that the oracle ratio G formula is defined as:

$$
\tau_{\mathrm{RR}, \mathrm{G}, \mathrm{n}}^{\star}=\frac{\sum_{i=1}^{n} \mu_{1}^{*}\left(X_{i}\right)}{\sum_{i=1}^{n} \mu_{0}^{*}\left(X_{i}\right)},
$$

where the response surfaces $\mu_{0}^{*}$ and $\mu_{1}^{*}$ are assumed to be known. Let us define $g_{1}(Z)=\mu_{1}^{*}\left(X_{i}\right)$ and $g_{0}(Z)=\mu_{0}^{*}\left(X_{i}\right)$ with $Z=X$. Since both of the $g_{1}(Z)$ and $g_{0}(Z)$ are bounded, they are square integrable. We also have that $\mathbb{E}\left[g_{0}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(0)}\right]$ and $\mathbb{E}\left[g_{1}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(1)}\right]$. We can therefore apply Theorem 2 and conclude that:

$$
\sqrt{n}\left(\tau_{\mathrm{RR}, \mathrm{G}, \mathrm{n}}^{\star}-\tau_{\mathrm{RR}}\right) \rightarrow \mathcal{N}\left(0, V_{\mathrm{RR}, \mathrm{G}}\right)
$$

where $V_{\mathrm{RR}, \mathrm{G}}=\tau_{\mathrm{RR}}^{2} \operatorname{Var}\left(\frac{\mu_{1}^{\star}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}^{\star}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right)$.
Finite sample bias and variance of the oracle ratio $G$ formula estimator: let $T_{1}(\boldsymbol{Z})=$ $\frac{1}{n} \sum_{i=1}^{n} \mu_{1}^{*}\left(X_{i}\right)$ and $T_{0}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \mu_{0}^{*}\left(X_{i}\right)$ where $\boldsymbol{Z}=\left(X_{1}, \ldots, X_{n}\right)$. We first show that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right):$

$$
\begin{array}{rlrl}
\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right) & =\frac{1}{n^{2}} \operatorname{Var}\left(\sum_{i=1}^{n} \mu_{1}^{*}\left(X_{i}\right)\right) & \\
& =\frac{1}{n^{2}} \sum_{i=1}^{n} \operatorname{Var}\left(\mu_{1}^{*}\left(X_{i}\right)\right) & & \text { (by i.i.d.) } \\
& =\frac{1}{n}\left(\mathbb{E}\left[\left(\mu_{1}^{*}\left(X_{i}\right)\right)^{2}\right]-\mathbb{E}\left[Y^{(1)}\right]^{2}\right) & & \text { (by law of total expectation) } \\
& \leq \frac{M^{2}-\mathbb{E}\left[Y^{(1)}\right]^{2}}{n} & & \left.\left(\mu_{1}^{*}\left(X_{i}\right)\right) \leq M\right) \\
& =O_{p}\left(\frac{1}{n}\right) &
\end{array}
$$

Similarly,

$$
\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)
$$

Therefore, we have shown that $T_{1}(\boldsymbol{Z})$ and $T_{0}(\boldsymbol{Z})$ are unbiased estimators of $\mathbb{E}\left[Y^{(1)}\right]$ and $\mathbb{E}\left[Y^{(0)}\right]>$ 0 , respectively. We also have that $T_{0}(\boldsymbol{Z})$ and $T_{1}(\boldsymbol{Z})$ are bounded:

$$
m_{0} \leq T_{0}(\boldsymbol{Z}) \leq M_{0} \quad \text { and } \quad T_{1}(\boldsymbol{Z}) \leq M_{1}
$$

Applying Theorem 2, we obtain:

$$
\left|\mathbb{E}\left[\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right]-\tau_{\mathrm{RR}}\right| \leq \frac{2 M_{1} M_{0}^{2}}{n m_{0}^{3}} \quad \text { and } \quad\left|\operatorname{Var}\left(\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right)-V_{\mathrm{RR}, \mathrm{HT}}\right| \leq \frac{2 M_{0}^{2} M_{1}\left(M_{1}+M_{0}\right)}{m_{0}^{6}}
$$

## A.1.4 RCT linear model estimation - Proof of Lemma 1

We use the linear model setting, introduced by $\operatorname{Wager}(2020)$. More precisely, we assume that, for all $t \in\{0,1\}$,

$$
\begin{equation*}
Y_{i}^{(t)}=c^{(t)}+X_{i}^{\top} \beta^{(t)}+\varepsilon_{i}^{(t)}, \quad \mathbb{E}\left[\varepsilon_{i}^{(t)} \mid X_{i}\right]=0, \quad \operatorname{Var}\left[\varepsilon_{i}^{(t)} \mid X_{i}\right]=\sigma^{2} \tag{28}
\end{equation*}
$$

with $\mathbb{E}[X]=0$. We define the covariance matrix of $X$ as $\Sigma=\operatorname{Var}[X]$, the corresponding dot product as $\langle X, Y\rangle_{\Sigma}=X^{\top} \Sigma Y$, and its corresponding norm is given by $\|X\|_{\Sigma}=\sqrt{\langle X, X\rangle_{\Sigma}}$. We also assume that $\|X\|_{\Sigma} \leq M$.
Lemma 1 (Asymptotic variance comparison of $\hat{\tau}_{\text {RR,N }}$ and $\hat{\tau}_{\text {RR,G }}$ under a linear model). Grant Assumption 1] and Assumption 2] Within the linear model framework defined above and using linear regression models for both of the surface responses, we have $V_{R R, N}>V_{R R, G}$, provided that either $\beta^{(0)} \neq 0$ or $\beta^{(1)} \neq 0$.

$$
\begin{gather*}
V_{R R, N}=\left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\frac{\left\|\beta^{(1)}\right\|_{\Sigma}^{2}+\sigma^{2}}{e\left(c^{(1)}\right)^{2}}+\frac{\left\|\beta^{(0)}\right\|_{\Sigma}^{2}+\sigma^{2}}{(1-e)\left(c^{(0)}\right)^{2}}\right),  \tag{29}\\
V_{R R, G}=\left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\left\|\frac{\beta^{(1)}}{c^{(1)}}\right\|_{\Sigma}^{2}+\left\|\frac{\beta^{(0)}}{c^{(0)}}\right\|_{\Sigma}^{2}-2 \frac{\left\langle\beta^{(0)}, \beta^{(1)}\right\rangle_{\Sigma}}{c^{(0)} c^{(1)}}\right), \tag{30}
\end{gather*}
$$

and

$$
\begin{equation*}
V_{R R, N}-V_{R R, G}=\left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(e(1-e)\left\|\frac{\beta^{(1)}}{e c^{(1)}}+\frac{\beta^{(0)}}{(1-e) c^{(0)}}\right\|_{\Sigma}^{2}+\sigma^{2}\left(\frac{1}{e\left(c^{(1)}\right)^{2}}+\frac{1}{(1-e)\left(c^{(0)}\right)^{2}}\right)\right) \geq 0 \tag{31}
\end{equation*}
$$

Proof. We first show 29
Given the following linear model

$$
Y_{i}^{(t)}=c^{(t)}+X_{i}^{\top} \beta^{(t)}+\varepsilon_{i}^{(t)}, \quad \mathbb{E}\left[\varepsilon_{i}^{(t)} \mid X_{i}\right]=0, \quad \operatorname{Var}\left[\varepsilon_{i}^{(t)} \mid X_{i}\right]=\sigma^{2}
$$

We start by verifying outcome positivity:

$$
\begin{aligned}
\mathbb{E}\left[Y^{(a)} \mid X\right] & =\mathbb{E}\left[c(a)+X_{i} \beta(a)+\varepsilon_{i}(a) \mid X\right] \\
& =c(a)+X_{i} \beta(a)
\end{aligned}
$$

Since we have that $\|X\|_{\Sigma} \leq M$, then for a big enough $c(a)$, outcome positivity is verified. First, we compute the expectation of $Y^{(a)}$ :

$$
\begin{aligned}
\mathbb{E}\left[Y^{(a)}\right] & =\mathbb{E}\left[c(a)+X_{i} \beta(a)+\varepsilon_{i}(a)\right] & & \text { (by linear model) } \\
& =\mathbb{E}[c(a)]+\mathbb{E}\left[X_{i} \beta(a)\right]+\mathbb{E}\left[\varepsilon_{i}(a)\right] & & \\
& =c(a)+\mathbb{E}\left[X_{i}\right] \beta(a)+\mathbb{E}\left[\mathbb{E}\left[\varepsilon_{i}(a) \mid X\right]\right] & & \text { (by total expectation) } \\
& =c(a) & & \text { (by linear model) }
\end{aligned}
$$

Next, we compute the variance of $Y^{(a)}$ :

$$
\begin{aligned}
\operatorname{Var}\left[Y^{(a)}\right] & =\operatorname{Var}[c(a)+X \beta(a)+\varepsilon(a)] & & \\
& =\operatorname{Var}[X \beta(a)+\varepsilon(a)] & & c(a) \text { is a constant } \\
& =\operatorname{Var}[X \beta(a)]+\operatorname{Var}[\varepsilon(a)]+2 \operatorname{Cov}(X \beta(a), \varepsilon(a)) & & \text { Bienaymé’s identity } \\
& =\|\beta(a)\|_{\Sigma}+\sigma^{2}, & & \text { (by linear model) }
\end{aligned}
$$

where the last equality follows from the following calculations.
We calculate the covariance term:

$$
\begin{aligned}
\operatorname{Cov}(X \beta(a), \varepsilon(a)) & =\mathbb{E}[X \beta(a) \varepsilon(a)]-\mathbb{E}[X \beta(a)] \mathbb{E}[\varepsilon(a)] & & \\
& =\mathbb{E}[X \beta(a) \mathbb{E}[\varepsilon(a) \mid X]]-\mathbb{E}[X \beta(a)] \mathbb{E}[\mathbb{E}[\varepsilon(a) \mid X]] & & \text { (by total expectation) } \\
& =0, & & \mathbb{E}[\varepsilon(a) \mid X]=0
\end{aligned}
$$

We also compute the variance of the error term $\varepsilon(a)$ using Eve's law:

$$
\begin{aligned}
\operatorname{Var}[\varepsilon(a)] & =\mathbb{E}[\operatorname{Var}[\varepsilon(a) \mid X]]+\operatorname{Var}[\mathbb{E}[\varepsilon(a) \mid X]] \\
& =\sigma^{2}
\end{aligned}
$$

since $\operatorname{Var}[\varepsilon(a) \mid X]=\sigma^{2}$ and $\mathbb{E}[\varepsilon(a) \mid X]=0$.
Now, using the quantities computed above, we can determine $V_{\mathrm{RR}, \mathrm{N}}$ :

$$
V_{\mathrm{RR}, \mathrm{~N}}=\tau_{\mathrm{RR}}^{2}\left(\frac{\operatorname{Var}\left(Y^{(1)}\right)}{e \mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\operatorname{Var}\left(Y^{(0)}\right)}{(1-e) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right)
$$

Substituting the expressions for $\mathbb{E}\left[Y^{(a)}\right]$ and $\operatorname{Var}\left[Y^{(a)}\right]$ obtained above, we get:

$$
V_{\mathrm{RR}, \mathrm{~N}}=\left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\frac{\left\|\beta^{(1)}\right\|_{\Sigma}^{2}+\sigma^{2}}{e\left(c^{(1)}\right)^{2}}+\frac{\left\|\beta^{(0)}\right\|_{\Sigma}^{2}+\sigma^{2}}{(1-e)\left(c^{(0)}\right)^{2}}\right) .
$$

We now show 30 . Given the linear model, we can compute the following quantities:
First, we compute the variance of $\mu_{\Sigma}^{\star}(X)$ :

$$
\begin{aligned}
\operatorname{Var}\left[\mu_{\Sigma}^{\star}(X)\right] & =\operatorname{Var}\left[\mathbb{E}\left[Y^{(a)} \mid X\right]\right] \\
& =\operatorname{Var}\left[\mathbb{E}[c(a) \mid X]+\mathbb{E}\left[X_{i} \beta(a) \mid X\right]+\mathbb{E}\left[\varepsilon_{i}(a) \mid X\right]\right] \\
& =\operatorname{Var}\left[c(a)+\mathbb{E}\left[X_{i} \beta(a) \mid X\right]\right] \\
& =\operatorname{Var}\left[\mathbb{E}\left[X_{i} \beta(a) \mid X\right]\right] \\
& =\operatorname{Var}\left[X_{i} \beta(a)\right] \\
& =\|\beta(a)\|_{\Sigma}^{2}
\end{aligned}
$$

Next, we compute the covariance between $\mu_{1}^{\star}(X)$ and $\mu_{0}^{\star}(X)$ :

$$
\begin{aligned}
\operatorname{Cov}\left(\mu_{1}^{\star}(X), \mu_{0}^{\star}(X)\right)= & \mathbb{E}\left[\mu_{1}^{\star}(X) \mu_{0}^{\star}(X)\right]-\mathbb{E}\left[Y^{(0)}\right] \mathbb{E}\left[Y^{(1)}\right] \\
= & \mathbb{E}[(c(1)+X \beta(1))(c(0)+X \beta(0))]-\mathbb{E}\left[Y^{(0)}\right] \mathbb{E}\left[Y^{(1)}\right] \\
= & \mathbb{E}[c(1) c(0)]+\mathbb{E}[c(1) X \beta(0)]+\mathbb{E}[c(0) X \beta(1)] \\
& +\mathbb{E}[X \beta(0) X \beta(1)]-\mathbb{E}\left[Y^{(0)}\right] \mathbb{E}\left[Y^{(1)}\right] \\
= & \mathbb{E}[X \beta(0) X \beta(1)] \\
= & \mathbb{E}\left[\sum_{j} X_{j} \beta(0)_{j} \sum_{k} X_{k} \beta(1)_{k}\right] \\
= & \sum_{j} \sum_{k} \beta(0)_{j} \beta(1)_{k} \mathbb{E}\left[X_{k} X_{j}\right] \\
= & \left\langle\beta^{(0)}, \beta^{(1)}\right\rangle_{\Sigma} .
\end{aligned}
$$

Since we know that:

$$
V_{\mathrm{RR}, \mathrm{G}}=\tau_{\mathrm{RR}}^{2} \operatorname{Var}\left(\frac{\mu_{1}^{\star}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}^{\star}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right)
$$

using the computations from above, we get that:

$$
V_{\mathrm{RR}, \mathrm{G}}=\left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\left\|\frac{\beta^{(1)}}{c^{(1)}}\right\|_{\Sigma}^{2}+\left\|\frac{\beta^{(0)}}{c^{(0)}}\right\|_{\Sigma}^{2}-2 \frac{\left\langle\beta^{(0)}, \beta^{(1)}\right\rangle_{\Sigma}}{c^{(0)} c^{(1)}}\right)
$$

We now show 31 We compute the difference of the two variances:

$$
\begin{aligned}
V_{\mathrm{RR}, \mathrm{~N}}-V_{\mathrm{RR}, \mathrm{G}}= & \left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\frac{\left\|\beta^{(1)}\right\|_{\Sigma}^{2}+\sigma^{2}}{e\left(c^{(1)}\right)^{2}}+\frac{\left\|\beta^{(0)}\right\|_{\Sigma}^{2}+\sigma^{2}}{(1-e)\left(c^{(0)}\right)^{2}}\right) \\
& -\left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\left\|\frac{\beta^{(1)}}{c^{(1)}}\right\|_{\Sigma}^{2}+\left\|\frac{\beta^{(0)}}{c^{(0)}}\right\|_{\Sigma}^{2}-2 \frac{\left\langle\beta^{(0)}, \beta^{(1)}\right\rangle_{\Sigma}}{c^{(0)} c^{(1)}}\right) \\
= & \left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(\left\|\frac{\beta^{(1)}}{c^{(1)}}\right\|_{\Sigma}^{2} \frac{1-e}{e}+\left\|\frac{\beta^{(0)}}{c^{(0)}}\right\|_{\Sigma}^{2} \frac{e}{1-e}+2 \frac{\left\langle\beta^{(0)}, \beta^{(1)}\right\rangle_{\Sigma}}{c^{(0)} c^{(1)}}\right. \\
& \left.+\sigma^{2}\left(\frac{1}{e\left(c^{(1)}\right)^{2}}+\frac{1}{(1-e)\left(c^{(0)}\right)^{2}}\right)\right) \\
= & \left(\frac{c^{(1)}}{c^{(0)}}\right)^{2}\left(e(1-e)\left\|\frac{\beta^{(1)}}{e c^{(1)}}+\frac{\beta^{(0)}}{(1-e) c^{(0)}}\right\|_{\Sigma}^{2}+\sigma^{2}\left(\frac{1}{e\left(c^{(1)}\right)^{2}}+\frac{1}{(1-e)\left(c^{(0)}\right)^{2}}\right)\right) \geq 0
\end{aligned}
$$

## A. 2 Proofs of observational studies estimators of the risk ratio

## A.2.1 Ratio Inverse Propensity Weighting

Proof of Proposition 4
Asymptotic bias and variance of the oracle Ratio IPW estimator: we remind that the oracle Ratio IPW is defined as:

$$
\tau_{\mathrm{RR}, \mathrm{PW}}^{\star}=\frac{\sum_{i=1}^{n} \frac{T_{i} Y_{i}}{e\left(X_{i}\right)}}{\sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-e\left(X_{i}\right)}}
$$

where the propensity score $e$ is assumed to be known. Let us define $g_{1}(Z)=\frac{T_{i} Y_{i}}{e\left(X_{i}\right)}$ and $g_{0}(Z)=$ $\frac{\left(1-T_{i}\right) Y_{i}}{1-e\left(X_{i}\right)}$ with $Z=(X, T, Y)$. We have that both $g_{1}(Z)$ and $g_{0}(Z)$ are bounded and therefore square integrable.

$$
\frac{m}{1-\eta} \leq g_{1}(Z) \leq \frac{M}{\eta} \quad \text { and } \quad g_{0}(Z) \leq \frac{M}{\eta}
$$

We also have that $\mathbb{E}\left[g_{0}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(0)}\right]$ and $\mathbb{E}\left[g_{1}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(1)}\right]$. We can therefore apply Theorem 2 and conclude that:

$$
\sqrt{n}\left(\tau_{\mathrm{RR}, \mathrm{IPW}}^{\star}-\tau_{\mathrm{RR}}\right) \rightarrow \mathcal{N}\left(0, V_{\mathrm{RR}, \mathrm{IPW}}\right)
$$

where $V_{\mathrm{RR}, \mathrm{IPW}}=\tau_{\mathrm{RR}}^{2} \operatorname{Var}\left(\frac{\frac{T_{i} Y_{i}}{e\left(X_{i}\right)}}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\frac{\left(1-T_{i}\right) Y_{i}}{1-e\left(X_{i}\right)}}{\mathbb{E}\left[Y^{(1)}\right]}\right)$. Moreover,

$$
\begin{aligned}
\operatorname{Var}\left(\frac{T Y}{e(X)}\right) & =\mathbb{E}\left[\left(\frac{T Y}{e(X)}\right)^{2}\right]-\mathbb{E}\left[\frac{T Y}{e(X)}\right]^{2} \\
& =\mathbb{E}\left[\frac{T Y^{2}}{e(X)^{2}}\right]-\mathbb{E}\left[Y^{(1)}\right]^{2} \\
& =\mathbb{E}\left[\frac{1}{e(X)^{2}} \mathbb{E}\left[T Y^{(1) 2} \mid X\right]\right]-\mathbb{E}\left[Y^{(1)}\right]^{2} \\
& =\mathbb{E}\left[\frac{1}{e(X)} \mathbb{E}\left[Y^{(1) 2} \mid X\right]\right]-\mathbb{E}\left[Y^{(1)}\right]^{2} \\
& =\mathbb{E}\left[\frac{1}{e(X)} \mathbb{E}\left[Y^{(1) 2} \mid X\right]\right]-\mathbb{E}\left[Y^{(1)}\right]^{2} \\
& =\mathbb{E}\left[\frac{Y^{(1) 2}}{e(X)}\right]-\mathbb{E}\left[Y^{(1)}\right]^{2}
\end{aligned}
$$

Similarly:

$$
\operatorname{Var}\left(\frac{(1-T) Y}{1-e(X)}\right)=\mathbb{E}\left[\frac{Y^{(0) 2}}{1-e(X)}\right]-\mathbb{E}\left[Y^{(0)}\right]^{2}
$$

And for the covariance:

$$
\begin{aligned}
\operatorname{Cov}\left(\frac{T Y}{e(X)}, \frac{(1-T) Y}{1-e(X)}\right) & =\mathbb{E}\left[\left(\frac{T Y}{e(X)}-\mathbb{E}\left[Y^{(1)}\right]\right)\left(\frac{(1-T) Y}{1-e(X)}-\mathbb{E}\left[Y^{(0)}\right]\right)\right] \\
& =\mathbb{E}\left[\frac{T Y}{e(X)} \frac{(1-T) Y}{1-e(X)}\right]-\mathbb{E}\left[Y^{(1)}\right] \mathbb{E}\left[\frac{(1-T) Y}{1-e(X)}\right] \\
& -\mathbb{E}\left[Y^{(0)}\right] \mathbb{E}\left[\frac{T Y}{e(X)}\right]+\mathbb{E}\left[Y^{(1)}\right] \mathbb{E}\left[Y^{(0)}\right] \\
& =-\mathbb{E}\left[Y^{(1)}\right] \mathbb{E}\left[Y^{(0)}\right]
\end{aligned}
$$

Therefore we get that:

$$
V_{\mathrm{RR}, \mathrm{IPW}}=\tau_{\mathrm{RR}}^{2}\left(\frac{\mathbb{E}\left[\frac{\left(Y^{(1)}\right)^{2}}{e(X)}\right]}{\mathbb{E}\left[Y^{(1)}\right]^{2}}+\frac{\mathbb{E}\left[\frac{\left(Y^{(0)}\right)^{2}}{1-e(X)}\right]}{\mathbb{E}\left[Y^{(0)}\right]^{2}}\right)
$$

Finite sample bias and variance of the oracle Ratio IPW estimator: let $T_{1}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \frac{T_{i} Y_{i}}{e\left(X_{i}\right)}$ and $T_{0}(\boldsymbol{Z})=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(1-T_{i}\right) Y_{i}}{1-e\left(X_{i}\right)}$ where $\boldsymbol{Z}=\left(Z_{1}, \ldots, Z_{n}\right)$. We first show that $\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right)=$ $O_{p}\left(\frac{1}{n}\right)$ and $\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right):$

$$
\begin{align*}
\operatorname{Var}\left(T_{1}(\boldsymbol{Z})\right) & =\frac{1}{n^{2}} \operatorname{Var}\left(\sum_{i=1}^{n} \frac{T_{i} Y_{i}}{e\left(X_{i}\right)}\right) \\
& =\frac{1}{n^{2}} \sum_{i=1}^{n} \operatorname{Var}\left(\frac{T_{i} Y_{i}}{e\left(X_{i}\right)}\right) \quad \text { (by i.i.d.) }  \tag{byi.i.d.}\\
& =\frac{1}{n}\left(\mathbb{E}\left[\left(\frac{T_{i} Y_{i}}{e\left(X_{i}\right)}\right)^{2}\right]-\mathbb{E}\left[\frac{T_{i} Y_{i}}{e\left(X_{i}\right)}\right]^{2}\right) \quad \text { (by law of total expectation) } \\
& =\frac{\mathbb{E}\left[\frac{\left(Y^{(1)}\right)^{2}}{e\left(X_{i}\right)}\right]-\mathbb{E}\left[Y^{(1)}\right]^{2}}{n} \\
& =O_{p}\left(\frac{1}{n}\right)
\end{align*}
$$

Similarly,

$$
\operatorname{Var}\left(T_{0}(\boldsymbol{Z})\right)=O_{p}\left(\frac{1}{n}\right)
$$

Therefore, we have shown that $T_{1}(\boldsymbol{Z})$ and $T_{0}(\boldsymbol{Z})$ are unbiased estimators of $\mathbb{E}\left[Y^{(1)}\right]$ and $\mathbb{E}\left[Y^{(0)}\right]>$ 0 , respectively. We also have that $T_{0}(\boldsymbol{Z})$ and $T_{1}(\boldsymbol{Z})$ are bounded:

$$
\frac{m}{1-\eta} \leq T_{0}(\boldsymbol{Z}) \leq \frac{M}{\eta} \quad \text { and } \quad T_{1}(\boldsymbol{Z}) \leq \frac{M}{\eta}
$$

Applying Theorem 2, we obtain:

$$
\left|\mathbb{E}\left[\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right]-\tau_{\mathrm{RR}}\right| \leq \frac{2 M^{3}(1-\eta)^{3}}{n m^{3} \eta^{3}}
$$

and

$$
\left|\operatorname{Var}\left(\hat{\tau}_{\mathrm{RR}, \mathrm{HT}, \mathrm{n}}\right)-V_{\mathrm{RR}, \mathrm{HT}}\right| \leq \frac{4 M^{4}(1-\eta)^{6}}{n m^{6} \eta^{4}}
$$

## A.2.2 Ratio Augmented Inverse Propensity Weighting

Proof of Proposition 5
Asymptotic bias and variance of the crossfitted Ratio AIPW estimator: Recall that we want to analyze $\sqrt{n}\left(\tilde{\tau}_{\text {RR,AIPW }}-\tau_{\text {RR }}\right)$. Letting

$$
\begin{equation*}
\tau_{\mathrm{RR}, \mathrm{APPW}}^{\star}=\frac{\sum_{i=1}^{n} \mu_{1}\left(X_{i}\right)+\frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}}{\sum_{i=1}^{n} \mu_{0}\left(X_{i}\right)+\frac{\left(1-T_{i}\right)\left(Y_{i}-\mu_{0}\left(X_{i}\right)\right)}{1-e\left(X_{i}\right)}}:=\frac{\tau_{\mathrm{RR}}^{\star} \mathrm{APW}, 1}{\tau_{\mathrm{RR}, \mathrm{APW}, 0}^{\star}}, \tag{32}
\end{equation*}
$$

be the oracle version of $\tilde{\tau}_{\text {RR,APW }}$ where the propensity score and both response surfaces are assumed to be known, we can rewrite

$$
\begin{equation*}
\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}}-\tau_{\mathrm{RR}}=\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}}-\tau_{\mathrm{RR}, \mathrm{APW}}^{\star}+\tau_{\mathrm{RR}, \mathrm{APW}}^{\star}-\tau_{\mathrm{RR}} . \tag{33}
\end{equation*}
$$

Regarding the first term in (33), we have

$$
\begin{aligned}
\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}}-\tau_{\mathrm{RR}, \mathrm{APW}}^{\star}\right| & =\left|\frac{\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 1}}{\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 0}}-\frac{\tau_{\mathrm{RR}, \mathrm{APW}, 1}^{\star}}{\tau_{\mathrm{RR}, \mathrm{APP}, 0}^{\star}}\right| \\
& =\mid\left(\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 0}\right)^{-1}-\left(\tau_{\mathrm{RR}, \mathrm{APW}, 0}^{\star}\right)^{-1}\right) \tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 1} \\
& +\left(\tau_{\mathrm{RR}, \mathrm{APW}, 0}^{\star}\right)^{-1}\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 1}-\tau_{\mathrm{RR}, \mathrm{APW}, 1}^{\star}\right) \mid \\
& \leq\left|\left(\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 0}\right)^{-1}-\left(\tau_{\mathrm{RR}, \mathrm{APP}, 0}^{\star}\right)^{-1}\right) \tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 1}\right| \\
& +\left|\left(\tau_{\mathrm{RR},, \mathrm{APW}, 0}^{\star}\right)^{-1}\left(\tilde{\tau}_{\mathrm{RR},, \mathrm{APW}, 1}-\tau_{\mathrm{RR}, \mathrm{APP}, 1}^{\star}\right)\right|
\end{aligned}
$$

We now show that:

$$
\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{APPW}, 1}-\tau_{\mathrm{RR}, \mathrm{APW}, 1}^{\star}\right|=o_{p}\left(\frac{1}{\sqrt{n}}\right) \quad \text { and } \quad\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{APPW}, 0}-\tau_{\mathrm{RR}, \mathrm{APW}, 0}^{\star}\right|=o_{p}\left(\frac{1}{\sqrt{n}}\right)
$$

One can show that:

$$
\begin{aligned}
\sqrt{n}\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 1}-\tau_{\mathrm{RR}, \mathrm{APW}, 1}^{\star}\right|= & \frac{1}{\sqrt{n}} \sum_{i \in \mathcal{I}_{k}}\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)+T_{i} \frac{Y_{i}-\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)}{\hat{e}\left(X_{i}\right)}-\mu_{1}\left(X_{i}\right)-T_{i} \frac{Y_{i}-\mu_{1}\left(X_{i}\right)}{e\left(X_{i}\right)}\right) \\
\text { Further denoted } A_{n}^{k}= & \frac{1}{\sqrt{n}} \sum_{i \in \mathcal{I}_{k}}\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right) \\
\text { Further denoted } B_{n}^{k} & +\frac{1}{\sqrt{n}} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right)\right) \\
\text { Further denoted } C_{n}^{k} & -\frac{1}{\sqrt{n}} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right)\right) .
\end{aligned}
$$

The first two terms can be demonstrated to converge toward 0 in probability. To do this, one can show that each of these two first terms converge in $L^{2}$ norm.
First, one can show that the expectation of $\frac{A_{n}^{k}}{\sqrt{n}}$ is null,

$$
\begin{aligned}
\mathbb{E}\left[\frac{A_{n}^{k}}{\sqrt{n}}\right] & =\frac{1}{n} \sum_{i \in \mathcal{I}_{k}} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}(X)-\mu_{1}(X)\right)\left(1-\frac{T}{e(X)}\right)\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n} \mathbb{E}\left[\mathbb{E}\left[\left.\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}(X)-\mu_{1}(X)\right)\left(1-\frac{T}{e(X)}\right) \right\rvert\, X\right]\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n} \mathbb{E}\left[\mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}(X)-\mu_{1}(X)\right)\left(1-\frac{\mathbb{E}[T \mid X]}{e(X)}\right)\right]\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n} \mathbb{E}\left[\mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}(X)-\mu_{1}(X)\right)\left(1-\frac{e(X)}{e(X)}\right)\right]\right] \\
& =0
\end{aligned}
$$

This will be helpful in the next series of derivations.
Now, consider the expectation of the square of $\frac{A_{n}^{k}}{\sqrt{n}}$,

$$
\begin{aligned}
\mathbb{E}\left[\left(\frac{A_{n}^{k}}{\sqrt{n}}\right)^{2}\right] & =\operatorname{Var}\left[\frac{1}{n} \sum_{i \in \mathcal{I}_{k}}\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right)\right] \\
& =\frac{1}{n^{2}} \operatorname{Var}\left[\sum_{i \in \mathcal{I}_{k}}\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right)\right] \\
& =\frac{1}{n^{2}} \sum_{i \in \mathcal{I}_{k}} \operatorname{Var}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right] \quad \text { iid } \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right)^{2}\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[\mathbb{E}\left[\left.\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right)^{2} \right\rvert\, X\right]\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2} \mathbb{E}\left[\left.\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)^{2} \right\rvert\, X\right]\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2} \frac{1}{e\left(X_{i}\right)^{2}} \mathbb{E}\left[\left(e\left(X_{i}\right)-T_{i}\right)^{2} \mid X\right]\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2} \frac{e\left(X_{i}\right)\left(1-e\left(X_{i}\right)\right)}{e\left(X_{i}\right)^{2}}\right] \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2}\left(\frac{1}{e\left(X_{i}\right)}-1\right)\right] \\
& \leq \frac{\left|\mathcal{I}_{k}\right|}{\eta n^{2}} \mathbb{E}\left[\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2}\right] \\
& \leq \frac{\left|\mathcal{I}_{k}\right|}{n^{2}} o_{\mathbb{P}}(1)
\end{aligned}
$$

Therefore, because convergence on $L^{2}$-norm provides convergence in probability (Chebyshev inequality), we have for $k \in\{1, K\}$ :

$$
\sqrt{n} \frac{1}{n} \sum_{i \in \mathcal{I}_{k}}\left(\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(1-\frac{T_{i}}{e\left(X_{i}\right)}\right)\right) \xrightarrow{p} 0
$$

The second term can also controlled using similar arguments. Before detailed derivation, note that due to the uniform convergence of $\hat{e}($.$) and the overlap assumption, there exist M$ such that for all $n>M$, and for all $X_{i}$,

$$
\frac{\eta}{2} \leq \hat{e}\left(X_{i}\right) \leq 1-\frac{\eta}{2}
$$

Therefore, there exist $M$ such that for all $n>M$, and for all $X_{i}$,

$$
\begin{aligned}
\frac{1}{\hat{e}(X)}-\frac{1}{e(X)} & =\frac{e(X)-\hat{e}(X)}{\hat{e}(X) e(X)} \\
& \leq 2 \frac{e(X)-\hat{e}(X)}{\eta^{2}}
\end{aligned}
$$

Derivations are very close to the ones for the first term, noting that,

$$
\mathbb{E}\left[\mathbb{E}\left[\left.\frac{1}{n} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right)\right) \right\rvert\, X_{i}\right]\right]=0
$$

so that,

$$
\begin{aligned}
\mathbb{E}\left[\left(\frac{B_{n}^{k}}{\sqrt{n}}\right)^{2}\right] & =\operatorname{Var}\left[\frac{1}{n} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right)\right] \\
& =\frac{1}{n^{2}} \sum_{i \in \mathcal{I}_{k}} \operatorname{Var}\left[T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right)\right] \quad \text { iid } \\
& =\frac{\left|\mathcal{I}_{k}\right|}{n^{2}} \mathbb{E}\left[T\left(Y-\mu_{1}(X)\right)^{2}\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}(X)}-\frac{1}{e(X)}\right)^{2}\right] \\
& \leq \frac{4\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} \mathbb{E}\left[T\left(Y-\mu_{1}(X)\right)^{2}\left(\hat{e}^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2}\right] \\
& \leq \frac{4\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} \mathbb{E}\left[\left(Y-\mu_{1}(X)\right)^{2}\left(\hat{e}^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2}\right] \\
& \leq \frac{4\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} \mathbb{E}\left[\mathbb{E}\left[\left(Y-\mu_{1}(X)\right)^{2}\left(\hat{e}^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2} \mid X\right]\right] \quad \text { Sicne } T \leq 1 \\
& \leq \frac{4\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} \mathbb{E}\left[\mathbb{E}\left[\left(Y-\mu_{1}(X)\right)^{2} \mid X\right]\left(\hat{e}^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2}\right] \\
& \leq \frac{4\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} \mathbb{E}\left[\operatorname{Var}[Y \mid X]\left(\hat{e}^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2}\right] \\
& \leq \frac{4 \operatorname{Var}[Y \mid X]\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} \mathbb{E}\left[\left(\hat{e}^{\mathcal{I}_{-k}}(X)-e(X)\right)^{2}\right] \\
& \leq \frac{4 \operatorname{Var}[Y \mid X]\left|\mathcal{I}_{k}\right|}{\eta^{4} n^{2}} o_{\mathbb{P}}(1)
\end{aligned}
$$

Therefore, for $k \in\{1, K\}$ :

$$
\sqrt{n} \frac{1}{n} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right) \xrightarrow{p} 0 .
$$

For the last term, the approach is different and will involve another assumption on the product of residuals,

$$
\begin{array}{rlr}
C_{n}^{k} & =\sqrt{n} \frac{1}{n} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right) \\
& \leq \sqrt{n} \sqrt{\frac{1}{n} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2}} \sqrt{\frac{1}{n} \sum_{i \in \mathcal{I}_{k}}\left(\frac{1}{\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)}-\frac{1}{e\left(X_{i}\right)}\right)^{2}} & \text { C.S. } \\
& \leq \frac{\sqrt{n}}{\eta} \sqrt{\frac{1}{n} \sum_{i \in \mathcal{I}_{k}} T_{i}\left(\hat{\mu}_{1}^{\mathcal{I}_{-k}}\left(X_{i}\right)-\mu_{1}\left(X_{i}\right)\right)^{2}} \sqrt{\frac{1}{n} \sum_{i \in \mathcal{I}_{k}}\left(e\left(X_{i}\right)-\hat{e}^{\mathcal{I}_{-k}}\left(X_{i}\right)\right)^{2}} & \text { Overlap } \\
& =\frac{\sqrt{n}}{\eta} o_{\mathbb{P}}\left(\frac{1}{\sqrt{n}}\right) & \text { Assumption } \\
& =\frac{1}{\eta} o_{\mathbb{P}}(1) &
\end{array}
$$

Each term $A_{n}^{k}, B_{n}^{k}$, and $C_{n}^{k}$ has been shown to be bounded by a term in $o_{\mathbb{P}}(1)$. The remainder term with function $\hat{m}_{0}^{k}(Y, A, X)-m_{0}(Y, A, X)$ can also be controlled with the same derivation, except
using the uniform convergence of $\hat{\mu}_{0}^{I_{-k}}($.$) . Since we have:$

$$
\sqrt{n}\left(\hat{\tau}_{\mathrm{APPW}}-\hat{\tau}_{\mathrm{APPW}}^{*}\right)=\sum_{k=1}^{K} A_{n}^{k}+B_{n}^{k}+C_{n}^{k}
$$

Therefore,

$$
\sqrt{n}\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 1}-\tau_{\mathrm{RR}, \mathrm{APW}, 1}^{\star}\right) \xrightarrow{p} 0
$$

. And similarly:

$$
\sqrt{n}\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{APW}, 0}-\tau_{\mathrm{RR}, \mathrm{APW}, 0}^{\star}\right) \xrightarrow{p} 0
$$

Therefore, we have that:

$$
\begin{aligned}
\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}}-\tau_{\mathrm{RR}, \mathrm{AIPW}}^{\star}\right| & \leq\left|\left(\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}, 0}\right)^{-1}-\left(\tau_{\mathrm{RR}, \mathrm{AIPW}, 0}^{\star}\right)^{-1}\right) \tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}, 1}\right| \\
& +\left|\left(\tau_{\mathrm{RR}, \mathrm{APW}, 0}^{\star}\right)^{-1}\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}, 1}-\tau_{\mathrm{RR}, \mathrm{APW}, 1}^{\star}\right)\right| \\
& \leq \frac{\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}}\right|}{\tau_{\mathrm{RR}, \mathrm{AIPW}, 0}^{\star}} o_{p}\left(\frac{1}{\sqrt{n}}\right)+\left|\left(\tau_{\mathrm{RR}, \mathrm{AIPW}, 0}^{\star}\right)^{-1}\right| o_{p}\left(\frac{1}{\sqrt{n}}\right)
\end{aligned}
$$

Consequently, in probability, as $n$ tends to infinity,

$$
\begin{equation*}
\sqrt{n}\left|\tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}}-\tau_{\mathrm{RR}, \mathrm{AIPW}}^{\star}\right| \rightarrow 0 \tag{34}
\end{equation*}
$$

Regarding the second term in (33), we can use Theorem 1 with $g_{1}(Z)=\mu_{1}\left(X_{i}\right)+\frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}$ and $g_{1}(Z)=\mu_{1}\left(X_{i}\right)+\frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}$ where $Z=(T, X, Y)$. Hence, we have that $g_{1}(Z)$ is square integrable:

$$
\begin{aligned}
\mathbb{E}\left[g_{1}\left(Z_{i}\right)^{2}\right] & =\mathbb{E}\left[\left(\mu_{1}\left(X_{i}\right)+\frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\mu_{1}\left(X_{i}\right)^{2}\right]+\mathbb{E}\left[\left(\frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}\right)^{2}\right]\right. \\
& +2 \mathbb{E}\left[\mu_{1}\left(X_{i}\right) \frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}\right]
\end{aligned}
$$

We have that $\mathbb{E}\left[\left(\mu_{1}\left(X_{i}\right)^{2}\right]=\operatorname{Var}\left(Y^{(1)}\right)+\mathbb{E}\left[Y^{(1)}\right]^{2}\right.$ and therefore is finite. Using Consistency, Unconfoundedness, and definition or $\mu_{1}(X)=\mathbb{E}[Y \mid X, T=1]$,

$$
\begin{array}{rlrl}
\mathbb{E}\left[\left(T \frac{Y-\mu_{1}(X)}{e(X)}\right)^{2}\right] & =\mathbb{E}\left[\left(T \frac{Y^{(1)}-\mu_{1}(X)}{e(X)}\right)^{2}\right] & & \text { Consistency } \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.\left(T \frac{Y^{(1)}-\mu_{1}(X)}{e(X)}\right)^{2} \right\rvert\, X\right]\right] & & \text { Total expectation } \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.T\left(\frac{Y^{(1)}-\mu_{1}(X)}{e(X)}\right)^{2} \right\rvert\, X\right]\right] & & \text { T is binary } \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.\mathbf{1}_{\{T=1\}}\left(\frac{Y^{(1)}-\mu_{1}(X)}{e(X)}\right)^{2} \right\rvert\, X\right]\right] & & \text { T written as an indicator } \\
& =\mathbb{E}\left[\frac{1}{e(X)^{2}} \mathbb{E}\left[\mathbf{1}_{\{T=1\}}\left(Y^{(1)}-\mu_{1}(X)\right)^{2} \mid X\right]\right] & e(X) \text { is a function of } X \\
& =\mathbb{E}\left[\frac{\left(Y^{(1)}-\mu_{1}(X)\right)^{2}}{e(X)^{2}} \mathbb{E}\left[\mathbf{1}_{\{T=1\}} \mid X\right]\right] & & \text { Uncounf. \& } \mu_{1}(.) \text { is func. of } X \\
& =\mathbb{E}\left[\frac{\left(Y^{(1)}-\mu_{1}(X)\right)^{2}}{e(X)^{2}} e(X)\right] & & \text { Definition of } e(X) \\
& =\mathbb{E}\left[\frac{\left(Y^{(1)}-\mu_{1}(X)\right)^{2}}{e(X)}\right] & & \\
& \leq \frac{\operatorname{Var}\left(\mu_{1}(X)\right)}{\eta} & &
\end{array}
$$

And for the last term we have that:

$$
\mathbb{E}\left[\mu_{1}\left(X_{i}\right) \frac{T_{i}\left(Y_{i}-\mu_{1}\left(X_{i}\right)\right)}{e\left(X_{i}\right)}\right]=0
$$

Similarly we can show that $g_{0}(Z)$ is square integrable.
We also have that $\mathbb{E}\left[g_{0}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(0)}\right]$ and $\mathbb{E}\left[g_{1}\left(Z_{i}\right)\right]=\mathbb{E}\left[Y^{(1)}\right]$. We can therefore apply Theorem 1 and conclude that:

$$
\begin{equation*}
\sqrt{n}\left(\tau_{\mathrm{RR}, \mathrm{AIPW}}^{\star}-\tau_{\mathrm{RR}}\right) \rightarrow \mathcal{N}\left(0, V_{\mathrm{RR}, \mathrm{AIPW}}\right) \tag{35}
\end{equation*}
$$

where $V_{\mathrm{RR}, \mathrm{AIPW}}=\tau_{\mathrm{RR}}^{2} \operatorname{Var}\left(\frac{g_{1}(Z)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{g_{0}(Z)}{\mathbb{E}\left[Y^{(0)}\right]}\right)$. Using Bienaymé's identity we get:

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{g_{1}(Z)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{g_{0}(Z)}{\mathbb{E}\left[Y^{(0)}\right]}\right) \\
& =\operatorname{Var}\left(\frac{\mu_{1}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right)+\operatorname{Var}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}-\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right) \\
& +2 \operatorname{Cov}\left(\frac{\mu_{1}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}(X)}{\mathbb{E}\left[Y^{(0)}\right]} ; \frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}-\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right)
\end{aligned}
$$

For the second term:

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}-\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right) \\
& =\operatorname{Var}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right)+\operatorname{Var}\left(\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right) \\
& -2 \operatorname{Cov}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}, \frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right)
\end{aligned}
$$

And since we have that:

$$
\operatorname{Var}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right)=\mathbb{E}\left[\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right)^{2}\right]-\mathbb{E}\left[\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right]^{2}
$$

For the first term:

$$
\begin{aligned}
& \mathbb{E}\left[\left(T \frac{Y-\mu_{1}(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]}\right)^{2}\right] \\
& =\mathbb{E}\left[\left(T \frac{Y^{(1)}-\mu_{1}(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]}\right)^{2}\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.\left(T \frac{Y^{(1)}-\mu_{1}(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]}\right)^{2} \right\rvert\, X\right]\right] \quad \text { Total expectation } \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.T\left(\frac{Y^{(1)}-\mu_{1}(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]}\right)^{2} \right\rvert\, X\right]\right] \quad \text { T is binary } \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.\mathbf{1}_{\{T=1\}}\left(\frac{Y^{(1)}-\mu_{1}(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]}\right)^{2} \right\rvert\, X\right]\right] \quad \text { T written as an indicator } \\
& =\mathbb{E}\left[\frac{1}{e(X)^{2} \mathbb{E}\left[Y^{(1)}\right]^{2}} \mathbb{E}\left[\mathbf{1}_{\{T=1\}}\left(Y^{(1)}-\mu_{1}(X)\right)^{2} \mid X\right]\right] \quad e(X) \text { is a function of } X \\
& =\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X)^{2} \mathbb{E}\left[Y^{(1)}\right]^{2}} \mathbb{E}\left[\mathbf{1}_{\{T=1\}} \mid X\right]\right] \quad \text { Uncounf. \& } \mu_{1}(.) \text { is func. of } X \\
& =\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X)^{2} \mathbb{E}\left[Y^{(1)}\right]^{2}} e(X)\right] \quad \text { Definition of } e(X) \\
& =\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X) \mathbb{E}\left[Y^{(1)}\right]^{2}}\right],
\end{aligned}
$$

For the second term:

$$
\begin{array}{ll}
\mathbb{E}\left[\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right] & \text { Consistency } \\
=\mathbb{E}\left[\frac{T\left(Y^{(1)}-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right] & \text { Total expectation } \\
=\mathbb{E}\left[\mathbb{E}\left[\left.T \frac{Y^{(1)}-\mu_{1}(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]} \right\rvert\, X\right]\right] & e(X) \text { is a function of } X \\
=\mathbb{E}\left[\frac{1}{e(X) \mathbb{E}\left[Y^{(1)}\right]} \mathbb{E}\left[T\left(Y^{(1)}-\mu_{1}(X)\right) \mid X\right]\right] & \\
=\mathbb{E}\left[\frac{e(X)}{e(X) \mathbb{E}\left[Y^{(1)}\right]}\left(\mu_{1}(X)-\mu_{1}(X)\right)\right] & \text { Uncounf. \& } \mu_{1}(.) \text { is func. of } X
\end{array}
$$

Therefore:

$$
\operatorname{Var}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right)=\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X) \mathbb{E}\left[Y^{(1)}\right]^{2}}\right]
$$

Similarly:

$$
\operatorname{Var}\left(\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right)=\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(0)} \mid X\right)}{(1-e(X)) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right]
$$

And since we also have that:

$$
\begin{aligned}
\operatorname{Cov}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}, \frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right) & =\mathbb{E}\left[\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)} \frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right] \\
& -\mathbb{E}\left[\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}\right] \mathbb{E}\left[\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right] \\
& =0
\end{aligned}
$$

We get that:

$$
\operatorname{Var}\left(\frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}-\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right)=\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X) \mathbb{E}\left[Y^{(1)}\right]^{2}}\right]+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(0)} \mid X\right)}{(1-e(X)) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right]
$$

Moreover we also have that:

$$
\operatorname{Cov}\left(\frac{\mu_{1}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}(X)}{\mathbb{E}\left[Y^{(0)}\right]} ; \frac{T\left(Y-\mu_{1}(X)\right)}{\mathbb{E}\left[Y^{(1)}\right] e(X)}-\frac{(1-T)\left(Y-\mu_{0}(X)\right)}{\mathbb{E}\left[Y^{(0)}\right](1-e(X))}\right)=0
$$

Hence, we have that:

$$
\begin{aligned}
\operatorname{Cov}\left(\mu_{1}(X), \frac{T\left(Y-\mu_{1}(X)\right)}{e(X)}\right) & =\mathbb{E}\left[\mu_{1}(X) \frac{T\left(Y-\mu_{1}(X)\right)}{e(X)}\right]-\mathbb{E}\left[\mu_{1}(X)\right] \mathbb{E}\left[\frac{T\left(Y-\mu_{1}(X)\right)}{e(X)}\right] \\
& =\mathbb{E}\left[\mu_{1}(X) \frac{T\left(Y-\mu_{1}(X)\right)}{e(X)}\right] \\
& =\mathbb{E}\left[\frac{\mu_{1}(X)}{e(X)} \mathbb{E}\left[T\left(Y^{(1)}-\mu_{1}(X)\right) \mid X\right]\right] \\
& =\mathbb{E}\left[\frac{\mu_{1}(X)}{e(X)} \mathbb{E}\left[\left.\frac{T\left(Y^{(1)}-\mu_{1}(X)\right)}{e(X)} \right\rvert\, X\right]\right] \\
& \left.=\mathbb{E}\left[\frac{\mu_{1}(X) e(X)}{e(X)}\left(\mu_{1}(X)\right)-\mu_{1}(X)\right)\right] \\
& =0
\end{aligned}
$$

We similarly show that all other terms are null:

$$
\begin{gathered}
\operatorname{Cov}\left(\mu_{0}(X), \frac{T\left(Y-\mu_{1}(X)\right)}{e(X)}\right)=0 \quad \operatorname{Cov}\left(\mu_{1}(X), \frac{(1-T)\left(Y-\mu_{0}(X)\right)}{1-e(X)}\right)=0 \\
\operatorname{Cov}\left(\mu_{0}(X), \frac{(1-T)\left(Y-\mu_{0}(X)\right)}{1-e(X)}\right)=0
\end{gathered}
$$

Therefore we get that:
$V_{\mathrm{RR}, \mathrm{APW}}=\tau_{\mathrm{RR}}^{2}\left(\operatorname{Var}\left(\frac{\mu_{1}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right)+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X) \mathbb{E}\left[Y^{(1)}\right]^{2}}\right]+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(0)} \mid X\right)}{(1-e(X)) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right]\right)$
To conclude,

$$
\sqrt{n}\left(\hat{\tau}_{\mathrm{AIPW}}-\tau_{\mathrm{RR}}\right)=\underbrace{\sqrt{n}\left(\tilde{\tau}_{\mathrm{RR}, \mathrm{AIPW}}-\tau_{\mathrm{RR}, \mathrm{APW}}^{\star}\right)}_{\xrightarrow{p} 0}+\underbrace{\sqrt{n}\left(\tau_{\mathrm{RR}, \mathrm{AIPW}}^{\star}-\tau_{\mathrm{RR}}\right)}_{\xrightarrow[\rightarrow]{d} \mathcal{N}\left(0, V_{\mathrm{RR}, \mathrm{AIPW}} x\right)},
$$

where

$$
V_{\mathrm{RR}, \mathrm{APW}}=\tau_{\mathrm{RR}}^{2}\left(\operatorname{Var}\left(\frac{\mu_{1}(X)}{\mathbb{E}\left[Y^{(1)}\right]}-\frac{\mu_{0}(X)}{\mathbb{E}\left[Y^{(0)}\right]}\right)+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(1)} \mid X\right)}{e(X) \mathbb{E}\left[Y^{(1)}\right]^{2}}\right]+\mathbb{E}\left[\frac{\operatorname{Var}\left(Y^{(0)} \mid X\right)}{(1-e(X)) \mathbb{E}\left[Y^{(0)}\right]^{2}}\right]\right)
$$

## A.2.3 Ratio one-step estimator

Proof of Definition 6 We will use Kennedy (2015) notation in this document. If your are not familiar on how to compute an influence function, note that it it very similar to compute the derivative of a function. We define our estimand quatity

$$
\psi=\frac{\mathbb{E}[\mathbb{E}[Y \mid T=1, X]]}{\mathbb{E}[\mathbb{E}[Y \mid T=0, X]]}=\frac{\psi_{1}}{\psi_{0}}
$$

We can now compute the influence function $\varphi$ of $\psi$.

$$
\begin{aligned}
\varphi=\mathbb{I} \mathbb{F}(\psi)=\mathbb{I} \mathbb{F}\left(\frac{\psi_{1}}{\psi_{0}}\right) & =\frac{\mathbb{I F}\left(\psi_{1}\right) \psi_{0}-\mathbb{I F}\left(\psi_{0}\right) \psi_{1}}{\psi_{0}^{2}} \\
& =\frac{\mathbb{I}\left(\psi_{1}\right)}{\psi_{0}}-\psi \frac{\mathbb{I F}\left(\psi_{0}\right)}{\psi_{0}}
\end{aligned}
$$

We rely on Kennedy (2015) to show:

$$
\begin{gathered}
\mathbb{I I F}\left(\psi_{1}\right)=\mu_{1}(X)+T \frac{Y-\mu_{1}(X)}{e(X)}-\psi_{1} \\
\mathbb{I \mathbb { F }}\left(\psi_{0}\right)=\mu_{0}(X)+(1-T) \frac{Y-\mu_{0}(X)}{1-e(X)}-\psi_{0}
\end{gathered}
$$

Therefore, we have that:

$$
\begin{aligned}
\varphi & =\frac{\mathbb{I F}\left(\psi_{1}\right)}{\psi_{0}}-\psi \frac{\mathbb{I F}\left(\psi_{0}\right)}{\psi_{0}} \\
& =\frac{\mu_{1}(X)+T \frac{Y-\mu_{1}(X)}{e(X)}-\psi_{1}}{\psi_{0}}-\psi \frac{\mu_{0}(X)+(1-T) \frac{Y-\mu_{0}(X)}{1-e(X)}-\psi_{0}}{\psi_{0}} \\
& =\frac{\mu_{1}(X)+T \frac{Y-\mu_{1}(X)}{e(X)}}{\psi_{0}}-\psi-\psi\left(\frac{\mu_{0}(X)+(1-T) \frac{Y-\mu_{0}(X)}{1-e(X)}}{\psi_{0}}-1\right) \\
& =\frac{\mu_{1}(X)+T \frac{Y-\mu_{1}(X)}{e(X)}}{\psi_{0}}-\psi \frac{\mu_{0}(X)+(1-T) \frac{Y-\mu_{0}(X)}{1-e(X)}}{\psi_{0}}
\end{aligned}
$$

As referenced in Kennedy (2015) concerning the semiparametric von Mises expansion, consider the functional $\psi: P \rightarrow \mathbb{R}$, where $P$ represents the true data distribution and $\hat{P}$ its estimation. The expansion is formulated as:

$$
\psi(\hat{P})-\psi(P)=\int \varphi(z ; \hat{P}) d(\hat{P}-P)(z)+R_{2}(\hat{P}, P)
$$

applicable for distributions $\hat{P}$ and $P$. The influence function $\varphi(z ; P)$, associated with $\psi$, is a function with zero mean and finite variance as defined by Tsiatis:

$$
\int \varphi(z ; P) d P(z)=0 \quad \text { and } \quad \int \varphi(z ; P)^{2} d P(z)<\infty
$$

and $R_{2}(\hat{P}, P)$ denotes a second-order remainder term, implying its reliance on higher degree differences between $\hat{P}$ and $P$. This leads to the conclusion that standard plug-in estimators $\psi(\hat{P})$, are biased to the first order, evidenced by:

$$
\psi(P)=\psi(\hat{P})+\int \varphi(z ; \hat{P}) d P(z)+R_{2}(\hat{P}, P)
$$

while recognizing that:

$$
\int \varphi(z ; \hat{P}) d \hat{P}(z)=0
$$

Therefore, we can build the one step esitmator of $\psi(P)$ is:

$$
\begin{aligned}
\psi(P) & =\psi(\hat{P})+\int \varphi(z ; \hat{P}) d P(z)+R_{2}(\hat{P}, P) \\
& \approx \hat{\psi}+\frac{1}{n} \sum_{i=1}^{n} \varphi\left(Z_{i}\right) \\
& =\hat{\psi}+\frac{1}{n} \sum_{i=1}^{n} \frac{\mu_{1}\left(X_{i}\right)+T_{i} \frac{Y_{i}-\mu_{1}\left(X_{i}\right)}{e\left(X_{i}\right)}}{\hat{\psi}_{0}}-\hat{\psi} \frac{\mu_{0}\left(X_{i}\right)+\left(1-T_{i}\right) \frac{Y_{i}-\mu_{0}\left(X_{i}\right)}{1-e\left(X_{i}\right)}}{\hat{\psi}_{0}} \\
& =\hat{\psi}\left(1-\frac{\frac{1}{n} \sum_{i=1}^{n} \mu_{0}\left(X_{i}\right)+\left(1-T_{i}\right) \frac{Y_{i}-\mu_{0}\left(X_{i}\right)}{1-e\left(X_{i}\right)}}{\hat{\psi}_{0}}\right)+\frac{\frac{1}{n} \sum_{i=1}^{n} \mu_{1}\left(X_{i}\right)+T_{i} \frac{Y_{i}-\mu_{1}\left(X_{i}\right)}{e\left(X_{i}\right)}}{\hat{\psi}_{0}} \\
\hat{\tau}_{\varphi} & :=\frac{\sum_{i=1}^{n} \hat{\mu}_{1}\left(X_{i}\right)}{\sum_{i=1}^{n} \hat{\mu}_{0}\left(X_{i}\right)}\left(1-\frac{\sum_{i=1}^{n} \hat{\mu}_{0}\left(X_{i}\right)+\frac{\left(1-T_{i}\right)\left(Y_{i}-\hat{\mu}_{0}\left(X_{i}\right)\right)}{1-\hat{e}\left(X_{i}\right)}}{\sum_{i=1}^{n} \hat{\mu}_{0}\left(X_{i}\right)}\right)+\frac{\sum_{i=1}^{n} \hat{\mu}_{1}\left(X_{i}\right)+\frac{T_{i}\left(Y_{i}-\hat{\mu}_{1}\left(X_{i}\right)\right)}{\hat{e}\left(X_{i}\right)}}{\sum_{i=1}^{n} \hat{\mu}_{0}\left(X_{i}\right)}
\end{aligned}
$$

## Proof of Proposition 6

Asymptotic bias and variance of the crossfitted One-step estimator: Let us begin by examining the expression $\sqrt{n}\left(\tilde{\tau}_{\varphi}-\tau_{\mathrm{RR}}\right)$. We express $\psi(P)$ as follows:

$$
\psi(P)=\psi(\hat{P})+\int \varphi(z ; \hat{P}) d P(z)+R_{2}(\hat{P}, P)
$$

where $R_{2}$ encapsulates higher order remainder terms.
To elucidate, we rearrange to find $\psi(\hat{P})-\psi(P)$ :

$$
\begin{aligned}
\psi(\hat{P})-\psi(P) & =R_{2}(P, \hat{P})-\int \varphi(z ; \hat{P}) d P(z) \\
& =\frac{1}{n} \sum_{i=1}^{n} \varphi\left(z_{i} ; P\right)-\frac{1}{n} \sum_{i=1}^{n} \varphi\left(z_{i} ; \hat{P}\right) \\
& +\frac{1}{n} \sum_{i=1}^{n}\left(\varphi\left(z_{i} ; \hat{P}\right)-\varphi\left(z_{i} ; P\right)\right)-\int(\varphi(z ; \hat{P})-\varphi(z ; P)) d P(z) \\
& +R_{2}(P, \hat{P}) .
\end{aligned}
$$

Expanding on the difference $\tilde{\tau}_{\varphi}-\tau_{\mathrm{RR}}$, we find:

$$
\begin{aligned}
\tilde{\tau}_{\varphi}-\tau_{\mathrm{RR}} & =\psi(\hat{P})+\frac{1}{n} \sum_{i=1}^{n} \varphi\left(z_{i} ; \hat{P}\right)-\psi(P) \\
& =\frac{1}{n} \sum_{i=1}^{n} \varphi\left(z_{i} ; P\right) \\
& +\frac{1}{n} \sum_{i=1}^{n}\left(\varphi\left(z_{i} ; \hat{P}\right)-\varphi\left(z_{i} ; P\right)\right)-\int(\varphi(z ; \hat{P})-\varphi(z ; P)) d P(z) \\
& +R_{2}(P, \hat{P})
\end{aligned}
$$

The initial term is a simple sample average of i.i.d. terms from a fixed function. According to the central limit theorem, it converges to a normally distributed random variable with variance $\operatorname{Var}(\varphi(Z)) / n$.

Now, consider the term involving differences:
$\frac{1}{n} \sum_{i=1}^{n}\left(\varphi\left(z_{i} ; \hat{P}\right)-\varphi\left(z_{i} ; P\right)\right)-\int(\varphi(z ; \hat{P})-\varphi(z ; P)) d P(z)=\left(P_{n}-P\right)\{\varphi(Z ; \hat{P})-\varphi(Z ; P)\}$,
where $P_{n}$ denotes the empirical measure.
This part of the proof is inspired from Vaart (1998). Considering the random variable $U=$ $\left(\mathbb{P}_{n}^{(k)}-P\right)(\hat{\varphi}(Z)-\varphi(Z))$, and conditioning on observing a fixed dataset $\mathcal{I}_{-k}$, the mean and variance of $U$ are computed as follows:

$$
\begin{aligned}
\mathbb{E}\left[U \mid \mathcal{I}_{-k}\right] & =0 \\
\operatorname{Var}\left[U \mid \mathcal{I}_{-k}\right] & \leq \frac{1}{n_{k}}\left\|\hat{\varphi}^{-k}-\varphi\right\|^{2}
\end{aligned}
$$

Applying Chebyshev's inequality, we derive:

$$
\mathbb{P}\left(\sqrt{\frac{1}{n_{k}}}\left|\left(\mathbb{P}_{n}^{(k)}-P\right)(\hat{\varphi}-\varphi)\right| \geq a\right) \leq \frac{1}{a^{2}}
$$

This demonstrates stochastic boundedness:

$$
\left(P_{n}-P\right)(\hat{\varphi}-\varphi)=O_{P}\left(\frac{\|\hat{\varphi}-\varphi\|}{\sqrt{n}}\right)=o_{P}(1 / \sqrt{n})
$$

asserting $\mathcal{L}^{2}$ consistency of $\hat{\varphi}$.
The final term $R_{2}(P, \hat{P})$ diminishes as:

$$
R_{2}(P, \hat{P})=o_{p}\left(\frac{1}{\sqrt{n}}\right) .
$$

Conclusively, we establish that:

$$
\sqrt{n}\left(\tilde{\tau}_{\varphi}-\tau_{\mathrm{RR}}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varphi\left(z_{i} ; P\right)+o_{p}\left(\frac{1}{\sqrt{n}}\right) .
$$

Thus, we find:

$$
\sqrt{n}\left(\hat{\tau}_{\varphi}-\tau_{\mathrm{RR}}\right) \xrightarrow{d} \mathcal{N}(0, \operatorname{Var}(\varphi)),
$$

where $\operatorname{Var}(\varphi)=V_{\text {RR,AIPW }}$.

## B Simulation

For the simulations we have implemented all estimators in Python using Scikit-Learn for our regression and classification models. All our experiments were run on a 8GB M1 Mac. The propensity scores is estimated based on the provided training data and covariate names. Depending on the chosen method, it either uses logistic regression with a high regularization parameter (parametric) or a random forest classifier with parameters determined by the training data size (non-parametric). The response surface is estimated based on the training data, covariate names, the method (parametric or non-parametric), and whether the response is binary or continuous. For parametric methods, it uses a stochastic gradient descent classifier for binary responses and a linear regression model for continuous responses. For non-parametric methods, it employs a random forest classifier for binary responses and a random forest regressor for continuous responses. Both methods fit the model using the training data to estimate the respective scores and surfaces, enabling flexible handling of various datasets and assumptions for causal inference analysis.

## B. 1 Randomized Controlled Trials

In this part we will simulate Randomized Controlled Trials (RCT) and test the following Ratio estimators: Ratio Neyman, Ratio Horvitz Thomson and the Ratio G-formula. Since we are in a Randomized Controlled Trials, the propensity score $e($.$) is constant.$

## B.1. Linear RCT

The first DGP has linear outcome models (linear treatment effect and the baseline). The data is generated using:

$$
\begin{array}{ll}
m(X)=\left(c_{1}-c_{0}\right)+\left(\beta_{1}-\beta_{0}\right)^{\top} X & c_{0}=6, \quad c_{1}=12 \\
b(X)=c_{0}+\beta_{0}^{\top} X & \beta_{1}=(2,-5,2,8,-2,8) \\
e(X)=0.5 & \beta_{0}=(3,-7,1,4,-2,2)
\end{array}
$$

Linear RCT


Figure 4: Comparison of RCT estimators in a Linear RCT

Given that $X$ has a zero mean, it follows that $\tau_{\mathrm{RR}}=c_{1} / c_{0}=2$. This scenario aligns with the linear setting outlined in 28 Referring to Figure 4, as proved in the previous sections all estimators converge to the true Risk Ratio as $n$ increases. Additionally, within this linear framework as per Lemma 1 , the variance of the Neyman estimator exceeds the one of the G-formula. In such a linear environment, the parametric G-formula performs better than its non-parametric counterpart. Additionally, the Ratio Neyman estimator demonstrates lower variance compared to the Horvitz-Thomson estimator as indicated in Equation (5).

## B.1.2 Non-Linear RCT

This DGP is also a Randomized Controlled Trials however, the outcomes are not linear this time:

$$
\begin{array}{r}
m(X)=\sin \left(X_{1}\right) \cdot X_{2}^{2}+\frac{X_{3}}{X_{4}+1}-\log \left(X_{5}+1\right)+X_{6}^{3}+1 \\
b(X)=4 * \max \left(X_{1}+X_{2}+X_{3}, 0\right)-\min \left(X_{4}+X_{6}, 0\right) \quad \text { and } \quad e(X)=0.5
\end{array}
$$



Figure 5: Comparison of RCT estimators in a Non-Linear RCT
The presence of trigonometric, exponential, logarithmic, and polynomial terms makes this setting nonlinear. It's important to note that since we are in a Randomized Controlled Trial (RCT), the propensity function remains constant. As the sample size ( $n$ ) increases, all proposed estimators converge. A bias can be seen in 5 but decreases to 0 as $(n)$ increases as predicted in previous sections. Linear regression struggles with small $n$ values, failing to capture the intricate relationships between features and non-linearities. On the other hand, Random Forest, a non-parametric method, excels in capturing these complexities by segmenting the feature space and predicting based on response averages within those segments. However, predicting the complex function can be challenging, the Neyman estimator might outperform the G-formula, particularly when both parametric and non-parametric responses may lack consistency. Although we do not fall in assumptions of Equation (5) the Ratio Neyman estimator demonstrates lower variance compared to the Horvitz-Thomson estimator.
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