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ABSTRACT This article addresses the challenge of attitude synchronization of a group of rigid bodies
(considered to be agents) with zero final angular velocity. A collaborative control strategy is proposed to
tackle this issue, using decentralized consensus within a leader-follower scheme, and the communication
between agents is activated by events. The attitude is parameterized by the unit quaternion. The control
law incorporates an event function specifying the moment when the i-th agent should transmit attitude and
angular velocity information to its neighbors. The communication topology between agents is modeled using
a connected and undirected graph. The event-triggered communication produces asynchronous information
exchange, reducing data traffic without compromising system performance. Furthermore, in practical
scenarios such as networks of satellites or aerial robots, the proposed strategy could reduce the use of
communication channel bandwidth. The Lyapunov method is utilized to analyze the stability of the overall
system. Numerical simulation results confirm the proposal’s effectiveness.

INDEX TERMS Attitude synchronization, cooperative control, consensus, control theory, event-based
control, nonlinear control, rigid body dynamics.

NOMENCLATURE
Rn n-dimensional Euclidean space.
∥ · ∥ Euclidean norm of a vector or induced

Euclidean
norm of a matrix.

Q Set of all quaternions.
Qu Set of all unit quaternions Qu = {Q | Q ∈

Q, ∥Q∥ = 1}.
Q Unit quaternion Q = [q q]T .
q The scalar part of the quaternion Q.
q The vector part of quaternion Q.
ê Unit vector.
β Rotation angle about ê.
(·)∗ Quaternion conjugate Q∗

= [−q q]T .
(·)−1 Quaternion inverse, for Q ∈ Qu, Q−1

= Q∗.
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[x×] Skew-symmetric matrix associated to x =

[x1 x2 x3]T ∈ R3.

[x×] =

 0 −x3 x2.
x3 0 −x1.

−x2 x1 0

 ∈ R3×3.

⊙ Quaternion product, for Qi,Qj ∈ Qu.

Qi ⊙ Qj :=

(
qi −q T

i .

qi I3qi + [q×

i ]

)(
qj
qj

)
⊗ Quaternion product 2

Qi ⊗ Qj := Qj ⊙ Qi.
Ef Inertial coordinate frame Ef = [êf1, ê

f
2, ê

f
3].

Ei i-th rigid body coordinate frame Ei =

[êi1, ê
i
2, ê

i
3].

Qi The attitude of Ei relative to Ef .
ωi The angular velocity of Ei relative to Ef .
Qm
i The attitude ofEi relative toEf last time there

was an event.
ωm
i Angular velocity last time there was an event.

I3 Identity matrix of dimension 3.
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Ji Inertia matrix of the i-th rigid body.
0i Control input vector of the i-th rigid body.
0d
i Disturbance vector of the i-th rigid body.

K p
0 ,Di, αi Control gains.

Qd The reference (desired) attitude.
Q̃i Relative attitude between Qi and Qd .
Qij Relative attitude between Qi and Qj.
Qm
ij Relative attitude between Qm

i and Qm
j .

Qe
i Relative attitude between Qm

i and Qi.

I. INTRODUCTION
Recently, Cyber-Physical Systems (CPS) have attracted the
interest of the scientific and engineering community in the
fields of embedded systems, communications, and automatic
control [1]. CPS is a fusion of computing systems and phys-
ical elements interconnected by communication networks.
Multi-agent systems (MAS) are a particular case of CPS,
consisting of a network of dynamic systems that interact and
communicate to achieve a group objective collaboratively.
Collaboration and coordination enable the systems to do tasks
that would be impossible to perform individually [2], [3].
Examples of such behavior in nature can be found in insects,
birds, and fishes [4]. It is precisely inspired in nature, that
coordination and cooperative control of MAS is of enormous
interest, mainly when the group of agents is formed by a net-
work of mobile autonomous systems for applications such as
environmental mapping, monitoring, scientific exploration,
load transportation, surveillance, and rescue. Such agents
can be unmanned aerial vehicles (UAVs) [5], [6], unmanned
ground vehicles (UGVs) [6], [7], unmanned underwater vehi-
cles (UUVs) [8], or even a group of spacecrafts [9], satellites,
and robot manipulators [10]. These systems fall into the
framework of rigid bodies, where attitude synchronization
is important and whose responsibility resides in a low-level
controller [11], [12], [13].

Generally, two approaches have been adopted for coordi-
nating multiple agents: centralized and distributed control.
In centralized control, all computations and controls are
driven by a central computer, which may result in high
computational load memory requirement and communica-
tion bandwidth [14], [15]. On the other hand, it is often
desirable to have individual control laws that are distributed
(decentralized) that allow fundamental insights and scalabil-
ity. Distributed coordination/cooperative control uses local
interactions between agents to conduct collective behaviors
of multiple agents and, therefore, to better achieve global mis-
sions [16], [17]. Decentralized cooperative control of MAS
has captivated interest since it provides an effective solution
for large-scale system control, simultaneously decreasing the
complexity and computational load required for real-time
implementations [3]. However, consensus and synchroniza-
tion can be found among the different cooperative control
problems. Furthermore, of particular interest is the control of
a MAS, where a virtual leader is responsible for dictating the
reference signals for the group through information exchange

with only one other of the agents in the set. This problem is
known as leader-follower consensus [18].

Leader-follower consensus and attitude synchronization
among all the constituents of MAS is a fundamental prob-
lem in systems whose mathematical model falls within the
framework of rigid bodies (RB). The objective of the latest
is to drive all RB, also generally referred to as a group
of agents, to the same attitude [19], [20], [21]. All previ-
ously described wealth of knowledge has motivated further
exploration of the potential benefits of employing multiple
inexpensive, straightforward RB operating collaboratively,
e.g., for advancing space-based interferometry and related
applications, enabling the realization of complex missions
previously constrained by individual spacecraft’s limitations.
Consequently, cooperative attitude control of multiple agents
and, in particular, consensus and leader-follower consensus
attitude, including small satellite networks [22] and fraction-
ated spacecraft [23], has emerged as a promising avenue,
offering cost-effectiveness, simplicity, and enhanced opera-
tional capabilities.

In the case of an RB network, a wireless communication
network is employed to transmit control signals and data
acquisition between agents. This means that information flow
can increase drastically when all agents share a common
channel. Additionally, in the spacecraft case, the performance
is limited by energy availability and large intercommunica-
tion distances [24]. Therefore, when developing collaborative
control algorithms, the effectiveness of communication and
control should be considered [25]. An enormous challenge
in the existing state of the art is the control paradigm used
to share information among agents in a network that guar-
antees stability properties. The literature reports results from
two different perspectives: reducing each transmission’s size
and the number of transmissions. The most commonly used
methods are quantization techniques [26], [27], [28] and
event-triggered techniques [29], [30], [31], [32], [33].

The event-triggered control (ETC) technique computes and
updates the control signals only when a specific condition is
satisfied. Typical mechanisms of event-based communication
rely on functions that depend on the variation of the system
state and/or the desired system output and whether the con-
trol signal should be updated or not [34], [35], [36], [37].
An excellent overview and bibliometric analysis of ETC are
reported in [38]. In the framework of cooperative control of
linear MAS, an event-triggered cooperative control allows
sharing of information among the agents onlywhen necessary
and without sacrificing performance [39], [40], [41], [42].
The literature has examined several event function types,
including state-based, time-based, and input-based events.
Time-based events trigger an event at specific times or
intervals. Input-based events depend on the control signal
being used. Hybrid or mixed event-timed-driven coordina-
tion, in which events may be triggered by both state and
time events, has also been scrutinized [42]. State-based events
trigger an event when the error between the actual state and
the state currently used by the controller surpasses a specific
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threshold. This gives two main advantages: first, it is easy to
implement due to its simplicity, and second the Zeno effect
can be ruled out due to the minimum amount of time the
error signal takes from going to zero to reaching a constant
threshold [40].

Building upon the existing body of knowledge on the con-
sensus of MAS under the leader-follower scheme, as estab-
lished in the classical works by Ren and Beard [19] and
Abdessameud et al. [20], this current work addresses the
problem of attitude synchronization with zero final angu-
lar velocity of a set of RB and seeks to extend the find-
ings to incorporate event-triggered communication among
the agents. The research aims to explore the feasibility and
effectiveness of achieving attitude synchronization while
employing event-triggered communication protocols. The
communication topology among the agents is represented
by a connected and undirected graph. This graph serves as
a model for capturing the interconnections and information
flow within the MAS.

This article presents two significant contributions. Firstly,
a decentralized consensus control algorithm is proposed
based on quaternions when communication is limited. The
algorithm enables each agent to share its state with its neigh-
bors, determined by the communication graph, only when
an event occurs. The shared state is stored in memory and
utilized in the control law until the occurrence of another
event. This approach helps to reduce communication require-
ments while ensuring stability properties. Furthermore, the
article proposes an effortless event-triggered function that
ensures local asymptotic stability. The function is indepen-
dently activated in each agent using local information. This
approach reduces the frequency of communication among
agents, which can be helpful in practical scenarios such as a
network of satellites or aerial robots with limited bandwidth.
Also, the proposed distributed control strategy guarantees
practical stability, meaning that the system trajectories con-
verge to a ball centered on the origin of the state space error,
despite external disturbances.

The rest of the document is structured as follows. Section
II presents the mathematical elements used in this study,
including quaternions, the dynamic model of the system,
graph theory, the event-triggering function definition, and the
problem statement. Next, in Section III, the design of the
decentralized event-triggered control algorithm is introduced.
A set of numerical simulations is performed to validate the
proposed algorithm, and the results are presented and dis-
cussed thoroughly in Section IV. Finally, in Section V, the
main contributions of this work are summarized and provide
future research directions.

II. PRELIMINARIES
A. UNIT QUATERNION
In this work, rotations will be represented by unit quaternions
that consider the following right-handed coordinate frames:
the inertial coordinate frame Ef = [êf1, ê

f
2, ê

f
3], located at

some point in the force-free space, and the coordinate frame
associated with the i-th RB denoted by Ei = [êi1, ê

i
2, ê

i
3],

where i ∈ {1, 2, . . . ,N },N is the number of RB in the system,
and êi1, ê

i
2, ê

i
3 are the unit vectors of the coordinate frame Ei.

According to Euler’s theorem, the rotation of the i-th RB
can be parameterized in terms of a rotation angle βi ∈

[−π, π] around a unit vector êi ∈ R3. Therefore, a unit
rotation quaternion can be denoted by [43]:

Qi :=

(
cos βi

2
êi sin

βi
2

)
=

(
qi
qi

)
∈ Qu, (1)

where qi ∈ R, qi ∈ R3 and Qu =
{
Qi ∈ R4

| ∥Qi∥ = 1
}
.

The product of two unit quaternions will be used here to
describe the attitude error (relative attitude) that quantifies the
difference between two specific attitudes, that is

• If Qi defines the current attitude of the i-th RB and
Qd the desired attitude, the difference between these
attitudes is quantified by

Q̃i = Q−1
d ⊙ Qi =

(
q̃i q̃Ti

)T
, (2)

where Q−1
d =

(
qd −qTd

)T is the conjugate of the
quaternion Qd . Thus, when the attitude of the i-th agent
coincides with the desired attitude, Qd = Qi, then
Q̃i =

(
±1 0T

)T .
• The relative attitude between the i-th and j-th agents is
given by:

Qij = Q−1
j ⊙ Qi =

(
qij qijT

)T
. (3)

B. ATTITUDE DYNAMICS OF RIGID BODIES
According to the attitude dynamics of the i-th agent, which
in this case is an RB, rotating at angular velocity ωi with
respect to its frame Ei, expressed in the inertial frame Ef , the
following set of differential equations is obtained:

6Ri :=

 Q̇i =
1
2

(
−qTi

I3qi + [q×

i ]

)
ωi

Jiω̇i = −[ω×

i ]Jiωi + 0i + 0d
i ,

(4)

where Ji is the inertia matrix expressed in Ei, 0i are the
torques generated by the actuators around their principal axes,
which at the same time, constitute the control input vector,
and 0d

i represents the external disturbance torque vector.
Figure 1 shows a representation of a MAS consisting of a

group of RB and their respective reference frames Ei and Ef .
Thus, assuming that Qd is a constant attitude, the rate of

change of the error quaternions Q̃i and Qij is given by:

˙̃Qi =
1
2

(
−q̃Ti
I3q̃i +

[
q̃×

i

] )ωi,

Q̇ij =
1
2

(
−qTij
I3qij +

[
q×

ij

])ωij, (5)

with ωij = ωi − ωj
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FIGURE 1. Representation of a MAS with their respective reference
frames.

C. GRAPH THEORY
Graph theory can be used to define both the communication
topology of a multi-agent system and, from a control perspec-
tive, establish its stability properties.
Definitions: Consider the graph G = {V, E} consisting of

a set of nodes V = {1, . . . ,N } and a set of links E between
the nodes i and j, written as E = {(i, j) ∈ V × V}. The nodes
(i, j) have the characteristic of being non-adjacent or adjacent.
G is called undirected or bidirectional if (i, j) ∈ E ⇔ (j, i) ∈

E , and otherwise, the graph is directed. A path from i to j is a
sequence of different nodes, starting from i and ending with j,
such that each pair of consecutive nodes is adjacent. If there
is a path from i to j, then i and j are called connected. If all
pairs of nodes in G are connected and G is undirected, then
one has a strongly connected graph. For bidirectional graphs,
the term strongly is omitted.

In this research, the following are mainly used: the adja-
cency matrix A, which is defined by the weights aij > 0 if
i and j are adjacent and aij = 0 otherwise, while aij = 1 if
the weights are not relevant. The distance d(i, j) between two
nodes is the number of links on the shortest path from i to
j. The diameter dmax of G is the maximum distance d(i, j)
over all pairs of nodes. The degree matrix D of G is the
diagonal matrix with elements di equal to the cardinality of
the neighbor set Ni = {j ∈ E} of the node i.

In addition, for the case of a leader-follower array, the
Laplacian matrixL of G is used, which is defined asL = D−

A, where for connected graphs, L has exactly one eigenvalue
equal to zero, and the eigenvalues can be listed in decreasing
order 0 = λ1(G) < λ2(G) ≤ . . . ≤ λN (G). Ḡ represents the
graph that contains the graph G and the leader [18].
Let us consider a group of N elements of RB systems or

MAS interconnected according to the weighted undirected
graph G. Therefore, the following results in the synchroniza-
tion of RB must be considered.
Lemma 1 (A. Abdessameud and A. Tayebi [20]): Given

the set of equations:∑
j∈Ni

aijqij = 0 for i ∈ V, (6)

where aij ≥ 0 is the ij-entry of the adjacency matrix of G,
and qij is the vector part of the unit quaternion Qij, and if
the communication graph is a tree, then the only solution to
(6) is qij = 0. Furthermore, if the scalar part qi of the unit
quaternion Qi representing the attitude of the i-th rigid body,
is strictly positive (or strictly negative), then also qij = 0 is
the only solution to (6) for any undirected graph G.
Lemma 2 (A. Abdessameud and A. Tayebi [20]): Given

the set of equations:

kpi q̃i +
∑
j∈Ni

aijqij = 0 for i ∈ V, (7)

where q̃i and qij are the vector parts of Q̃i andQij respectively,
kpi is a strictly positive gain scalar, and aij is defined as in
Lemma 1 and if

kpi > 2
∑
j∈Ni

aij for i ∈ V, (8)

then, the unique solution of (7) is q̃i = 0. Furthermore,
if the scalar part q̃i of the unit quaternion Q̃i representing
the attitude of the i-th rigid body is strictly positive, then the
previous result holds without any condition on the gains.
Remark 1: The result in Lemma 1 was first presented

in [44]. A similar result to the Lemma 2 has been used
in [45], [46], [47], [48], and [49]

D. EVENT-TRIGGERED COMMUNICATION IN MAS
Let G be a graph that describes a dynamic system of the RB
type with N nodes, and let a global state vector xi = (xT1 ·

· · xTN )
T describe the dynamic evolution of each of the nodes

according to the equations:

ẋi = f (xi, ui), (9)

where, xi ∈ χ ⊂ Rn and ui ∈ U ⊂ Rp.
The transmission of information between agents based on

events can be described using two main functions [30]:

• An event function: ēi : χ × χ → R, which indicates
whether it is necessary for agent i to transmit (ēi > 0) its
state to agent j or not to transmit it (ēi ≤ 0). The event
function takes as input the current value of the state xi,
and the value that corresponds to the last time ēi was
positive whose value has been stored in memory mi.

• A distributed control function based on memory: the
control function ui(mi,mj) depends on the memories of
the states xi and xj. This means that the control of the
agent i depends on the state transmitted by the agent
i the last time an event occurred and the state coming
from the agent j. It should be noted that since the event
function depends on the current state xi of the agent i, this
state also affects the control function. The characteristic
that the control is distributed is because the control of the
agent i only depends on the setNi ⊂ V that describes the
graph.
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E. PROBLEM STATEMENT
This work considers a group of RB (e.g., satellites, drones,
submarines, manipulator robots, among others) spatially dis-
tributed and connected through a MAS-type communication
network. Each agent shares information only with neigh-
boring agents. The topology of the communication network
is represented by an undirected and connected graph, i.e.,
there is a path between each of the agents of the graph
and communication in both directions with Ni ⊂ V . The
leader agent, which is not affected by any agent in the net-
work, is established as an autonomous system and will be
responsible for generating the desired final attitude with zero
angular velocity. In addition, it is assumed that there is at
least one agent in the network that can have access to the
reference dictated by the leader agent. In the proposed control
scheme, an event function will determine the instant when the
i-th agent must transmit its attitude (quaternion) and angular
velocity to the j-th neighboring agent or agents.

Consequently, the objective of this work is to design a
control law to achieve alignment to a reference attitude Qd
with final angular velocity ωi = 0, starting from any initial
condition Qi(0) and ωi(0).

III. DISTRIBUTED CONTROL WITH EVENT-TRIGGERED
COMMUNICATION
In this section, we describe the event-triggered control design
for the MAS with the associated RB dynamics described by
equation (4). To do this, we establish the following defini-
tions:
Definition 1: Qm

i , Q
m
j and ωm

i , ωm
j for i ∈ V and j ∈ Ni,

are the quaternion and angular velocity, respectively, of the i-
th and j-th RB the last time an event occurred. The superscript
m indicates that such a value is maintained as a memory.

Definition 2: Qm
ij = (Qm

i )
−1

⊙ Qm
j =

(
qmij q

mT
ij

)T
and

ωm
i − ωm

j are the relative attitude and the angular velocity
difference between the i-th and j-th RB, respectively. The
superscript m indicates the same as the previous definition.

Definition 3: Qe
i =

(
Qm
i

)−1
⊙ Qi =

(
qei q

e T
i

)T repre-
sents the relative attitude between the current attitude of the
i-th rigid body and its attitude the last time an event occurred.
Furthermore,

Qe
i :=

(
cos

βei
2

êi sin
βei
2

)
=

(
qei
qei

)
∈ Qu, (10)

Now we are in a position to state the main result.
Proposition 1: Consider a MAS of N elements of RB with

dynamics given by equation (4) that can interact under a flow
of information described by G. In addition, assume that there
is a virtual leader with a constant desired attitudeQd . If there
is communication between the leader and the i-th agent, then
there exist constants K p

0 ,Di > 0 such that the distributed
control function based on events can be defined as:

0i=−K p
0 q̃i −Diωi −

∑
j∈Ni

aij
(
qmij + α

(
ωm
i − ωm

j

))
, (11)

where the parameter α > 0 and aij > 0 for i ∈ V and j ∈ Ni
synchronize the attitude of the RB to the desired attitude Qd .
The event function is given by:

ēi =
∣∣βei ∣∣− β0, (12)

with βei = 2 arccos(qei ) and β0 being the activation threshold
for the event function.

The proof of Proposition 1 is given in Appendix. However,
to keep the practical motivation of this work, please remem-
ber that the main aspects of the control strategy are:

1) The control 0i defined in equation (11) is composed of
two terms

0i = −kp0 q̃i − Diωi︸ ︷︷ ︸
01
i :=local

−

∑
j∈Ni

aij
(
qmij + α

(
ωm
i − ωm

j

))
︸ ︷︷ ︸

02
i :=distributed

,

• 01
i is considered a local control term and kp0 is a

positive constant that will be different from zero if
and only if the i-th agent has direct communication
with the leader, who dictates the constant desired
attitude Qd . Di is a positive constant for the i-th
agent.

• 02
i is considered a distributed control term and is

calculated with the value in memory of the state of
the i-th and j-th agent.

2) The event function in equation (12) depends on the atti-
tude quaternion of the i-th agent and denotedQi, as well
as the value Qm

i of the quaternion in memory the last
time an event occurred and which was transmitted to
the neighboring agents according to the communication
graph.

3) When such event function satisfies ēi > 0, the
state of the i-th agent (Qi, ωi) is saved as a memory
(Qm

i , ωm
i ) and in turn transmitted to the neighboring

agents according to the communication topology dic-
tated by the graph G. In addition, 02

i is calculated with
the updated data at each new event. Otherwise, the
state (Qi, ωi) is not transmitted, the memories are not
updated, and the control is calculated with the memo-
ries saved the last time the event occurred.

Figure 2 illustrates the block diagram of the control system
corresponding to each agent.

IV. SIMULATION RESULTS
Numerical simulations were carried out to validate the pro-
posed control strategy. Specifically, four agents established
as undirected graph G shown in Fig. 3 is the communication
topology.

Accordingly, agent 1 has information about the virtual
leader (VL), and each agent obeys the RB dynamics given by
equation (4). For this computer experiment, it was assumed
that the four RBs are identical. However, if the RBs were not
identical, the control strategy is still valid since it does not
depend on the RBs’ parameters.
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FIGURE 2. Block diagram of the control system for each agent.

FIGURE 3. Communication graph between the RBs.

TABLE 1. Simulation parameters.

TABLE 2. Rigid body initial conditions.

Table 1 displays all parameters used in the MAT-
LAB/Simulink program: the threshold values for the event
function (12), the gain control values for equation (11), and
the elements of the inertia matrix for each RB in (4) are
considered to be a diagonal matrix which corresponds to a
small agent like a commercial quadrotor or a CubeSat [50].
Initial conditions (IC), both for attitude and angular veloc-

ity for each agent, are shown in Table 2.Where q0 is the scalar
part of the quaternion of attitude and q1, q2 and q3 are the
corresponding components of the vector part. Whilst, ωx , ωy
and ωz are the components of the angular velocity.

FIGURE 4. Attitude synchronization without disturbances.

Simulations considered two scenarios: in the first one,
there were no external disturbances in the agents, i.e., 0d

i =

0 for i ∈ V , while in the second scenario, disturbances were
affecting the agents of the network. In both cases, the physical
parameters of the agents, the control gains, and the initial
conditions were the same.

The reader is invited to visualize an animation of the
implementation of the strategy, which is found at the link
https://bit.ly/IEEE-Sim-video and where the execution of the
simulations in MATLAB/Simulink is observed together with
the 3D-Animation toolbox.

A. SCENARIO 1: ATTITUDE SYNCHRONIZATION WITHOUT
DISTURBANCES
The attitude synchronization of the MAS is performed by
applying the distributed control and the events function,
defined by equations (11) and (12), respectively. The results
for each component of the quaternion for each agent are
shown in Figure 4. It can be observed that the agents reached
the same attitude, i.e., the synchronization occurred success-
fully in less than a second.

In Figure 5, the evolution in time of the normalized angular
velocity for each of the four agents is shown. It can be
observed that a successful synchronization occurred, as well
as the expected zero final angular velocity.

The attitude errors in terms of βei = 2 arccos qei for each
agent are shown in Figure 6. It can be observed that the
attitude errors are smaller than 1×10−3 rad after the synchro-
nization occurred. Accordingly, to literature, in applications
like interferometry [51], satellite networks [22], or fraction-
ated spacecraft [23], this magnitude is considered acceptable.
In Figure 7, the evolution in time of the event function ēi

is shown. It can be observed that the frequency of events is
significantly reduced over time as each agent synchronizes
with the group. The total number of events generated by
each agent is ē = {72, 238, 148, 259}. Note that the agent
connected to the virtual leader is the one that generates the
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FIGURE 5. Angular velocity without disturbances.

FIGURE 6. Attitude errors without disturbances.

FIGURE 7. Events without disturbances.

least events due to its immediate reaction to being connected
directly to the leader, as expected.

B. SCENARIO 2: ATTITUDE SYNCHRONIZATION WITH
EXTERNAL DISTURBANCES
In this second scenario, the disturbance is a pulse applied to
the control signal of agent RB1, which is applied from the
beginning in the form sine wave, d = 0.5 sin(2π t).

The results for each component of the quaternion for each
agent are shown in Figure 8. In this case, it can be observed

FIGURE 8. Attitude synchronization with disturbances.

FIGURE 9. Events with disturbances.

the system can compensate for the disturbance, and the agents
synchronize at the same time as in the previous scenario.

In Figure 9, the evolution in time of the event function ēi is
shown. The number of events generated by each agent is ē =

{118, 394, 199, 313}. Due to the disturbance, the number of
events generated by the agents is higher than in the previous
scenario.

C. COMPARISON OF TWO APPROACHES: CLASSICAL
SCHEME AND EVENT-BASED COMMUNICATION SCHEME
In this epigraph, a comparison is made between a ‘‘classical’’
scheme, where communication between the agents of the
network is carried out continuously in time, and the mod-
ern scheme proposed in this work, where communication is
activated only when it is necessary according to the event
function.

For this purpose, we will denote QE
i the quaternion that

represents the attitude of the i-th agent under an event-based
communication scheme without disturbances and QC

i the
quaternion that represents the attitude of the i-th agent under
a continuous communication scheme. An analysis of the
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FIGURE 10. Comparison of synchronization: classical scheme vs.
event-based communication scheme.

FIGURE 11. Comparison of ISE.

synchronization of the agents is carried out using the error
of attitude between both scenarios of control, which is deter-
mined by: QEC

i =
(
QE
i

)−1
⊙ QC

i =
(
qECi −(qECi )T

)T .
For the analysis of the error of attitude, the index of perfor-

mance ISE (Integrated Squared Error) proposed in [52] was
used:

ISE =

∫ tf

0
β̄ECi (t)2 dt, (13)

where β̄ECi (t) = arccos qECi (t) is the error metric.
Figure 10 shows the evolution in time of the scalar com-

ponents of QE
i and QC

i for the four agents of the network.
As we can see, the behavior of the agents is very similar in
both approaches. This is more clearly visible in Figure 11,
where the ISE is shown for each agent. It can be observed that
the sacrifice in precision is negligible using the event-based
communication scheme.

V. CONCLUSION
In this article, a consensus control with event-triggered com-
munication for a multi-agent system has been presented.
Quaternions are used to represent the attitude of the agents.
The control algorithm presented is useful in scenarios where
the agents of the system are unable to maintain continuous
communication since only state updates are required when
the event function is activated.

The event function is designed in a decentralized way so
that each agent independently transmits information and only
when necessary, i.e., when the value of the error in the states
of the agent is greater than a given threshold.

The decentralized consensus control allows each agent to
reach synchronization with the group based on its own states
and the states of its neighbors stored in the memory of the last
time there was an event.

The results obtained from the study indicate that the pro-
posed control algorithm achieves attitude synchronization
among the networked agents in less than a second. The
achieved synchronization error is reported to be below 10−3

rad (radians). While such an error value may be negligible for
applications like drone flying formations, its acceptability for
spacecraft applications depends on factors such as mission
requirements, instrument sensitivity, and operational con-
straints. Although 10−3 rad might be acceptable for certain
spacecraft missions, it may not meet the precision demands of
others, especially those involving precise pointing accuracy,
high-resolution imaging, or scientific measurements with
strict error tolerances.

Moreover, the proposed control algorithm can compensate
for the disturbances applied to the control signal of the agents,
and the amount of events is reduced as the group synchro-
nizes. In addition, The article also presents a comparison of
performance indices between continuous communication and
communication triggered by events.

APPENDIX
STABILITY PROOF
In this appendix, the proof of the stability of the system is
presented. Before starting the proof, let us recall the following
variables:

Qe
i =

(
Qm
i
)−1

⊙ Qi

Qe
j =

(
Qm
j

)−1
⊙ Qj

Q̂i = Q−1
d ⊙ Qm

i

We can express Qm
ij in terms of the defined variables as

follows:

Qm
ij =

(
Qm
j

)−1
⊙ Qm

i

=

(
Qe
j ⊙ Q−1

j

)
⊙ Qi ⊙ (Qe

i )
−1

= Qe
j ⊙

(
Q−1
j ⊙ Qi

)
⊙ (Qe

i )
−1

= Qe
j ⊙ Qij ⊙ (Qe

i )
−1

= Qij ⊗ Qe
j ⊙ (Qe

i )
−1. (14)
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Now, let us define:

Q̄e
ij = Qe

j ⊙ (Qe
i )

−1. (15)

Then:

Qm
ij = Qij ⊗ Q̄e

ij = Q̄e
ij ⊙ Qij. (16)

Qm
ij =

 qeij −

[
qeij
]T

qeij I3q
e
ij +

[
qeij
]×
( qij

qij

)
(17)

Therefore, qmij is:

qmij = qijqeij +
(
I3qeij +

[
qeij
]×)

qij. (18)

Assuming βeij ≈ 0, we have:

qeij ≈êij
βeij

2
, qeij ≈ 1,

qmij ≈qij + êij
βeij

2
qij + êij

βeij

2

×

qij. (19)

Proof: Considering the Lyapunov candidate function,
V : R3

× Qu × Qu → R defined as:

V =

N∑
i=1

(
1
2
ωT
i Jiωi + 2K p

0

(
1 − q̃i

)
+

∑
j∈Ni

aij
(
1 − qij

) (20)

Recall that N is the number of agents in the set V and
Ni is the set of neighbors of the i-th agent. Note that the
function V is positive definite. The derivative of (20) along
the trajectories of (4) is given by:

V̇ =

N∑
i=1

ωT
i Jiω̇i − 2K p

0
˙̃qi −

∑
j∈Ni

aijq̇ij


=

n∑
i=1

(
V̇1 + V̇2 + V̇3

)
, (21)

where

V̇1 = ωT
i 0i,

V̇2 = −K p
0 q̃

T
i ωi,

V̇3 = −
1
2

∑
j∈Ni

aijqTijωij. (22)

Substituting 0i given by (11) we obtain:

V̇ =

N∑
i=1

(
ωT
i

(
−K p

0 q̃i − Diωi

−

∑
j∈Ni

aij
(
qmij + α

(
ωm
i − ωm

j
))))

+ V̇2 + V̇3. (23)

The error between the memory of the angular velocity
vector (the value of the angular velocity vector the last time an
event occurred) and the current value of the angular velocity
of the i-th and j-th agent is given by:

eωi = ωm
ij − ωi ⇒ ωm

i = ωi + eωi ,

eωj = ωm
j − ωj ⇒ ωm

j = ωj + eωj . (24)

Consider the second term of the law of control, which
can be rewritten by introducing the error variables defined
previously:∑

j∈Ni

aij
(
qmij + α

(
ωm
i − ωm

j

))

=

∑
j∈Ni

aij

(
qij + êij

βeij

2
qij +

(
êij

βeij

2

×
)
qij

+ α
(
ωi + eωi − ωj − eωj

))
=

∑
j∈Ni

aij
(
qij + α

(
ωi − ωj

))
+ 1i, (25)

where 1i is given by:

1i =

∑
j∈Ni

aij

(
êij

βeij

2
qij +

(
êij

βeij

2

×
)
qij + α

(
eωi − eωj

))
(26)

In consequence, (23) can be written as:

V̇ =

N∑
i=1

−K p
0ωT

i q̃i − DiωT
i ωi −

∑
j∈Ni

aijωT
i qij

− α
∑
j∈Ni

aijωT
i ωij + K p

0 q̃
T
i ωi

+
1
2

∑
j∈Ni

aijqTijωij + ωT
i 1i

 (27)

with ωij = ωi − ωj, besides, is possible to show that [19]:

N∑
i=1

∑
j∈Ni

aijωT
i qij =

1
2

N∑
i=1

∑
j∈Ni

aijqTijωij, (28)

α

N∑
i=1

∑
j∈Ni

aijωT
i ωij = α

N∑
i=1

∑
j∈Ni

aij
∥∥ωi − ωj

∥∥2 , (29)

simplifying (27) to:

V̇ = −

N∑
i=1

DiωT
i ωi − α

N∑
i=1

∑
j∈Ni

aij
∥∥ωi − ωj

∥∥2
+

N∑
i=1

ωT
i 1i, (30)
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then, applying Young’s inequality to the last term:

N∑
i=1

ωT
i 1i ≤

N∑
i=1

µωT
i ωi +

N∑
i=1

1
4µ

1T
i 1i, (31)

substituting this inequality into the previous expression and
rearranging the terms:

V̇ ≤ −

N∑
i=1

DiωT
i ωi − α

N∑
i=1

∑
j∈Ni

aij
∥∥ωi − ωj

∥∥2
+

N∑
i=1

µωT
i ωi +

N∑
i=1

1
4µ

1T
i 1i, (32)

a new constant κ = Di − µ is defined and substituted into
the equation:

V̇ ≤ −

N∑
i=1

κωT
i ωi − α

N∑
i=1

∑
j∈Ni

aij
∥∥ωi − ωj

∥∥2
+

N∑
i=1

1
4µ

1T
i 1i, (33)

simplifying and rearranging the terms, we have:

V̇ ≤ −

N∑
i=1

κ ∥ωi∥
2
− α

N∑
i=1

∑
j∈Ni

aij
∥∥ωi − ωj

∥∥2
+

N∑
i=1

1
4µ

∥1i∥
2 , (34)

To have V̇ ⩽ 0 it must be satisfied the following:

∥ωi∥ ⩾
1

2
√

µκ
∥1i∥ . (35)

Rewriting 1i from (26), we have:

1i = 1e
j + 1e

i ,

1e
j =

∑
j∈Ni

aij

(
êij

βeij

2
qij +

(
êij

βeij

2

×
)
qij − αeωj

)
1e
i = αNeωi . (36)

We have:

∥ωi∥ ⩾
1

2
√

µκ

∥∥∥1e
j + 1e

i

∥∥∥
⩾

1
2
√

µκ

∥∥∥1e
j

∥∥∥−
1

2
√

µκ

∥∥1e
i

∥∥ . (37)

In terms of ωm
i and ωi, we have the following:

∥ωi∥ +
αN

2
√

µκ

∥∥ωm
i − ωi

∥∥ ⩾
1

2
√

µκ

∥∥∥1e
j

∥∥∥ . (38)

If ωi and ωm
i satisfy the condition (38) then V̇ ⩽ 0 and ωi

is bounded.
On the other hand, recalling that:

Qm
ij = Qij ⊗ Qe

ij = Qij ⊗ Qe
j ⊙ (Qe

i )
−1, (39)

it is possible to find that:

Qe
i =

(
Qm
ij

)−1
⊙ Qij ⊗ Qe

j , (40)

and also recalling thatQe
i =

(
Qm
i

)−1
⊙Qi is the error between

the quaternion Qi at time t and the memory quaternion Qm
i ,

that is, the quaternion the last time there was an event. Now it

is easy to identify thatQe
ij =

(
Qm
ij

)−1
⊙Qij. Therefore, right

after an event, Qe
ij = (1 0T )T so that:

Qe
i =

(
qei
qei

)
=

 cos
(

βei
2

)
êi sin

(
βei
2

) =

(
qej
qej

)
(41)

which allows writing:

βei = 2 cos−1 (qei )︸ ︷︷ ︸
β0

, (42)

β0 is a tuning parameter and will be tuned by the designer;
then, while the condition

∣∣βei ∣∣ − β0 ≤ 0 is satisfied with
β0 sufficiently small, we have:

Qe
ij ≈

(
1
0

)
≈

(
qeij
qeij

)
(43)

This allows to generate the event function and define the set:

�Q =
{
Qij |

∣∣βei ∣∣− β0 ≤ 0
}
. (44)

If the quaternion Qij belongs to the set �Q, then we can

approximate Qe
ij as

(
1
0

)
≈

(
qeij
qeij

)
, which implies that

qeij = 0. Additionally, we have Qm
ij = Qij, leading to Q̇ij =(

0
0

)
, which further implies ωij = 0. Consequently, we have∥∥ωi − ωj

∥∥ = 0. As a result, eωj = 0, and we can express it
as:

1e
j =

∑
j∈Ni

aij

(
êij

βeij

2
qij +

(
êij

βeij

2

×
)
qij − αeωj

)
= 0.

(45)

Going back to the Lyapunov function within the set �Q,
it is now that:

V̇ = −

n∑
i=1

κωT
i ωi ≤ 0. (46)

Now we have to find the largest invariant set such that:

q̃i = 0, qij = 0, V̇ = 0, (47)

V̇ = 0 leads to ωi = 0.
Going back firstly to the system in a closed loop, we have

that:

Q̇i =
1
2

(
−qTi

I3qi + [q×

i ]

)
ωi

Jiω̇i = −[ω×

i ]Jiωi + 0i. (48)
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There are two cases to consider:
• Case a)When the agent is connected to the leader:

0i = −kp0 q̃i − Diωi−
n∑
i=1

aij
(
qmij + α

(
ωm
i − ωm

j

))
.

(49)

• Case b) When the agent does not have a direct connec-
tion with the leader:

0i = −

n∑
i=1

aij
(
qmij + α

(
ωm
i − ωm

j

))
(50)

Now, let’s analyze the closed-loop system for each case:
• Case a)
Recalling that the system evolves in �Q, we have Qij =

Qm
ij and ωm

i − ωm
j = 0.

Thus, we obtain:

0 = 0i ⇒ 0 = −kp0 q̃i −
n∑
i=1

aijqij. (51)

By Lemma 2, the only solution is q̃i = 0.
• Case b)
We have:

0 = 0i ⇒ 0 = −

n∑
i=0

aijqij. (52)

By Lemma 1, the only solution is qij = 0.
The previous results show that while the state of the i-th

agent is in the set �Q, it is neither necessary to update the
value of the state in the control law nor to transmit the state
of the i-th agent to the neighboring agents contained in the
set Ni. In the opposite case, i.e., when Qi or ωi or both, leave
the set �Q, which occurs when the condition given by (12) is
fulfilled, it will be necessary to update the control law and
transmit the state to the neighboring agents. This ends the
proof.
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