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OPTIMAL ERROR BOUNDS FOR THE
TWO POINT FLUX APPROXIMATION FINITE VOLUME SCHEME

R. EYMARD, T. GALLOUËT, AND R. HERBIN

Abstract. We consider a finite volume scheme with two-point flux approximation (TPFA) to
approximate a Laplace problem when the solution exhibits no more regularity than belonging to
H1

0 (Ω). We establish in this case some error bounds for both the solution and the approximation
of the gradient component orthogonal to the mesh faces. This estimate is optimal, in the sense
that the approximation error has the same order as that of the sum of the interpolation error
and a conformity error. A numerical example illustrates the error estimate in the context of a
solution with minimal regularity. This result is extended to evolution problems discretized via
the implicit Euler scheme in an appendix.
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1. Introduction

Finite volume methods are standardly used for the approximation of elliptic and parabolic
problems in several physical or engineering frameworks such as fluid mechanics, reservoir sim-
ulation, heat and mass transfer, biology, biomedical research. . . Here we are more specifically
interested in the two-point flow approximation (TPFA) finite volume scheme for the approxima-
tion of the Laplace operator; this is a very popular scheme that has been used since the 60’s in
the various above mentioned applications, see e.g. [3],[6] to cite only a few of these.
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method, linear parabolic problem.
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Important features of the TPFA scheme are L∞ stability and monotony [18]. Thanks to these
properties, stable and convergent numerical schemes based on TPFA were designed for nonlinear
problems [5] or linear problems with singular source terms [11].

A mathematical proof of convergence of the TPFA scheme for the Laplace equation was first
given for rectangular grids in [20], and the first comprehensive mathematical analysis of this
scheme fore more general grids (the so called admissible grids) dates back to 2000 [18]. Therein,
under suitable assumptions on the physical domain and the right hand side, it is proven that
if the exact solution of the Poisson equation posed on a open polytopal bounded subset of Rd

with d = 2 or 3 is assumed to be in H2, then an error estimate of order 1 can be obtained.
Superconvergence has been observed and proven for a class of triangular meshes, see [13] and
Remark 3.13 below.

Our aim in the present paper is to give an error estimate in the case where the right-hand
side belongs to the dual space of the energy space associated to the equation, namely H−1 and
without any supplementary regularity assumption on the exact solution other than the natural
regularity given by the problem, namely H1

0 . The case of a right-hand side in H−1 had already
been studied in [12], where the convergence of the scheme is proven for a non coercive elliptic
operator. In the present paper, we study the same scheme for the Laplace equation, and prove
an optimal bound on the error; more precisely we show that the discretization error is bounded
by below and by above, in each case up to a constant, by the sum of two errors, namely the
interpolation error and the conformity error, whose precise definitions are given in the sequel.
We also obtain a bound of the error between an approximate gradient of the solution and the
gradient of the exact solution. As far as we know, both results are original.

In order to introduce these results, let us first give some definitions. Consider f ∈ L2(Ω) and
Ω an open polytopal bounded subset of Rd with d = 2 or 3; denote by u ∈ H1

0 (Ω) the solution of
the problem

∀v ∈ H1
0 (Ω),

∫
Ω
∇u(x) · ∇v(x)dx =

∫
Ω
f(x)v(x)dx. (1.1)

As above mentioned, if u ∈ H2(Ω), there exists C > 0 only depending on a regularity factor of
the finite volume mesh T such that the solution u of the finite volume scheme satisfies

∥u− u∥L2(Ω) ≤ ChT ∥u∥H2(Ω), (1.2)

where hT is the size of the mesh.
Now when seeking an approximate solution uh ∈ Vh of the same Problem (1.1) by a conforming

finite element method, which means that

∀vh ∈ Vh,

∫
Ω
∇uh(x) · ∇vh(x)dx =

∫
Ω
f(x)vh(x)dx, (1.3)

we get that
∥u− uh∥H1

0 (Ω) = inf
vh∈Vh

∥u− vh∥H1
0 (Ω),

where:
• ∥ · ∥H1

0 (Ω) is the energy norm associated to Problem (1.1), that is to say ∥v∥H1
0 (Ω) =∫

Ω |∇v(x)|2 dx,
• Vh ⊂ H1

0 (Ω) is the (finite dimensional) finite element space.
This result, which is a particular case of Céa’s lemma for the problem at hand, states that the
energy norm of the discretization error is equal to the energy norm of the interpolation error ; it
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holds without any further regularity assumption than u ∈ H1
0 (Ω). It is optimal in the sense that

the order of convergence is given by the order of the interpolation error infv∈Vh
∥u− v∥H1

0 (Ω).
Such an optimal error bound is extended in [7] to some nonconforming schemes that fall

in the framework of the Gradient Discretization Method (GDM). The GDM was invented and
analysed some time ago in order to construct a framework for a number of schemes that have
been devised in the past twenty years in order to deal with anisotropic diffusion problems and/or
distorted meshes. Let us briefly recall the basics of the method. Let XT be a finite dimensional
vector space of the degrees of freedom generated by a mesh T , ΠT v denote a function that is
reconstructed from any v ∈ XT and defined a.e. in Ω, and ∇T v be an approximate gradient,
also reconstructed from v. Then Problem (1.1) is approximated by u ∈ XT such that

∀v ∈ XT ,

∫
Ω
∇T u(x) · ∇T v(x)dx =

∫
Ω
f(x)ΠT v(x)dx. (1.4)

Note that for non conforming schemes, ΠT (XT ) ̸⊂ H1
0 (Ω), the approximate gradient ∇T v can-

not be defined as the continuous gradient of ΠT v. This difficulty is overcome by defining the
conformity error of the scheme by

ζT (∇u) = max
v∈XT \{0}

⟨∇u,∇T v⟩L2 + ⟨div(∇u),ΠT v⟩L2

∥∇T v∥L2

. (1.5)

An optimal error bound (see [7, Theorem 2.28]) may then be obtained in the spirit of second
Strang’s lemma [26]; introducing

δT (u, v)
2 = ∥u−ΠT v∥2L2 + ∥∇u−∇T v∥2L2 , (1.6)

this bound states that the error δT (u, u) committed on the solution and its gradient satisfies
1

2

(
ζT (∇u) + inf

v∈XT
δT (u, v)

)
≤ δT (u, u) ≤ C

(
ζT (∇u) + inf

v∈XT
δT (u, v)

)
. (1.7)

without requiring any more regularity than u ∈ H1
0 (Ω) on the exact solution. This bound is said

to be optimal in the sense that the order of the approximation error δT (u, u) is the same as that
of the sum of the interpolation error infv∈XT δT (u, v) and the conformity error ζT (∇u).

In some particular situations (rectangular or acute triangular cells), the TPFA FV scheme can
be shown to be a GDM (see [7, Lemma 13.20]), and therefore the optimal bound (1.7) holds.
However, in the case of general admissible meshes of Definition 2.1 below, this is no more the
case; for instance the TPFA FV scheme on Voronoï meshes [16] cannot be seen as a GDM.

The aim of the present paper is to prove an error estimate for the TPFA finite volume scheme
which

- is optimal in the sense of the bound (1.7),
- still holds for meshes which only satisfy the assumptions of Definition 2.1,
- applies to general right-hand sides in H−1(Ω) so that the exact solution belongs only to
H1

0 (Ω),
- and is formulated through a stronger norm than the L2(Ω) norm.

To this purpose, we first propose to use an approximate gradient in the right-hand side (the so-
called “inflated approximate gradient”) of the scheme in order to deal with for right-hand sides in
H−1(Ω). Unfortunately this approximate gradient cannot be used for a GDM scheme, due to the
fact that it can only weakly converge. A variational formulation of the TPFA FV scheme is then
obtained by considering only the normal component of the approximate gradient. We may then
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follow the line of thought of [7, Theorem 2.28] and obtain an optimal error bound involving an
interpolation error between the approximation of the normal gradient and the normal component
of the gradient of the continuous solution. This result is, to our knowledge, original for at least
these two reasons: it does not require more regularity on the exact solution than the natural
regularity obtained from the continuous problem, and it leads to an error estimate between
a consistent reconstruction of an approximate gradient (necessarily different from the inflated
approximate gradient) and the full gradient of the continuous solution.

We then apply these two results in the case where the continuous solution is in H2, extending
the results of [18] to the convergence of the consistent approximate gradient.

A numerical example in the case of a solution with minimal regularity illustrates in Section 4
the optimality of the error estimate; indeed the considered solution is unbounded and does not
belong to any W 1,p

0 (Ω), for p > 2.
A short conclusion follows.

In Appendix A, following the methods of proof provided by [2] and [8], we extend the optimal
error bound obtained for the Laplace problem to the transient heat equation, using an implicit
Euler time discretization.

2. The finite volume scheme for the Laplace problem

Let Ω ⊂ Rd be an open polytopal domain (with d = 2 or d = 3), with boundary ∂Ω, and
L ∈ H−1(Ω). We consider the Dirichlet problem

−∆u = L (2.1)
u = 0 on ∂Ω. (2.2)

It is wellknown that there exists a unique solution to this problem, which satisfies

u ∈ H1
0 (Ω)∫

Ω
∇u · ∇φdx = ⟨L,φ⟩H−1(Ω),H1

0 (Ω), ∀φ ∈ H1
0 (Ω).

It is also wellknown that any linear form L ∈ H−1(Ω) may be decomposed as L = f + divF
with f ∈ L2(Ω) and F ∈ L2(Ω)d. Since ⟨divF , φ⟩H−1(Ω),H1

0 (Ω) = −
∫
Ω F ·∇φdx, the above weak

formulation may be recast as

u ∈ H1
0 (Ω), ∀φ ∈ H1

0 (Ω), (2.3)∫
Ω
∇u(x) · ∇φ(x)dx =

∫
Ω
(f(x)φ(x)− F (x) · ∇φ(x))dx. (2.4)

Observe that
∇u+ F ∈Hdiv(Ω) with − div(∇u+ F ) = f a.e in Ω. (2.5)

The remaining part of this section is dedicated to the definition of a finite volume for the
approximation of this problem.

Let T be an admissible mesh of Ω in the following sense, close to that given in [18, Definition
3.1].
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Definition 2.1 (Admissible meshes). An admissible finite volume mesh of Ω, denoted by T , is
given by a finite family of “control volumes”, which are disjoint open polytopal convex subsets of
Ω, a finite family of disjoint subsets of Ω contained in hyperplanes of Rd, denoted by E (these are
the edges (two-dimensional) or sides (three-dimensional) of the control volumes), with strictly
positive (d − 1)-dimensional measure, and a family of points of Ω denoted by P satisfying the
following properties (in fact, we shall denote, somewhat incorrectly, by T the family of control
volumes):

(i) The closure of the union of all the control volumes is Ω;
(ii) For any K ∈ T , there exists a subset EK of E such that ∂K = K \ K = ∪σ∈EKσ.

Furthermore, E = ∪K∈T EK .
(iii) The family P = (xK)K∈T is such that xK ∈ K for all K ∈ T .
(iv) The set E is partitioned into E = Eext ∪ Eint. For any σ ∈ E:

- either σ ∈ Eext; then there exists exactly one K ∈ T such that σ ∈ EK , σ ⊂ ∂Ω and
the straight line DK,σ going through xK and orthogonal to σ is such that DK,σ∩σ ̸= ∅;

- or σ ∈ Eint; then there exist exactly two elements of T denoted K and L such that
σ ∈ EK ∩ EL, ∂K ∩ ∂L = σ and the straight line DK,L going through xK and xL is
orthogonal to σ (DK,L ∩ σ = ∅ is not excluded); in this case σ is denoted by K|L.

Figure 1 shows an example of mesh with a few notations.

dK,σ

nK,σ

xK

xLDK,σ

K

L

xσ

Figure 1. Two neighbouring control volumes of an admissible mesh.

The following notations are used
• |A| the d (resp. (d− 1))-dimensional measure of any subset A of Rd (resp. Rd−1).
• xσ: center of gravity of σ ∈ E,
• dK,σ > 0: orthogonal distance from xK to σ, for K ∈ T and σ ∈ EK ,
• DK,σ: cone with vertex xK and basis σ, for K ∈ T and σ ∈ EK , so that |DK,σ| =

|σ|dK,σ

d ,
• nK,σ: unit vector, normal to σ and outward to K
• hT = sup{diam(K), K ∈ T }: mesh size,
• θT = inf{ dK,σ

diam(K) , K ∈ T , σ ∈ EK}: mesh regularity parameter,

• XT : set of all real families u =
(
(uK)K∈T , (uσ)σ∈E

)
such that uσ = 0 if σ ∈ Eext.
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With a slight abuse of notation, for any u ∈ XT , we also denote by u the element of L2(Ω) which
is a.e. equal to the value uK in any K ∈ T .

Let us observe that this definition leads to admissible meshes in the sense of [18, Definition
3.1], but is slightly more restrictive since, for the sake of simplicity and as in [12], we do not allow
xK ∈ σ if σ ∈ EK . There are ways to relax this assumption by eliminating the face unknowns in
the scheme, but this leads to additional technical difficulties.

As mentioned in the introduction, our analysis requires several discrete derivation operators
which we now precisely define.

Definition 2.2 (Discrete derivative and gradients).

• GT : normal discrete derivative

GT :XT → L2(Ω)

u 7→ GT u, with GT u(x) =
uσ − uK
dK,σ

for a.e. x ∈ DK,σ. (2.6)

• ∇T : inflated discrete gradient

∇T :XT → (L2(Ω))d

u 7→ ∇T u, with ∇T u(x) = d
uσ − uK
dK,σ

nK,σ for a.e. x ∈ DK,σ. (2.7)

• ∇̂T : consistent discrete gradient

∇̂T :XT → (L2(Ω))d

u 7→ ∇̂T u, with ∇̂T u(x) = d
1

|K|
∑
σ∈EK

|σ|(xσ − xK)
uσ − uK
dK,σ

for a.e. x ∈ DK,σ. (2.8)

Remark 2.3 (On the inflated and consistent gradients). The inflated discrete gradient, first
introduced in [17, Definition 2] only involves the normal discrete gradient, but with a factor d,
hence the term inflated; it also appears, but somewhat hidden, in the weak formulation (2.6)
of the FV scheme in [12]. The consistent discrete gradient ∇̂T u was first introduced in [19,
Definition 2.3] in one of the first attempts to generalize finite volume schemes to anisotropic
diffusion problems.

Following [12], integrating (2.1) on a cell K and (formally) integrating by parts yields the
following balance equation on each cell K:

−
∑
σ∈EK

∫
σ
∇u · nK,σds =

∫
K
f dx+

∑
σ∈EK

∫
σ
F · nK,σds.
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Introducing the discrete unknowns (uK)K∈T and (uσ)σ∈E , and following [12], we propose the
following scheme:

∀K ∈ T , −
∑
σ∈EK

|σ|uσ − uK
dK,σ

=

∫
K
f dx+

∑
σ∈EK

|σ| 1

|DK,σ|

∫
DK,σ

F · nK,σ, (2.9a)

∀σ = K|L ∈ Eint,
uσ − uK
dK,σ

+
1

|DK,σ|

∫
DK,σ

F · nK,σ dx = −uσ − uL
dL,σ

− 1

|DL,σ|

∫
DL,σ

F · nL,σ dx. (2.9b)

∀σ ∈ Eext, uσ = 0. (2.9c)

Equation (2.9a) is the discretization of the local mass balance on the cellK, while (2.9b) expresses
the conservativity of the discrete fluxes. By [12, Theorem 2.1], there exists a unique solution to
the scheme (2.9). Moreover, the scheme admits a weak formulation [12, Lemma 2.1].

Lemma 2.4 (Weak formulation of the scheme). The scheme (2.9) is equivalent to the following
weak formulation:

Find u ∈ XT such that , for any v = ((vK)K∈T , (vσ)σ∈E) ∈ XT ,

d

∫
Ω
GT u(x)GT v(x)dx =

∫
Ω
(f(x)v(x)− F (x) · ∇T v(x)) dx, (2.10)

where GT v and ∇T v are the discrete derivative and gradient given in Definition 2.2.

Proof. Owing to the definitions (2.6) and (2.7) of GT v and ∇T v and noting that |DK,σ| =
|σ| dK,σ

d ,
the scheme (2.10) also reads∑
K∈T

∑
σ∈EK

|σ|
dK,σ

(uσ−uK)(vσ−vK) =
∑
K∈T

∫
K
fvK dx−

∑
K∈T

∑
σ∈EK

∫
DK,σ

F d
vσ − vK
dK,σ

·nK,σ. (2.11)

The proof that if u is a solution to (2.9) then u satisfies (2.11) may be found in [12, Lemma 2.1].
Conversely, letting vK = 1 and vσ = 0 in (2.11) leads to (2.9a) and letting vK = 0 and vσ = 1 in
(2.11) leads to (2.9b). The condition (2.9c) is ensured by the fact that u ∈ XT . □

Note that the inflated approximate gradient is expected to weakly converge in L2 toward the
gradient of the exact solution but can never converge in L2 toward the gradient of the exact
solution except if the exact solution is 0 (see [17, Lemma 2 and Remark 2]). The convergence
in L2 of the consistent approximate gradient is proved in [19], in the case where F = 0, and
using a modified finite volume scheme in order to handle anisotropic diffusion problems, under
the condition that θT is uniformly bounded by below.

3. Convergence analysis

3.1. An optimal error estimate. A norm on XT is defined by

∥u∥2T = d∥GT u∥2L2(Ω) =
1

d
∥∇T u∥2L2(Ω)d =

∑
K∈T

∑
σ∈EK

|σ|
dK,σ

(uσ − uK)2. (3.1)
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The discrete Poincaré inequality [18, Lemma 9.1] states that for any piecewise function u equal
to uK on the cell K,

∥u∥L2(Ω) ≤ diam(Ω)
( ∑

σ=K|L∈Eint

|σ|
dK,σ + dL,σ

(uK − uL)
2 +

∑
σ∈Eext∩EK

|σ|
dK,σ

u2K

)
. (3.2)

Now consider u ∈ XT satisfying
uσ − uK
dK,σ

+
uσ − uL
dL,σ

= 0, for all σ = K|L ∈ Eint; (3.3)

this yields (uσ−uK)2

dK,σ
+ (uσ−uL)

2

dL,σ
= (uL−uK)2

dK,σ+dL,σ
and therefore, recalling that uσ = 0 for any σ ∈ Eext,∑

σ=K|L∈Eint

|σ|
dK,σ + dL,σ

(uK − uL)
2 +

∑
σ∈Eext∩EK

|σ|
dK,σ

u2K =
∑
K∈T

∑
σ∈EK

|σ|
dK,σ

(uσ − uK)2.

Observe then that the minimal value of the function s 7→ (s−uK)2

dK,σ
+ (s−uL)

2

dL,σ
is obtained for s = uσ

such that (3.3) holds, so that for any u ∈ XT , whatever the values uσ for any σ = K|L ∈ Eint,

∥u∥2T ≥
∑

σ=K|L∈Eint

|σ|
dK,σ + dL,σ

(uK − uL)
2 +

∑
σ∈Eext∩EK

|σ|
dK,σ

u2K .

Hence
∥u∥L2(Ω) ≤ diam(Ω)∥u∥T = diam(Ω)

√
d∥GT u∥L2(Ω), ∀u ∈ XT . (3.4)

Note that (3.3) expresses the conservativity of the discrete fluxes (2.9b) in the case F = 0.
Next, we recall that the space Hdiv(Ω) = {φ ∈ L2(Ω)d : divφ ∈ L2(Ω)} is a Hilbert space

when equipped with the norm

∥φ∥2Hdiv
= ∥φ∥2L2(Ω)d + ∥divφ∥2L2(Ω).

We introduce the conformity error: ζT :Hdiv(Ω) → R, defined by

ζT (φ) = sup{
∫
Ω
(divφ(x)v(x) +φ(x) · ∇T v(x))dx, v ∈ XT with ∥v∥T = 1}. (3.5)

Let GT : H1
0 (Ω) → L2(Ω), called in the following the mean normal gradient of a function

belonging to H1
0 (Ω), defined for φ ∈ H1

0 (Ω) by

GT φ(x) =
1

|DK,σ|

∫
DK,σ

∇φ(x) · nK,σdx for a.e. x ∈ DK,σ, (3.6)

Observe that Definition (3.6) implies the following equality, for u ∈ H1
0 (Ω) and v ∈ HT ,∫

Ω
∇u · ∇T v(x)dx = d

∫
Ω
GT u(x)GT v(x)dx. (3.7)

Next, we define a distance between any function v ∈ XT and φ ∈ H1
0 (Ω) in the following way:

δT (φ, v) =
1

diam(Ω)
∥φ− v∥L2(Ω) +

√
d∥GT φ−GT v∥L2(Ω). (3.8)

We may then define a (generalized) interpolation error by:

∀φ ∈ H1
0 (Ω), IT (φ) = inf

v∈XT
δT (φ, v). (3.9)
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The following theorem yields an optimal error bound, in the sense that the distance between the
solution ū to (2.1) and the solution u to (2.10) is bounded by above and below by the sum of
the conformity error and the interpolation error.

Theorem 3.1 (Optimal error bound for the approximation of the elliptic problem (2.3)). Let u
be the solution to the elliptic problem (2.3). Then the solution u to the numerical scheme (2.10)
satisfies

1

2

(
ζT (∇u+ F ) + IT (u)

)
≤ δT (u, u) ≤ 3

(
ζT (∇u+ F ) + IT (u)

)
. (3.10)

Remark 3.2 (On the definition of δT (φ, v)). If we replace the definition (3.8) of δT by

δT ,w(φ, v) =
1

diam(Ω)
∥w − v∥L2(Ω) +

√
d∥GT φ−GT v∥L2(Ω),

with w ∈ L2(Ω) possibly depending on T , then Theorem 3.1 still holds. Nevertheless, in order
for the bound (3.10) to yield an error estimate, the interpolation error IT (u) must tend to 0 with
the size of the mesh. This implies that w tends to u in L2(Ω) with the size of the mesh; this is
indeed the case if, for instance, w is the piecewise constant function defined by the mean value
over the cells, or, for regular enough functions, by the value of u at point xK (for the cell K).

Remark 3.3 (On the definition of GT ). The results of Theorem 3.1 remain true if we define
GT : H1

0 (Ω) → L2(Ω) by

GT u(x) = ∇u(x) · nK,σ for a.e. x ∈ DK,σ, (3.11)

that is by the value of the normal gradient instead of its mean value in DK,σ. However, this
choice leads to larger values for δT (u, u). Moreover, it leads to expressions which can be more
difficult to evaluate in the numerical implementation.

Proof of Theorem 3.1. From the definition (3.5) of the conformity error ζT and owing to (2.5),
we obtain that∫

Ω
((∇u+ F )(x) · ∇T v(x)− f(x)v(x)) dx ≤ ζT (∇u+ F )∥v∥T , ∀v ∈ XT .

Since u is the solution to (2.10), we get∫
Ω
(∇u(x) · ∇T v(x)− dGT u(x)GT v(x))dx ≤ ζT (∇u+ F )∥v∥T , ∀v ∈ XT .

Owing to (3.7), we have∫
Ω
d (GT u(x)−GT u(x))GT v(x)dx =

∫
Ω
d (GT u(x)−GT u(x))GT v(x)dx ≤ ζT (∇u+ F )∥v∥T .

This inequality, together with the triangle and the Cauchy-Schwarz inequalities yield that for
any w ∈ XT ,∫

Ω
d(GT w(x)−GT u(x))GT v(x)dx

≤ ζT (∇u+ F )∥v∥T + d∥GT u−GT w∥L2(Ω)∥GT v∥L2(Ω), ∀v ∈ XT ,

Choosing v = w − u and simplifying by
√
d∥GT v∥L2(Ω), we get

√
d∥GT u−GT w∥L2(Ω) ≤ ζT (∇u+ F ) +

√
d∥GT u−GT w∥L2(Ω), ∀w ∈ XT . (3.12)
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Owing to the Poincaré inequality (3.4), this latter inequality implies that

1

diam(Ω)
∥u− w∥L2(Ω) ≤ ζT (∇u+ F ) +

√
d∥GT u−GT w∥L2(Ω),

and thanks to the triangle inequality,

1

diam(Ω)
∥u − u∥L2(Ω) ≤ ζT (∇u + F ) +

√
d∥GT u − GT w∥L2(Ω) +

1

diam(Ω)
∥u − w∥L2(Ω).

Again by the triangle inequality, we get from (3.12) that
√
d∥GT u− GT u∥L2(Ω) ≤ ζT (∇u+ F ) + 2

√
d∥GT u−GT w∥L2(Ω).

Adding the two previous inequalities and taking the infimum on w ∈ XT yields the inequality
on the right of (3.10).

Let us now prove the left inequality of (3.10). Let v ∈ XT ; from (3.7) and the FV scheme
(2.10), and owing to the definitions (3.8) of and (3.1) of the norm, we get that,∫

Ω
((∇u+ F )(x) · ∇T v(x)− f(x)v(x))dx =

∫
Ω
d(GT u(x)−GT u(x))GT v(x)dx

≤ δT (u, u)∥v∥T .

Passing to the supremum on the functions v ∈ HT which are such that ∥v∥T = 1 yields

ζT (∇u+ F ) ≤ δT (u, u),

and since IT u = infv∈XT δT (u, v) ≤ δT (u, u), we get the left part of (3.10).
□

Remark 3.4 (Existence and uniqueness). Note that the existence and uniqueness result of u,
solution to the numerical scheme (2.10) which was proven in [12, Theorem 2.1], may also be
seen as a consequence of (3.10). Indeed, the components of u are solution to the square linear
system given by the numerical scheme. A null right hand side to this linear system is obtained by
setting F = 0 and f = 0, which leads to u = 0. The error estimate result yields a 0 value in the
right hand side of (3.10) and therefore δT (0, u) = 0, implying u = 0. Hence the linear system is
invertible so that there exists a unique solution to (2.10).

Lemma 3.5 (Error bound for the consistent approximate gradient). Let u ∈ H1
0 (Ω) and let

u ∈ XT , then the following bound holds:

∥∇̂T u−∇u∥L2(Ω)d ≤ d

θT
(∥GT u− GT u∥L2(Ω) +ΘT (∇u)),

with, for any φ ∈ L2(Ω)d,

ΘT (φ)
2 =

∑
K∈T

∫
K

∫
K

1

|K|
|φ(y)−φ(x)|2dxdy. (3.13)

As a consequence, if u is the solution to (2.3) and u is the solution of (2.10), then

∥∇̂T u−∇u∥L2(Ω)d ≤ d

θT

(
2(1 + diam(Ω))

(
ζT (∇u+ F ) + inf

v∈XT
δT (u, v)

)
+ΘT (∇u)

)
. (3.14)
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Proof. We define ∇K,σu = 1
|DK,σ |

∫
DK,σ

∇u(x)dx. Note that GT u is a.e. equal to nK,σ · ∇K,σu in
DK,σ. Owing to [19, Lemme 2.4],

1

|K|
∑
σ∈EK

|σ|(xσ − xK)nt
K,σ = Idd,

where Idd is the d× d identity matrix. This is true for any choice of xK , however in the sequel
we use it for the choice of xK satisfying the definition 2.1 of admissible meshes. Let ∇T u be
defined a.e. on Ω by:

∀x ∈ K, ∇T u(x)∇Ku =
1

|K|
∑
σ∈EK

|σ|(xσ − xK)nK,σ · ∇K,σu,

By definition of the mesh regularity parameter θmesh, we have |xσ − xK | ≤ dK,σ

θT
,

∥∇T u−∇u∥2L2(Ω)d =
∑
K∈T

∫
K

( 1

|K|
∑
σ∈EK

|σ|(xσ − xK)nK,σ · (∇K,σu−∇u(x)
)2

dx

≤ d2

θ2T

∑
K∈T

∫
K

( 1

|K|
∑
σ∈EK

|DK,σ||∇K,σu−∇u(x)|
)2

dx

≤ d2

θ2T

∑
K∈T

∫
K

1

|K|
∑
σ∈EK

|DK,σ|
∣∣∣∇K,σu−∇u(x)

∣∣∣2dx.
On the one hand, by the Cauchy-Schwarz inequality,∣∣∣∇K,σu−∇u(x)

∣∣∣2 = ∣∣∣ 1

|DK,σ|

∫
DK,σ

(∇u(y)−∇u(x))dy
∣∣∣2 ≤ 1

|DK,σ|

∫
DK,σ

|∇u(y)−∇u(x)|2dy,

so that

∥∇T u−∇u∥2L2(Ω)d ≤ d2

θ2T

∑
K∈T

∑
σ∈EK

∫
DK,σ

∫
K

1

|K|
|∇u(y)−∇u(x)|2dxdy =

d2

θ2T
ΘT (∇u)2.

On the other hand,

∥∇̂T u−∇T u∥2L2(Ω)d =
∑
K∈T

1

|K|

∣∣∣ ∑
σ∈EK

|σ|(xσ − xK)(
uσ − uK
dK,σ

− nK,σ · ∇K,σu)
∣∣∣2

≤
∑
K∈T

1

|K|

( ∑
σ∈EK

|σ||xσ − xK |
∣∣uσ − uK

dK,σ
− nK,σ · ∇K,σu)

∣∣)2

≤ d2

θ2T

∑
K∈T

1

|K|

( ∑
σ∈EK

|DK,σ|
∣∣uσ − uK

dK,σ
− nK,σ · ∇K,σu)

∣∣)2
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Applying the Cauchy-Schwarz inequality, we obtain

∥∇̂T u−∇T u∥2L2(Ω)d ≤ d2

θ2T

∑
K∈T

∑
σ∈EK

|DK,σ|(
uσ − uK
dK,σ

− nK,σ · ∇K,σu)
2

≤ d2

θ2T

∑
K∈T

∑
σ∈EK

|DK,σ|(
uσ − uK
dK,σ

− nK,σ · ∇K,σu)
2

=
( d

θT
∥GT u− GT u∥L2(Ω)

)2
.

□

3.2. Convergence of the interpolation and conformity errors. Owing to Theorem 3.1,
the convergence of the scheme (3.16) relies on the convergence of the conformity error and the
interpolation error.

Lemma 3.6 (Convergence of the conformity error). Let (Tn)n∈N be a sequence of admissible
meshes such that hTn = maxK∈Tn diam(K) tends to 0 as n→ ∞. For any φ ∈Hdiv(Ω),

lim
n→∞

ζTn(φ) = 0.

Proof. We first consider the case where φ ∈ C1(Ω)d. Let us momentarily drop the index n for
simplicity, and let v ∈ XT with ∥v∥T = 1. Owing to the definition (1.5) of ζT ,

ζT (φ)= sup
v∈XT
∥v∥T =1

zT (φ, v) where zT (φ, v) =

∫
Ω
(divφ(x)v(x) +φ(x) · ∇T v(x))dx.

Let φK,σ = 1
|DK,σ |

∫
DK,σ

φ(x)dx and φσ = 1
|σ|

∫
σ φ(x)ds; by the definition 2.7 of ∇T , we have

zT (φ, v) =
∑
K∈T

vK
∑
σ∈EK

|σ|φσ · nK,σ +
∑
K∈T

∑
σ∈EK

|DK,σ|(vσ − vK)φK,σ · nK,σ.

Observing that |DK,σ| =
|σ|dK,σ

d
and that

∑
K∈T

∑
σ∈EK

|σ|vσφK,σ · nK,σ = 0, we get that

zT (φ, v) =
∑
K∈T

∑
σ∈EK

|σ|(vσ − vK)
(
φK,σ · nK,σ −φσ · nK,σ

)
≤ ∥v∥T

( ∑
K∈T

∑
σ∈EK

|σ|dK,σ|φK,σ −φσ|2
)1/2

,

owing to the Cauchy-Schwarz inequality. Hence

ζT (φ) ≤ CφhT (d |Ω|)1/2.

We now consider the general case φ ∈ Hdiv(Ω). Let ψ ∈ C1(Ω)d be given. Again dropping the
subscript n, we have for v ∈ XT with ∥v∥T = 1∫

Ω
(divφ(x)v(x) +φ(x) · ∇T v(x))dx =

∫
Ω
(divψ(x)v(x) +ψ(x) · ∇T v(x))dx+ δ

≤ CψhT (d |Ω|)1/2 + δ,
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where thanks to (3.4) and to the Cauchy-Schwarz inequality,

|δ| ≤ ∥φ−ψ∥L2(Ω)d∥∇T v∥L2(Ω)d + ∥div(φ−ψ)∥L2(Ω)∥v∥L2(Ω)

≤ (d+ diam(Ω)2)1/2∥φ−ψ∥Hdiv(Ω).

Hence
ζT (φ) ≤ CψhT (d |Ω|)1/2 + (d+ diam(Ω)2)1/2∥φ−ψ∥Hdiv(Ω).

We conclude thanks to [27, Theorem 1.1] which states the density of C1(Ω)d in Hdiv(Ω) for any
Lipschitz open set Ω of Rd. □

Lemma 3.7 (Convergence of the interpolation error). Let (Tn)n∈N be a sequence of admissible
meshes such that hTn = maxK∈Tn diam(K) tends to 0 as n→ ∞. Then, for any φ ∈ H1

0 (Ω),

lim
n→∞

ITn(φ).

Proof. We first consider φ ∈ C∞
c (Ω). Let v(n) ∈ HTn be defined by v

(n)
K = φ(xK) and v

(n)
σ be

such that

|σ|
v
(n)
σ − v

(n)
K

dK,σ
+ |σ|

v
(n)
σ − v

(n)
L

dL,σ
= 0, for all σ ∈ EK ∩ EL,

By the definition (3.8),

δTn(φ, v
(n)) =

1

diam(Ω)
∥φ− v(n)∥L2(Ω) +

√
d∥GTnφ−GTnv

(n)∥L2(Ω).

It is clear that ∥φ− v(n)∥L2(Ω) → 0 as n→ +∞. Now observe that

v
(n)
σ − v

(n)
K

dK,σ
=

v
(n)
L − v

(n)
K

dK,σ + dL,σ
;

therefore, since φ ∈ C∞
c (Ω), we have for any x ∈ DK,σ,

|GTnφ(x)−GTnv
(n)(x)| ≤ CφhTn ,

and the result follows.
We now consider the case φ ∈ H1

0 (Ω); let ψ ∈ C∞
c (Ω) be given. By the triangle inequality,

δTn(φ, v) ≤ δTn(ψ, v) +
1

diam(Ω)
∥φ− ψ∥L2 +

√
d∥GTnφ− GTnψ∥L2 .

Observing that for a.e. x ∈ Ω,

|GTn(φ− ψ)(x)| ≤ |∇(φ− ψ)(x)|,

we get

δTn(φ, v) ≤ δTn(ψ, v) + max(
1

diam(Ω)
,
√
d)∥φ− ψ∥H1 ,

and the result follows by density. □

Lemma 3.8. Let φ ∈ L2(Ω)d, and let ΘTn(φ) be defined by (3.13) for any n ∈ N. Then

lim
n→∞

ΘTn(φ) = 0. (3.15)
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Proof. We observe that, for a given admissible mesh T and for ψ ∈ C1(Ω)d, using

|ψ(y)−ψ(x)| ≤ hT Cψ,

we get
|ΘT (ψ)| ≤ hT Cψ

√
|Ω|.

By the triangle inequality

|φ(y)−φ(x)| ≤ |φ(y)−ψ(y)|+ |ψ(y)−ψ(x)|+ |ψ(x)−φ(x)|,
we obtain

ΘT (φ)
2 ≤ 3(2∥φ−ψ∥2L2(Ω)d +ΘT (ψ)

2)

which concludes the proof by density of C1(Ω)d in L2(Ω)d. □

We can then conclude the convergence of the finite volume scheme.

Theorem 3.9 (Convergence of the approximate solution and gradient to the solution of (2.3)).
Let u ∈ H1

0 (Ω) be the solution of (2.3) and let un ∈ HTn be the solution of (2.10) for T = Tn.
Then the following holds:

lim
n→∞

(∥u− un∥2L2(Ω) + d∥GTnu−GTnun∥2L2(Ω)) = 0. (3.16)

Moreover, if the sequence (θTn)n∈N is bounded by below by θ0 > 0, then

lim
n→∞

∥∇̂Tnun −∇u∥L2(Ω) = 0. (3.17)

Proof. Applying Lemmas 3.6 and 3.7, (3.16) is a consequence of Theorem 3.1. We conclude
(3.17) using Lemmas 3.8 and 3.5. □

3.3. Error estimate in the H2(Ω) case. We now suppose that the exact solution belongs to
H2(Ω).

Lemma 3.10 (Estimate of difference with average value in the H1 case). Let V ⊂ Rd be a
bounded convex open set and let hV be the diameter of V . Let φ ∈ H1(V ). Then∫

V

( 1

|V |

∫
V
φ(y)dy − φ(x)

)2
dx ≤ h2V

Cdh
d
V

|V |

∫
V
|∇φ(z)|2dz, (3.18)

where Cd > 0 is the d−dimensional measure of the unit ball of Rd.

Proof. The proof of (3.18) is inspired by that of [18, Lemma 10.2], which is expressed in a discrete
setting and is in fact trickier than the present proof. By density of C1

c (R
d) in H1(V ), we only

have to prove (3.18) for φ ∈ C1
c (R

d). For x, y ∈ V ,

[φ(y)− φ(x)]2 =
[∫ 1

0
∇φ(tx+ (1− t)y) · (x− y)dt

]2≤ h2V

∫ 1

0
|∇φ(tx+ (1− t)y)|2dt,

so that owing to the Fubini-Tonelli theorem,∫
V

∫
V
[φ(y)− φ(x)]2dxdy ≤ h2V

∫
V

∫
V

∫ 1

0
|∇φ(tx+ (1− t)y)|2dtdxdy

≤ h2V

∫
V

∫ 1

0

∫
V
|∇φ(tx+ (1− t)y)|2dxdtdy.
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Applying the change of variable (with t and y fixed) z = tx + (1 − t)y, noticing that z ∈
V ∩B(y, thV ), and again applying the Fubini-Tonelli theorem, we thus get that∫

V

∫
V
(φ(y)− φ(x))2dxdy ≤ h2V

∫
V

[∫ 1

0

(∫
V
1B(z,thV )(y)dy

)
t−ddt

]
|∇φ(z)|2dz

≤ h2V Cdh
d
V

∫
V
|∇φ(z)|2dz.

The proof of (3.18) is thus complete. □

Lemma 3.11 (Estimate of ΘT (∇u) in the H2 case). Let u ∈ H2(Ω). Then

ΘT (∇u) ≤
hT

θ
d/2
T

∥u∥H2 . (3.19)

Proof. Let K ∈ T be a given control volume, and let hK be the diameter of K. By definition of
θT , for any edge or face σ of K, dK,σ ≥ θT hK ; thus, the ball with center xK and radius θT hK
has d−dimensional measure Cd × (θT hK)d and is included in K. Now |K| ≥ Cd infσ∈EK d

d
K,σ,

and by definition of θT , infσ∈EK dK,σ ≥ θT hK ; therefore, hdK ≤ |K|
Cdθ

d
T

; applying (3.18) to each of

the components of ∇u provides (3.19). □

Lemma 3.12 (Error estimate in the H2 case). Let d ≤ 3, u ∈ H2(Ω) and F = 0. Letting
u ∈ XT be defined by uK = u(xK), Then there exists C, only depending on d, Ω and continuously
depending on θT , such that

∥u− u∥L2(Ω) + ∥∇̂T u−∇u∥L2(Ω)d ≤ ChT ∥u∥H2 .

Proof. In this proof, we denote by Ci, for i ∈ N, various real functions only depending on d, Ω
and continuously depending on θT . Let us first observe that

inf
v∈XT

δT (u, v) ≤ C1hT ∥u∥H2 . (3.20)

Indeed, following the computations of [18, Theorem 9.4] (which involves the regularity factor
θT ), and denoting ũ ∈ XT defined by ũK = u(xK) and ũσ such that

|σ| ũσ − ũK
dK,σ

+ |σ| ũσ − ũL
dL,σ

= 0, for all σ ∈ EK ∩ EL,

we get the existence of C1 such that

δT (u, ũ) ≤ C1hT ∥u∥H2 .

Since ∇u ∈ H1(Ω)d ⊂ Hdiv(Ω), we have, for some v ∈ XT with ∥v∥T = 1, using the Cauchy-
Schwarz inequality,∫

Ω
(div∇u(x)v(x) +∇u(x) · ∇T v(x))dx =

∑
K∈T

∑
σ∈EK

|σ|(vσ − vK)
(
∇uK,σ · nK,σ −∇uσ · nK,σ

)
≤ ∥v∥T

( ∑
K∈T

∑
σ∈EK

|σ|dK,σ|∇uK,σ −∇uσ|2
)1/2

,

where
∇uK,σ =

1

|DK,σ|

∫
DK,σ

∇u(x)dx and ∇uσ =
1

|σ|

∫
σ
∇u(x)ds.
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Hence
ζT (∇u) ≤ C2hT ∥u∥H2 .

Using (3.19), (3.10), (3.20) and (3.14), the conclusion follows. □

Remark 3.13 (Superconvergence). The superconvergence of the TPFA scheme on a class of
acute triangles in 2D was observed numerically long ago [22, 4, 21], and was proved theoretically
in [13] more recently; the proof of [13] relies on the fact that on a large class of 2D triangular
grids, the TPFA scheme is a hybrid mixed method as defined in [10].

4. Numerical example of a minimal regularity problem

We illustrate here the error estimate of Theorem 3.1 in the case where the regularity of the
solution of Problem (2.3) is minimal. Let Ω = (0, 1)2, and let u ∈ H1

0 (Ω) be defined by

u(x) =
(
− log

(
max(|x1 −

1

2
|, |x2 −

1

2
|)
))γ

−
(
− log(r0)

)γ
, x = (x1, x2) ∈ Ω, (4.1)

with γ = 1
4 and r0 = 1/2. Then u is solution to (2.3), letting f = 0 and F (x) = −∇u(x). We

have, for any p > 1,∫
Ω
|∇u(x)|pdx = 4

∫ r0

0

∫ x

−x

γp

xp

(
− log(x)

)p(γ−1)
dydx = 8

∫ r0

0

γp

xp−1

(
− log(x)

)p(γ−1)
dydx.

This integral is infinite for any p > 2, which shows that u ̸∈W 1,p
0 (Ω) if p > 2; this was expected

since u is discontinuous and W 1,p
0 (Ω) ⊂ C0(Ω) for any p > 2 in 2D. Now if p = 2, we get, since

2γ − 1 < 0, ∫
Ω
|∇u(x)|2dx = 8

∫ r0

0

γ2

x

(
− log(x)

)2γ−2
dx =

8γ2

1− 2γ

(
− log(r0)

)2γ−1
,

which shows that ∇u(x) ∈ L2(Ω)2 with ∥∇u∥L2 ≃ 1.0959573. Let us now compute ∥u∥L2 . We
have∫
Ω
u(x)2dx = 4

∫ r0

0

∫ x

−x

(
−log(x)

)2γ
dydx−2

(
−log(r0)

)γ
4

∫ r0

0

∫ x

−x

(
−log(x)

)γ
dydx+

(
−log(r0)

)2γ
,

which gives∫
Ω
u(x)2dx = 8

∫ r0

0
x
(
−log(x)

)2γ
dx−2

(
−log(r0)

)γ
8

∫ r0

0
x
(
−log(x)

)γ
dx+(2r0)

2
(
−log(r0)

)2γ
.

Owing to the change of variable − log(x) = y/2, we get∫ r0

0
x
(
− log(x)

)2γ
dx =

1

22γ+1

∫ ∞

−2 log(r0)
y2γe−ydy.

Introducing the upper incomplete gamma function Γ defined by

Γ(a, x) =

∫ +∞

x
ta−1e−tdt,

we get ∫ r0

0
x
(
− log(x)

)2γ
dx =

1

22γ+1
Γ(2γ + 1,−2 log(r0)).
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Again using the change of variable − log(x) = y/2, we have∫ r0

0
x
(
− log(x)

)γ
dx =

1

2γ+1

∫ ∞

−2 log(r0)
yγe−ydy =

1

2γ+1
Γ(γ + 1,−2 log(r0))

Finally we obtain∫
Ω
u(x)2dx = 22−2γΓ(2γ + 1,−2 log(r0))

− 23−γ
(
− log(r0)

)γ
Γ(γ + 1,−2 log(r0)) + (2r0)

2
(
− log(r0)

)2γ
,

leading to ∥u∥L2 ≃ 0.1519926.

Let us then set f = 0 and F (x) = −∇u(x) in the finite volume scheme (2.10). Since ∇u+F =
0, we get that the conformity error ζT (∇u+F ) vanishes. Hence the numerical validation of the
error estimate of Theorem 3.1 follows by a comparison of the approximation error δT (u, u) and
the upper bound of the interpolation error δT (u, uT ) for the interpolation uT ∈ XT of the exact
solution u, defined by the set of values ((u(xK))K∈T , (u(xσ))σ∈E), where xσ is the middle of the
edge σ (it is then the intersection of the segment [xK , xL] and of σ when σ is the common edge
between K and L).

The right-hand side
∫
Ω∇u(x) · ∇T v(x)dx can be computed by using the relation∫

DK,σ

∇u(x) · nK,σdx =

∫
∂DK,σ

u(x)n(y) · nK,σds(y),

where n(y) is the outward unit vector normal to ∂DK,σ at the point y. This latter integral is
then a linear combination of terms under the form∫ 1

0

(
− log(α+ (β − α)s)

)γ
ds = − 1

β − α

∫ − log(β)

− log(α)
tγe−tdt

=
1

β − α

(
Γ(γ + 1,− log(β))− Γ(γ + 1,− log(α))

)
,

Hence we can accurately compute the right-hand side for the computation of the approximate
solution, even in the case where the elements have the point (1/2, 1/2) as vertex since we can
extend by continuity the value of the function g(α) = Γ(a,− log(α)) to 0 by setting g(0) = 0.

Note that the main part of ∥∇u∥L2(Ω)2 is concentrated inside a small ball. Indeed, denoting
by B∞(r) = {x ∈ Ω,max(|x1 − 1

2 |, |x2 −
1
2 |) < r} (hence Ω = B∞(r0)), we get the following

values for ∥∇u∥L2(B∞(r))2 and ∥u∥L2(B∞(r)):

r 0.5 exp(−10) exp(−1000) exp(−1000000) exp(−1000000000)
∥∇u∥L2(B∞(r))2 1.096 0.562 0.178 0.032 0.006
∥u∥L2(B∞(r)) 0.152 2.71e-6 < 1.e-200 < 1.e-200000 <1.e-200000000

It is clear from this table that limr→0 ∥∇u∥L2(B∞(r))2 = 0; however, this convergence is so
slow that a numerical scheme based on a standard mesh cannot be expected to show a numerical
convergence of the approximation of ∇u for the L2 norm, even with a refined mesh at the point
(0.5, 0.5) (see Remark 3.2). Nevertheless, we can numerically assess the result proven in Theorem
3.1 by considering the family of benchmark meshes [21, Mesh1_k] with k = 1, 2, 3, 4, 5, 6, 7, which
can be respectively characterized by the values hT = 1

4 ,
1
8 ,

1
16 ,

1
32 ,

1
64 ,

1
128 ,

1
256 for the size of the
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Figure 2. The approximate solution of Problem (2.3) computed on Mesh1_3.

mesh. The following table gives the number of control volumes (cv), vertices and edges for each
mesh.

mesh hT # cv # vertices # edges
Mesh1_1 1

4 56 37 92
Mesh1_2 1

8 224 129 352
Mesh1_3 1

16 896 481 1376
Mesh1_4 1

32 3584 1857 5440
Mesh1_5 1

64 14336 7297 21632
Mesh1_6 1

128 57344 28929 86272
Mesh1_7 1

256 229376 115201 344576

We show in Figure 2 a numerical solution obtained on Mesh1_3.
Note that these meshes share the same regularity factor θT but do not feature any symmetries

that might increase the order of convergence.
For each mesh, we consider the interpolation uT ∈ XT of u defined as specified above. Figure

3 provides the approximation error and the interpolation error obtained on each mesh.
We observe that, as in the regular case, the error ∥uT − u∥L2 is much smaller than ∥u− u∥L2

(recall that superconvergence is observed on regular solutions), and that we observe an order 1
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in the convergence of ∥u−u∥L2 to 0. When accounting for the error on the gradient, we get that
the approximation error behaves similarly for the small values of hT as the interpolation error.
Nevertheless, Figure 3 does not show that the quantities δT (u, uT ) and ∥Gu − GT u∥L2 behave
as (hT )

α for some α > 0. Our conjecture is that these terms behave as (− log(hT ))
−α but the

range of mesh sizes that can be tested is not sufficient to assess it.

10−2 10−1

10−5

10−4

10−3

10−2

10−1

∥uT − u∥L2

∥u− u∥L2

∥Gu−GT u∥L2

δT (u, u)

δT (u, uT )
order 1

Figure 3. Approximation and interpolation errors vs. the size of the mesh.

5. Conclusion and perspectives

In the present study, we were able to show an optimal error estimate for the discretization
of a Poisson equation with minimal regularity, namely when the solution possesses no greater
regularity than belonging to H1

0 (Ω), even though the two-point flux approximation (TPFA)
cannot be placed in the framework of the gradient discretization method for which such an
estimate already exists [9]. Error bounds are derived for both the solution and the approximation
of the gradient component orthogonal to the mesh faces. Our estimates are optimal, in the sense
that the approximation error is shown to be of the same order as the sum of the interpolation
error and the conformity error. Furthermore, numerical experiments show the validity of our
error for a solution with minimal regularity. The results are extended to evolution problems
discretized via the implicit Euler scheme, as detailed in the accompanying appendix.

While our study sheds some light on error estimates for finite volume schemes on admissi-
ble meshes for irregular and regular right-hand sides, the superconvergence of the method for
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regular right-hand sides remains an open problem; indeed, even though numerical experiments
demonstrate that the two point scheme superconverges on triangular [4, 22] and Voronoï meshes
[24, 14, 15], the theoretical proof remains an open problem except for the case of a (rather large)
class of triangular meshes [13] or for a double finite volume scheme known as “DDFV” which in-
volves two TPFA schemes, one on the Delaunay triangulation and one on the associated Voronoï
mesh [25].

Appendix A. The transient case

This appendix is focused on the study of an optimal error bound in the transient case. For a
given T > 0, the solution of the continuous problem is u : Ω× [0, T ] → R such that

∂tu−∆u = L (A.1)
u(·, t) = 0 on ∂Ω for t ∈ [0, T ], (A.2)
u(0)− Φu(T ) = ξ0, (A.3)

where L ∈ L2(0, T ;H−1(Ω)), ξ0 ∈ L2(Ω) and Φ : L2(Ω) → L2(Ω) is a linear contractive
mapping, i.e. such that ∥Φv∥L2(Ω) ≤ ∥v∥L2(Ω) for all v ∈ L2(Ω). Note that if Φ = 0, the problem
(A.1)-(A.3) is the standard Cauchy problem, and if Φ = Id, (A.3) becomes a periodic condition.

Identifying L2(Ω) with its dual space thanks to the Riesz–Fréchet representation theorem, we
have

H1
0 (Ω) ⊂ L2(Ω) = (L2(Ω))′ ⊂ (H1

0 (Ω))
′ = H−1(Ω),

so that the space

W (0, T ; Ω) = {u ∈ L2(0, T ;H1
0 (Ω)) : u

′ ∈ L2(0, T ;H−1(Ω))},
is well defined, with u′ the weak derivative of the fonction t 7→ u(·, t). Recall that if u ∈
W (0, T ; Ω), then u ∈ C([0, T ], L2(Ω)). As in the elliptic case, we decompose L = f + divF with
f ∈ L2(0, T ;L2(Ω)) and F ∈ L2(0, T ;L2(Ω)d). A weak formulation of the problem (A.1)-(A.3)
then reads

u ∈W (0, T ; Ω) s.t. ∀v ∈ L2(0, T ;H1
0 (Ω)),

⟨u′(t), v(t)⟩H−1(Ω),H1
0 (Ω) + ⟨∇u(t) + F (t),∇v(t)⟩L2(Ω)d = ⟨f(t), v(t)⟩L2(Ω) for a.e. t ∈ [0, T ]

and u(0)− Φu(T ) = ξ0,

which also reads

u ∈W (0, T ; Ω) s.t. u′ − div(∇u+ F ) = f and u(0)− Φu(T ) = ξ0. (A.4)

Recall that −∆ is a linear continuous bijective operator fromH1
0 (Ω) toH−1(Ω) and therefore also

from L2(0, T ;H1
0 (Ω)) to L2(0, T ;H−1(Ω)). We denote by R its inverse which is linear continuous

from L2(0, T ;H−1(Ω)) to L2(0, T ;H1
0 (Ω)). More precisely, noting that

∀(u, v) ∈ H1
0 (Ω)

2, ⟨−∆u, v⟩H−1(Ω),H1
0 (Ω) = ⟨∇u,∇v⟩L2(Ω)d ,

and that u = Rξ ⇐⇒ ξ = −∆u, the operator R is characterized by

∀(ξ, v) ∈ H−1(Ω)×H1
0 (Ω), ⟨∇Rξ,∇v⟩L2(Ω)d = ⟨ξ, v⟩H−1(Ω),H1

0 (Ω). (A.5)

The problem (A.4) is then equivalent to

find u ∈W (0, T ; Ω) s.t. − div(∇Ru′ +∇u+ F ) = f and u(0)− Φu(T ) = ξ0, (A.6)
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which in particular implies that ∇Ru′ +∇u+F ∈ L2(0, T ;Hdiv(Ω)). Let us first state a known
result on the well-posedness of the problem (A.4).

Theorem A.1 (Existence and uniqueness of u). For all f ∈ L2(0, T ;L2(Ω)), F ∈ L2(0, T ;L2(Ω)d)
and ξ0 ∈ L2(Ω), Problem (A.4) has a unique solution.

The proof ot this theorem may be found in [23] in the case that Φ = 0 and in [1] for any
general contractive mapping Φ.

A.1. Description of the implicit Euler scheme. Let N ∈ N \ {0} and define the time step
(taken to be uniform for simplicity of presentation) k = T

N . For all m ∈ J1, NK, f (m) ∈ L2(Ω),
F (m) ∈ L2(Ω)d are defined by

f (m) =
1

k

∫ mk

(m−1)k
f(t)dt and F (m) =

1

k

∫ mk

(m−1)k
F (t)dt.

The implicit Euler scheme consists in seeking N +1 elements of the space XT given in Definition
2.1, denoted by (u(m))m=0,...,N , such that

Initialization: ⟨u(0) − Φu(N), v⟩L2(Ω) = ⟨ξ0, v⟩L2(Ω) for all v ∈ XT (A.7a)

Step m : ⟨u
(m) − u(m−1)

k
, v⟩L2(Ω) + d⟨GT u

(m), GT v⟩L2(Ω) = ⟨f (m), v⟩L2(Ω)

− ⟨F (m),∇T v⟩L2(Ω)d , for all m ∈ J1, NK and v ∈ XT . (A.7b)

Note that, if Φ ≡ 0, the scheme is the usual implicit scheme, and the existence and uniqueness of
a solution (u(0), (u(m))m∈J1,NK) to (A.7) is standard. In the general case, a linear system involving
u(0) must be solved, and its invertibility is proved by Theorem 3.1. Let us now introduce the
discrete functional space WT , which consists of all functions w : [0, T ] → XT in the sense that
there exist N + 1 elements of XT , denoted by (w(m))m=0,...,N , such that

w(0) = w(0), and

w(t) = w(m) for all t ∈ ((m− 1)k,mk], for all m ∈ J1, NK.
(A.8)

Note that such a function w ∈ WT is a function of time with values in a (discrete) functional
space; however, observe that there is a bijection from the space WT to the space XN+1

T , through
the mapping w 7→ (w(mk))m∈J0,NK, so that w may also be seen as a function of space and time,
defined, with an abuse of notation, by w : (x, t) ∈ Ω × [0, T ] 7→ w(x, t) = w(0)(x) if t = 0 and
w(x, t) = w(m)(x) if t ∈ ((m−1)k,mk]. Therefore, to avoid any confusion, we denote the discrete
time derivative of w by ðtw, defined as follows:

ðtw(t) =
w(m) − w(m−1)

k
, for a.e. t ∈ ((m− 1)k,mk), for all m ∈ J1, NK, (A.9)

and its discrete gradient GT v : [0, T ] → XT by

GT w(x, t) =

{
GT w

(0)(x) if t = 0,

GT w
(m)(x) if t ∈ ((m− 1)k,mk], for m ∈ J1, NK,

where GT : XT → L2(Ω) be the discrete normal gradient defined by (2.6). We also need to
define the space VT of all functions v ∈ L2(0, T ;XT ) for which there exist N elements of XT ,
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denoted by (v(m))m∈J1,NK, such that

v(t) = v(m) for a.e. t ∈ ((m− 1)k,mk), for all m ∈ J1, NK. (A.10)

Observe that there is now a bijection from the space VT to XN
T , through the mapping w 7→

(w(mk))m∈J1,NK.

Remark A.2 (Difference between WT and VT ). The functions belonging to WT are defined
pointwise and everywhere, whereas those belonging to VT are only defined almost everywhere on
(0, T ).

The scheme (A.7a)–(A.7b) can then be written under the following form (for the sake of
brevity, here and in the sequel, we omit 0, T in the expression of some spaces of time dependent
functions: for example, we write L2(L2(Ω)) instead of L2(0, T ;L2(Ω))):

Find u ∈WT such that ∀(v, z) ∈ VT ×XT , b(u, (v, z)) = L((v, z)), with (A.11a)
b(u, (v, z)) = ⟨ðtu, v⟩L2(L2(Ω)) + d⟨GT u,GT v⟩L2(L2(Ω)) + ⟨u(0)− Φu(T ), z⟩L2(Ω), (A.11b)
L((v, z)) = ⟨f, v⟩L2(L2(Ω)) − ⟨F ,∇T v⟩L2(L2(Ω)d) + ⟨ξ0, z⟩L2(Ω).

A.2. An optimal error estimate. Let RT : v ∈ XT 7→ RT v ∈ XT , with RT v defined by

d⟨GT RT v,GT w⟩L2(Ω)d = ⟨v, w⟩L2(Ω) for all w ∈ XT . (A.12)

With this definition, the scheme (A.11) can be recast as: for all (v, z) ∈ VT ×XT ,

d⟨GT RT ðtu+GT u,GT v⟩L2(L2(Ω)d) + ⟨F ,∇T v⟩L2(L2(Ω)d)

+ ⟨u(0)− Φu(T ), z⟩L2(Ω) = ⟨f, v⟩L2(L2(Ω)) + ⟨ξ0, z⟩L2(Ω). (A.13)

We define a distance between any functions φ ∈W (0, T ; Ω) and v ∈WT by

δ
(T )
T (φ, v) = d∥GT Rφ

′ −GT RT ðtv∥L2(L2(Ω))

+ d∥GT φ−GT v∥L2(L2(Ω)) + max
t∈[0,T ]

∥φ(t)− v(t)∥L2(Ω).
(A.14)

(Recall that GT is the mean normal gradient defined by (3.6).) The interpolation error for a
given function φ ∈W (0, T ; Ω) is then defined by

I(T )
T (φ) = inf

v∈WT
δ
(T )
T (φ, v) (A.15)

We also define the time-space conformity error ζ(T )
T : L2(0, T ;Hdiv(Ω)) → [0,+∞) by

∀φ ∈ L2(0, T ;Hdiv(Ω)), ζ
(T )
T (φ) = sup

w∈VT \{0}

∣∣∣⟨φ,∇T w⟩L2(L2(Ω)d) + ⟨divφ, w⟩L2(L2(Ω))

∣∣∣
∥GT w∥L2(L2(Ω)d)

. (A.16)

Before proving the optimal error result, we need the following preliminary lemma.

Lemma A.3. For w ∈ XT , the following inequalities hold

max
t∈[0,T ]

∥w(t)∥L2(Ω) ≤ ∥dGT RT ðtw∥L2(L2(Ω)) + ∥dGT w∥L2(L2(Ω)) + ∥w(0)∥L2(Ω), (A.17)

⟨GT RT ðtw, dGT w⟩L2(L2(Ω)) ≥
1

2
∥w(T )∥2L2(Ω) −

1

2
∥w(0)∥2L2(Ω), (A.18)
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and, recalling that diam(Ω) is defined by (3.4),

∥dGT RT ðtw∥2L2(L2(Ω)) +

(
1 +

diam(Ω)2

T

)
∥dGT w∥2L2(L2(Ω)) ≥ ∥w(T )∥2L2(Ω). (A.19)

Proof. Let w ∈ XT ; thanks to the equality (a− b)a = 1
2a

2+ 1
2(a− b)

2− 1
2b

2, the definition (A.12)
of RT yields, for 0 ≤ m ≤ n ≤ N ,∫ nk

mk
⟨GT RT ðtw(t), dGT w(t)⟩L2(Ω)dt =

∫ nk

mk
⟨ðtw(t), w(t)⟩L2(Ω)dt

=
n−1∑
p=m

k⟨w
(p+1) − w(p)

k
,w(p+1)⟩L2(Ω)

=
1

2
∥w(n)∥2L2(Ω) +

1

2

n−1∑
p=m

∥(w(p+1) − w(p))∥2L2(Ω) −
1

2
∥w(m)∥2L2(Ω). (A.20)

Applying the Cauchy–Schwarz inequality to the left-hand side, we get
1

2
∥w(n)∥2L2(Ω) ≤ ∥dGT RT ðtw∥L2(L2(Ω)d)∥dGT w∥L2(L2(Ω)d) +

1

2
∥w(m)∥2L2(Ω)

≤ 1

2
∥dGT RT ðtw∥2L2(L2(Ω)d) +

1

2
∥dGT w∥2L2(L2(Ω)d) +

1

2
∥w(m)∥2L2(Ω), (A.21)

where the second line follows from the Young inequality. Setting m = 0 allows us to take any
n = 0, . . . , N . Taking the square root of the above inequality and using (a2+b2+c2)1/2 ≤ a+b+c
then concludes the proof of (A.17).

The inequality (A.18) is obtained letting m = 0 and n = N in (A.20). To prove (A.19), we
come back to (A.21) and set n = N to get, after multiplication by 2k, for all m = 0, . . . , N ,

k∥w(T )∥2L2(Ω) ≤ k∥dGT RT ðtw∥2L2(L2(Ω)d) + k∥dGT w∥2L2(L2(Ω)d) + k∥w(m)∥2L2(Ω).

Summing over m ∈ J1, NK yields

T∥w(T )∥2L2(Ω) ≤ T∥dGT RT ðtw∥2L2(L2(Ω)d) + T∥dGT w∥2L2(L2(Ω)d) + ∥w∥2L2(L2(Ω))

≤ T∥dGT RT ðtw∥2L2(L2(Ω)d) + (T + diam(Ω)2)∥dGT w∥2L2(L2(Ω)d),

which proves (A.19). □

We now turn to the error estimate result.

Theorem A.4. There exists one and only one solution u to (A.7). Moreover, letting u be the
solution to (A.4) and v be defined by

v := ∇Ru′ +∇u+ F ∈ L2(0, T ;Hdiv(Ω)), (A.22)

there exists CΩ,T ≥ 0, depending only on Ω and T , such that:

1

2

[
ζ
(T )
T (v) + I(T )

T (u, v)
]

≤ δ
(T )
T (u, u) ≤ CΩ,T

[
ζ
(T )
T (v) + I(T )

T (u, v)
]
. (A.23)

Remark A.5 (Optimality of the error estimate (A.23)). As in the steady case, the second
inequality in (A.23) gives an error estimate for the scheme, while the first inequality shows its
optimality.
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Proof of Theorem A.4. Let v ∈ VT and z ∈ XT be given. Definition (A.16) of ζ(T )
T (v) gives∫ T

0

(
⟨v(t),∇T v(t)⟩L2(Ω)d + ⟨divv(t), v(t)⟩L2(Ω)

)
dt ≤ ζ

(T )
T (v)

√
d∥GT v∥L2(L2(Ω)).

This yields, using (A.6) (which reads divv = −f), and (A.13),∫ T

0
d
(
⟨GT Ru

′(t) + GT u(t)− (GT RT ðtu(t) +GT u(t)), GT v(t)⟩L2(Ω)

)
dt

+ ⟨ξ0 − (u(0)− Φu(T )), z⟩L2(Ω) ≤ ζ
(T )
T (v)

√
d∥GT v∥L2(L2(Ω)).

Using u(0)− Φu(T ) = ξ0, we get∫ T

0
d
(
⟨GT Ru

′(t) + GT u(t)− (GT RT ðtu(t) +GT u(t)), GT v(t)⟩L2(Ω)

)
dt

+ ⟨u(0)− Φu(T )− (u(0)− Φu(T )), z⟩L2(Ω)

≤ ζ
(T )
T (v)

√
d∥GT v∥L2(L2(Ω)). (A.24)

We then take an arbitrary element ṽ ∈ WT and notice that, by definition (A.14) of δ(T )
T (u, ṽ)

and since Φ is a contraction,∫ T

0
d⟨[GT RT ∂ṽ − GT Ru

′](t), GT v(t)⟩L2(Ω) + ⟨[GT ṽ − GT u](t), GT v(t)⟩L2(Ω)dt

+ ⟨ṽ(0)− u(0)− Φ(ṽ(T )− u(T )), z⟩L2(Ω)

≤ δ
(T )
T (u, ṽ)∥GT v∥L2(L2(Ω)) + 2δ

(T )
T (u, ṽ)∥z∥L2(Ω).

Adding this inequality to (A.24) yields∫ T

0
d⟨GT RT ∂(ṽ − u)(t) +GT (ṽ(t)− u(t)), GT v(t)⟩L2(Ω)dt

⟨(ṽ(0)− u(0))− Φ(ṽ(T )− u(T )), z⟩L2(Ω)

≤ (δ
(T )
T (u, ṽ) + ζ

(T )
T (v))∥GT v∥L2(L2(Ω)d) + 2δ

(T )
T (u, ṽ)∥z∥L2(Ω). (A.25)

Let us now introduce the notations used in Lemma A.6, and prove that the hypotheses of
the lemma hold. We denote by V = L2(0, T ;L2(Ω)) the Hilbert space endowed with the inner
product d⟨·, ·⟩L2(L2(Ω)), and by L = L2(Ω). Let Z and Y be the Hilbert spaces defined by
Z = V × V × L× L and Y = V × L. We define the bilinear form b̂ : Z × Y → R by

b̂((z1, z2, z3, z4), (y1, y2)) = d⟨z1 +Az2, y1⟩V + ⟨z3 − Φz4, y2⟩L, (A.26)

where A = Id. We then define the subspace X ⊂ Z by

X = GT (VT )×GT (VT )×XT ×XT .

The operator A = Id satisfies (A.30) with α = M = 1. Condition (A.32) is satisfied since
X1 = X2 = GT (VT ). Let us prove that we can find ζ > 0 and δ > 0 such that (A.33) holds.



OPTIMAL ERROR BOUNDS FOR THE TPFA SCHEME 25

Applying Lemma A.3, we add (A.18) to (1 + diam(Ω)2

T )−1 1
12 × (A.19). This shows that the

hypothesis (A.33) is satisfied with

ζ := µ =
1

2
+

(
1 +

diam(Ω)2

T

)−1
1

12
and ν =

1

2
.

We note that µ− ν∥Φ∥2 ≥ µ− ν =
(
1 + diam(Ω)2

T

)−1
1
12 =: δ.

We can therefore apply Lemma A.6, which yields the existence of β̂ > 0 depending only on
diam(Ω) and T such that

sup
(y1,y2)∈X2×X3,∥(y1,y2)∥Y =1

b̂((z1, z2, z3, z4), (y1, y2)) ≥ β̂∥(z1, z2, z3, z4)∥Z

∀(z1, z2, z3, z4) ∈ X. (A.27)

We now remark that Inequality (A.25) can be expressed by

b̂((z1, z2, z3, z4), (y1, y2)) ≤ ĉ1∥y1∥V + ĉ2∥y2∥L2(Ω), (A.28)

with

z1 = GT RT ∂(ṽ − u), z2 = GT (ṽ − u),

z3 = (ṽ(0)− u(0)), z4 = (ṽ(T )− u(T )),

y1 = GT v, y2 = z,

ĉ1 = δ
(T )
T (u, ṽ) + ζ

(T )
T (v), ĉ2 = 2δ

(T )
T (u, ṽ).

Taking in the right-hand-side of (A.28) the maximum over all (y1, y2) ∈ GT (VT ) ×XT with
norm in V × L2(Ω) equal to 1 and using (A.27), we deduce that

β̂
(
∥GT RT ∂(ṽ − u)∥2L2(L2(Ω)d) + ∥GT (ṽ − u)∥2L2(L2(Ω)d)

+ ∥(ṽ − u)(0)∥2L2(Ω) + ∥(ṽ − u)(T )∥2L2(Ω)

)1/2

≤
[(
δ
(T )
T (u, ṽ) + ζ

(T )
T (v)

)2
+ 4δ

(T )
T (u, ṽ)2

]1/2

≤ δ
(T )
T (u, ṽ) + ζ

(T )
T (v) + 2δ

(T )
T (u, ṽ), (A.29)

where we use (a2 + b2)1/2 ≤ a + b for positive a and b in the last inequality. Plugging this into
(A.29) and using (A.17) in Lemma A.3 together with a+ b+ c ≤

√
3(a2 + b2 + c2)1/2, we infer

β̂
(
∥GT RT ∂(ṽ − u)∥L2(L2(Ω)d) + ∥GT (ṽ − u)∥L2(L2(Ω)d) + max

t∈[0,T ]
∥(ṽ − u)(t)∥L2(Ω)

)
≤

√
3
(
3δ

(T )
T (u, ṽ) + ζ

(T )
T (v)

)
.

Using the triangle inequality in the definition (A.14) of δ(T )
T , we infer

β̂δ
(T )
T (u, u) ≤

√
3
(
3δ

(T )
T (u, ṽ) + ζ

(T )
T (v)

)
+ β̂δ

(T )
T (u, ṽ).

Since ṽ is arbitrary in WT , this concludes the proof of the second inequality in (A.23).
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Let us now turn to the first inequality in (A.23); first note that

inf
v∈WT

δ
(T )
T (u, v) ≤ δ

(T )
T (u, u).

To bound ζ
(T )
T (v) we recall that v = ∇Ru′ +∇u + F satisfies −divv = f (see (A.6)), and use

the scheme (A.13) (with z = 0) to write, for any v ∈ VT \{0},
⟨v, GT v⟩L2(Ω)d + ⟨divv, v⟩L2(Ω)

=

∫ T

0

(
⟨∇Ru′(t) +∇u(t)

− (GT RT ðtu(t) +GT u(t)), GT v(t)⟩L2(Ω)d

)
dt

≤
(
∥(∇Ru′ −GT RT ðtu)∥L2(L2(Ω)d) + ∥(∇u−GT u)∥L2(L2(Ω)d)

)
× ∥GT v∥L2(L2(Ω)d).

Dividing by ∥GT v∥L2(L2(Ω)d) and taking the supremum over v ∈ VT \{0} shows that ζ(T )
T (v) ≤

δ
(T )
T (u, u), which concludes the proof.

Finally, as in the steady case, we notice that (u(0), (u(m))m∈J1,NK) is solution to a square linear
system. Therefore the error estimate Theorem 3.1 proves that, for a null right-hand-side, the
solution is null, which shows that the system is invertible.

□

The following lemma is proven in [9].

Lemma A.6 ([9, Lemma 4.7]). Let V and L be Hilbert spaces. Let Z and Y be the Hilbert
spaces defined by Z = V × V × L× L and Y = V × L. Let A : V → V be an M -continuous and
α-coercive linear operator (with M ≥ 1 and α > 0), which means that

∥Av∥V ≤M∥v∥V and ⟨Av, v⟩V ≥ α∥v∥2V ∀v ∈ V. (A.30)

Let Φ : L→ L be a linear operator such that ∥Φ∥ ≤ 1, and let b̂ : Z × Y → R be defined by

b̂((z1, z2, z3, z4), (y1, y2)) = ⟨z1 +Az2, y1⟩V + ⟨z3 − Φz4, y2⟩L, (A.31)

for all (z1, z2, z3, z4) ∈ Z and for all (y1, y2) ∈ Y .
Let X ⊂ Z be a subspace of Z. We define the Hilbert spaces X1 ⊂ V , X2 ⊂ V , X3 ⊂ L and

X4 ⊂ L by: for i = 1, . . . , 4,

Xi = {xi : x ∈ X}, where xi is the i-th component of x ∈ Z.

Assume that
X1 ⊂ X2, (A.32)

and that there exist ζ > 0 and δ > 0 such that, for all x ∈ X,

⟨x1, x2⟩V +
α2

12M3
(∥x2∥2V + ∥x1∥2V ) ≥ µ∥x4∥2L − ν∥x3∥2L, (A.33)

for some µ ∈ (0, ζ] and ν ∈ [0, µ] with µ− ν∥Φ∥2 ≥ δ. Then, there exists β̂ > 0, only depending
on α, M , ζ and δ (and not on µ, ν and ∥Φ∥) such that

sup
y∈X2×X3,∥y∥Y =1

b̂(x, y) ≥ β̂∥x∥Z ∀x ∈ X. (A.34)
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