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1 Introduction

In this study, we develop guidance based on supervised machine learning to improve
the metaheuristic algorithm for solving capacitated vehicle routing problem (CVRP).
The CVRP is a combinatorial optimization problem that determines a least-cost set of
routes from a depot node for a fleet of capacitated vehicles to meet the demands of a
set of customer nodes [1]. Mostly, algorithms for tackling this problem still solve from
scratch, even for the same problem type. Meanwhile, leveraging historical data could
prove invaluable for achieving efficient and effective solutions [2]. Furthermore, the
incorporation of machine learning (ML) offers the promise of real-time problem learn-
ing and guiding the algorithm towards efficient problem-solving [3]. Therefore, this
research aims to achieve two primary objectives: (1) to understand the connection be-
tween the quality of the solutions, their features, and the associated problem instances,
and (2) to construct an efficient learning process consolidated with a robust optimization
algorithm to solve the problems effectively.

2 State-of-the-art

The CVRP is characterized as an undirected graph with a specific number of nodes,
where the primary objective is to explore permutation sequences of nodes to identify the
most cost-effective routes for each vehicle. These routes collectively should minimize
the total cost while adhering to vehicle capacity constraints and fulfilling all customer
requirements [1]. Here, the weight of each edge represents the Euclidean distances of
the corresponding pair of nodes. In general, the complexity of the problem in terms of
the number of variables (and computational time) increases with the number of edges
in the graph. The CVRP is often applied in the fields of logistics transportation and
good distributions [4]. Even with this, existing optimization algorithms typically solve
the problem from scratch, even for a similar type of problem, and nothing useful is
extracted from past solutions [3]. On the other hand, machine learning (ML) aims to
use historical data for handling new circumstances [5]. Consequently, by integrating
optimization algorithms with ML, the algorithm can learn knowledge from past experi-
ences, effectively steering towards optimal solutions [6].
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The concept of integrating machine learning (ML) and optimization algorithms can
be categorized into three approaches: (1) end-to-end learning, (2) learning based on
problem properties, and (3) learning repeated decisions [2]. The idea of end-to-end
learning means the ML has a role as the optimization algorithm to solve the optimiza-
tion problem. Yet, we may need a huge amount of resources when facing large-scale
problems [7]. Another idea is to utilize the ML to develop offline guidance for the opti-
mization algorithm. However, using this idea, the full potential of ML may still need to
be fully unlocked during optimization processes [4]. And lastly, learning repeated de-
cisions by constructing an in-loop ML-assisted optimization algorithm. This approach
allows the algorithm to learn from its own decisions and adapt its behaviour for im-
proved performance. However, its implementation necessitates the development of an
efficient learning process combined with a simple yet powerful optimization algorithm
to achieve enhanced solutions and reduced computation time.

3 Proposed Approach

In this study, we develop guidance based on supervised machine learning to improve the
metaheuristic algorithm for solving the CVRP. The first step in this study is to identify
a comprehensive set of features that influence the resulting solutions by the knowl-
edge extraction process, using XML100 instances by [8]. Subsequently, we construct
a guided metaheuristic algorithm, an improvement of the benchmark Feature-Guided
Multiple Neighborhood Search (FG-MNS) algorithm proposed by [6], based on the
most important feature derived from the knowledge extraction procedures. Moreover,
to develop the metaheuristic algorithm, we will also incorporate the path relinking pro-
cesses [9] to enhance the search capability of the optimization algorithm.

4 Results

4.1 Knowledge Extraction Processes

The beginning step involves performing knowledge extraction processes using XML100
instances. In this context, we employ binary classification technique, segregating the
data into optimal and near-optimal solutions. Optimal solution data is sourced from the
optimal solution files for each instance. Meanwhile, near-optimal solution data is ob-
tained through the use of the FG-MNS algorithm, as outlined by [6]. For the knowledge
extraction processes, we perform the prediction model, using Gradient Boosting Clas-
sifier algorithm. As a result, we got 66,12% of prediction accuracy, with 0.6625 of F1
score. Moreover, we learn that the average capacity utilization and standard deviation
of capacity utilization are more important than other features. Later, We also perform
SHAP explainer to learn a bit more about the resulted model. Here, we learned that
the larger capacity utilization for every route will result in a better quality solution of
VRP. Therefore, we only consider those features to develop guidance for the proposed
metaheuristic algorithm.

Accepted as an Extended Abstract in The 12th International Conference on Complex Networks and their Applications 2023.



3

4.2 Integrating the Knowledge to the Metaheuristic Algorithm

In this study, we introduce three variants of an enhanced FG-MNS [6]. These variants
incorporate guidance in the selection of initial and guiding solutions, particularly when
the path relinking process is initiated. The guidance mechanisms introduced are denoted
as α and β .

The α value represents guidance derived from offline learning, while the β value is
based on online learning, employing simple linear regression during the optimization
process. The three proposed metaheuristic variants are as follows: MNS-TS-PR (an
improved metaheuristic without guidance), MNS-TS-PR-Alpha (incorporating α guid-
ance), and MNS-TS-PR-Beta (utilizing β guidance). Here, during the path relinking,
the the initial and guiding solutions are chosen as the most distant a particular value in
the historical local optima. Where for; option 1 (MNS-TS-PR): the initial and guiding
solutions are from the most distant value of solution s in the historical local optima; op-
tion 2 (MNS-TS-PR-Alpha): the initial and guiding solutions are from the most distant
value of α in the historical local optima; and option 3 (MN-TS-PR-Beta): the initial and
guiding solutions are from the most distant value of β in the historical local optima.

Fig. 1. The detailed mechanism about the proposed algorithm

The computational results are presented below. In Fig. 2, by solving XML100 in-
stances within varying time constraints, our findings indicate that all the proposed meta-
heuristics improve the benchmark algorithm. Moreover, by using statistical t-test, we
found that all three proposed method is statistically better than the benchmark algo-
rithm. However, also by using t-test, we found that among three proposed algorithm,
that although there are some slightly better results, there still no statistically signifi-
cant improvement between with and without guidance among the proposed algorithms.
Furthermore, in Fig. 3, by solving X instances, we know that the proposed algorithm
achieves better results than the OR tools derived from [10]. Also, by performing t-test
between all proposed algorithm and the OR-Tools, we found that all three proposed
method is statistically better than the result from OR-Tools.
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Fig. 2. Computational results using XML100 instances [8]

Fig. 3. Computational results on X instances [11]. Results for the OR-Tools is derived from [10]
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