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#### Abstract

In this paper we revisit an open problem posed by Aldous on the max-entropy win-probability martingale: given two players of equal strength, such that the win-probability is a martingale diffusion, which of these processes has maximum entropy and hence gives the most excitement for the spectators? We study a terminalboundary value problem for the nonlinear parabolic PDE $2 \partial_{t} e(t, x)=\log \left(-\partial_{x x} e(t, x)\right)$ derived by Aldous and prove its wellposedness and regularity of its solution by combining PDE analysis and probabilistic tools, in particular the reformulation as a stochastic control problem with restricted control set, which allows us to deduce strict ellipticity. We establish key qualitative properties of the solution including concavity, monotonicity, convergence to a steady state for long remaining time and the asymptotic behaviour shortly before the terminal time. Moreover, we construct convergent numerical approximations. The analytical and numerical results allow us to highlight the behaviour of the win-probability process in the present case where the match may end early, in contrast to recent work by Backhoff-Veraguas and Beiglböck where the match always runs the full length.
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## 1 Introduction

This paper is motivated by one of Aldous's open problems about the characterisation of the 'most random martingale'. To be more precise, given a match of length $T>0$, for two players-or two teams-of equal level, denote by $X_{t}$ the winning probability of one player (or one team) at time $t \in[0, T]$. The win-probability $X:=\left(X_{t}\right)_{t \in[0, T]}$ is thus a martingale starting at $X_{0}=1 / 2$ and ending in $X_{T} \in\{0,1\}$. The question then becomes: which choice of $X$ leads to the most excitement to spectators, in the sense that the outcome remains uncertain until late? Taking relative entropy as a measure for 'random', a heuristic derivation by Aldous [2] leads to the following PDE for $e:[0, T] \times[0,1] \longrightarrow \mathbb{R}$, with $e(t, x)$ being the entropy given $X_{t}=x$

$$
\begin{align*}
2 \partial_{t} e(t, x) & =\log \left(-\partial_{x x} e(t, x)\right),(t, x) \in(0, T) \times(0,1):=\Omega_{T},  \tag{1.1}\\
e(T, x) & =0, x \in(0,1)  \tag{1.2}\\
e(t, 0) & =e(t, 1)=0, t \in(0, T) . \tag{1.3}
\end{align*}
$$

Specifically, at the end of [3], Aldous formulates the following open questions about (1.1)-(1.2)-(1.3):
Q1: find an explicit solution of the PDE above, or at least prove existence and uniqueness of a solution;
Q2: find some of its qualitative properties;
Q3: in particular, what is the distribution of $X_{T / 2}$ ?
From our analysis, we can now answer these questions as follows:

[^0]A1: in Theorem 1.3 below, we ascertain the existence and uniqueness of a classical solution. Due to the boundary conditions, a separation ansatz as in [4] fails and we were unable to find a closed form solution, however, we are able to provide an asymptotic formula for $t \ll T$ and $t \longrightarrow T$;
A2: we were able to establish natural qualitative properties of the solution, such as monotonicity, concavity, and symmetry, summarised also in Theorem 1.3 and illustrated by a numerical solution in Figure 2;

A3: in absence of an analytical expression, we give a numerical approximation of the density at different times, including at $T / 2$, in Figure 1, see also the discussion thereafter.

A natural and unified approach to Aldous's 'most random martingale' [3] comes from martingale optimal transport. Namely, fix a filtered probability space $\left(\Omega, \mathcal{F}, \mathbb{F}=\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$, and consider the optimisation problem

$$
\begin{equation*}
\sup _{X \in \mathcal{M}} \mathbb{E}^{\mathbb{P}}[F(X)] \tag{1.4}
\end{equation*}
$$

where $\mathcal{M}$ is some suitable set of $\mathbb{R}$-valued, $(\mathbb{F}, \mathbb{P})$-martingales $X$ such that $\mathbb{P}\left[X_{0}=1 / 2\right]=1=\mathbb{P}\left[X_{T} \in\{0,1\}\right]$, and the choice of $F: \mathcal{M} \longrightarrow \mathbb{R}$ encapsulates some criterion that quantifies the game's attractiveness. In the recent paper [4], Backhoff-Veraguas and Beiglböck take $\mathcal{M}$ to be the collection of what they call 'win martingales', that is to say martingales on $[0, T]$, which terminate in $\{0,1\}$, and whose quadratic variation is absolutely continuous with respect to Lebesgue measure. Up to enlarging the underlying probability space, this means that for any $X \in \mathcal{M}$, there exists an $\mathbb{R}$-valued volatility process $\sigma$ with

$$
\begin{equation*}
X_{t}=\frac{1}{2}+\int_{0}^{t} \sigma_{s} \mathrm{~d} W_{s}, t \in[0, T] \tag{1.5}
\end{equation*}
$$

The criterion $F=F_{0}{ }^{1}$ is then defined specifically through the specific relative entropy as

$$
\begin{equation*}
F_{0}(X):=\frac{1}{2} \int_{0}^{T}\left(\log \left(\sigma_{t}^{2}\right)+1\right) \mathrm{d} t, X \in \mathcal{M} \tag{1.6}
\end{equation*}
$$

It is shown in [4] that the optimiser for the above problem actually corresponds to a diffusion martingale, that is to say that the optimal process $\sigma$ can by written in feedback form as $\bar{\sigma}(\cdot, X$.$) through the map [0, T] \times \mathbb{R} \ni$ $(t, x) \longmapsto \bar{\sigma}(t, x):=\sin (\pi x) /(\pi \sqrt{T-t}) \in \mathbb{R}$. Moreover, the associated entropy function is given by

$$
\begin{equation*}
\bar{e}(t, x):=(T-t)\left(\log \left(\frac{\sin (\pi x)}{\pi \sqrt{T-t}}\right)+\frac{1}{2}\right),(t, x) \in[0, T] \times(0,1) \tag{1.7}
\end{equation*}
$$

which can be found, e.g., from the relationship $\partial_{x x} \bar{e}(t, x)=-1 / \bar{\sigma}(t, x)^{2}$, satisfies (1.1)-(1.2), but not (1.3), as in the original problem stated in [2]. In fact, it explodes at $x \in\{0,1\}$, at least for $t \in[0, T)$. We show later, in Proposition 2.2 and Lemma 3.1, that the solution $e$ to (1.1)-(1.2)-(1.3) admits a probabilistic representation that has a similar form to (1.4), where the essential difference arises in the choice of $F$, i.e.

$$
\begin{equation*}
F(X)=\frac{1}{2} \int_{0}^{\min (T, \tau)}\left(\log \left(\sigma\left(t, X_{t}\right)^{2}\right)+1\right) \mathrm{d} t \tag{1.8}
\end{equation*}
$$

where $\tau:=\inf \left\{t \in[0, T]: X_{t} \notin(0,1)\right\}$ is the first exit time of $X$ from $(0,1)$. Here, the match under our consideration may end strictly prior to $T$, which for instance would be the case in a boxing match. As a consequence, the entropy function satisfies the absorbing boundary conditions (1.3), whereas $\bar{\sigma}(t, x)$ from [4] vanishes at the boundaries and prevents the process from hitting the boundary prior to the end time. Viewed differently, (1.6) imposes a penalty of $-\infty$ if the process gets absorbed at the boundary prior to time $T$.

Figure 1 highlights, for $T=1$, the difference between optimal matches which may or may not terminate early. Shown left is the probability density $q(t, \cdot)$ of $X_{t}$ for $\sigma^{\star}$ found by [4], for three different times $t$; shown right is the sub-probability density of $X_{t}$ when it does not hit the boundary, under the optimal volatility in Aldous's original model, found by computations explained in Section 4. The density is in both cases approximated by a finite-difference solution of the corresponding Kolmogorov forward equation. First, in Aldous's model, there is

[^1]

Figure 1: The (sub-)probability density $q(t, \cdot)$ of $X_{t}$, for $t_{0}=0.5, t_{1}=0.9, t_{2}=0.99$, under the optimal volatility from [4] (i.e., the match never finishes early, left) and ours (match may finish early, right).
a significant probability that the match started at 0 terminates before 1, i.e., $X$ hits a boundary before time 1 , namely with $63 \%$ chance the match is over before $t_{0}=0.5$, with $88 \%$ before $t_{1}=0.9$, and with $93 \%$ before $t_{2}=0.99$ (these being found by computing 1 minus the integral of $q(t, \cdot)$ over $(0,1)$ ). Until close to the end, provided the match has not ended, the highest density is found in the centre. Under the model in [4], where the match always runs until time 1, i.e., the process is forced to stay in ( 0,1 ), probability mass is fairly evenly distributed at time $t_{0}=0.5$, and then accumulates close to the boundaries, terminating in two atomic masses of weight 0.5 at 0 and 1 at time 1 .

Remark 1.1. One could argue that the 'most random match' is not necessarily equivalent to the 'most exciting match', where the former emphasises the outcome uncertainty and the latter could express, say, the excitement resulting from sudden changes within the game, e.g., the more oscillating the martingale $X$, the more exciting the match. ${ }^{2}$ To address this issue, one might consider the martingale optimal transport problem (1.4) with

$$
F(X)=\max \left\{U_{\varepsilon}(X), D_{\varepsilon}(X)\right\} \text { or } F(X)=\mathbf{1}_{\left\{\max \left(U_{\varepsilon}(X), D_{\varepsilon}(X)\right) \geq n\right\}},
$$

where $U_{\varepsilon}(X)\left(\right.$ resp. $\left.D_{\varepsilon}(X)\right)$ denotes the number of up-crossings (resp. down-crossings) of $X$ on $[\varepsilon, 1-\varepsilon]$ for some $\varepsilon \in(0,1 / 2)$, and $n \in \mathbb{N}^{\star}$ is some psychological threshold of the spectators, see e.g., Leike and Hutter [22].

In what follows, we adopt Aldous's criterion (see the heuristic derivation in [2]) and focus on (1.1)-(1.2)-(1.3). Differentiating formally (1.1) twice with respect to $x$ and setting $p(t, x):=-\partial_{x x} e(1-t, x)$, we obtain

$$
\begin{align*}
2 \partial_{t} p(t, x) & =\partial_{x x}\left(\log (p(t, x)),(t, x) \in \Omega_{T},\right.  \tag{1.9}\\
p(0, x) & =0, x \in(0,1),  \tag{1.10}\\
p(t, 0) & =p(t, 1)=1, t \in(0, T), \tag{1.11}
\end{align*}
$$

where a smooth-fit, which we will justify rigorously later, yields $p(t, 0)=-\partial_{x x} e(1-t, 0)=\exp \left(\partial_{t} e(1-t, 0)\right)=1$ (resp. $p(t, 1)=-\partial_{x x} e(1-t, 1)=\exp \left(\partial_{t} e(1-t, 1)\right)=1$ ). Equation (1.9), known as the logarithmic diffusion equation, has mathematical significance as it arises in the study of Ricci flow (see, e.g., Hamilton [17], Wu [26]), and physical significance in connection with the dynamics of thin liquid films (see, e.g., Bertozzi, Brenner, Dupont, and Kadanoff [6], Burelbach, Bankoff, and Davis [8], Vázquez [24]) and as a model for the limiting density in the kinetics of two gases moving against each other and obeying the Boltzmann equation (see, e.g., Golse and Salvarani [13], Salvarani [23] and Davis, DiBenedetto, and Diller [10]).

To the best of our knowledge and in contrast to (1.9), studies of the theory and approximation of (1.1) are close to non-existent so far. The only related problem we are aware of is the parabolic Monge-Ampère equation-for the study of the Kähler-Ricci flow-together with an initial condition (without boundary conditions; see Imbert and Silvestre [19, page 10 and Remark 2.3.2]). The present paper shows the well-posedness of (1.1)-(1.2)-(1.3)

[^2]and characterises its properties, filling in particular the gap between (1.1) and (1.9) by a representation formula. We will also work heavily with the control formulation of the problem, specifically to show a lower positive bound for the optimal control, which allows us to deduce strict ellipticity of the PDE. Before stating our main result, we introduce the following definition of weak solution to the logarithmic diffusion equation in Salvarani [23].
Definition 1.2. Let $g \in H^{1}((0,1)) \cap \mathbb{L}^{\infty}((0,1))$ be non-negative and $c>0$. Then $u: \bar{\Omega}_{T} \longrightarrow \mathbb{R}$ is said to be $a$ weak solution to
$$
2 \partial_{t} u(t, x)=\partial_{x x}\left(\log (u(t, x)),(t, x) \in \Omega_{T}, u(0, x)=g(x), x \in(0,1), u(t, 0)=u(t, 1)=c, t \in(0, T)\right.
$$
if the following conditions hold
(i) $u(t, 0)=u(t, 1)=c$ for all $t \in(0, T)$;
(ii) $u \in \mathbb{L}^{2}\left(\Omega_{T}\right) \cap C\left([0, T], H^{1}((0,1))\right.$ is non-negative;
(iii) $\log (u) \in \mathbb{L}_{\text {loc }}^{1}\left(\Omega_{T}\right), \partial_{x} \log (u) \in \mathbb{L}^{2}\left(\Omega_{T}\right) ;$
(iv) the identity
$$
\int_{0}^{T} \int_{0}^{1}\left(u(t, x) \partial_{t} \phi(t, x)-\frac{1}{2} \partial_{x}(\log (u(t, x))) \partial_{x} \phi(t, x)\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{1} g(x) \phi(0, x) \mathrm{d} x=0
$$
holds for all $\phi \in H^{1}\left(\Omega_{T}\right) \cap C\left(\bar{\Omega}_{T}\right)$ vanishing at $t=T, x=0$ and $x=1$.
Define $e_{\infty}(x):=x(1-x) / 2, x \in[0,1]$, the stationary solution to (1.1)-(1.3). Our main result is the following.
Theorem 1.3. There exists a unique solution $e \in C^{1,2}\left(\Omega_{T}\right)$ to (1.1)-(1.2)-(1.3). Moreover, it holds that
(i) $0 \leq e(t, x) \leq e_{\infty}(x)$ for all $(t, x) \in \bar{\Omega}_{T}$;
(ii) e admits the following integral representation
\[

$$
\begin{equation*}
e(t, x)=-\int_{0}^{x} \int_{0}^{y} p(T-t, z) \mathrm{d} z \mathrm{~d} y+x \int_{0}^{1} \int_{0}^{y} p(T-t, z) \mathrm{d} z \mathrm{~d} y,(t, x) \in \bar{\Omega}_{T} \tag{1.12}
\end{equation*}
$$

\]

where $p$ is the unique weak solution to (1.9)-(1.10)-(1.11);
(iii) $t \longmapsto e(t, x)$ is non-increasing for all $x \in[0,1]$;
(iv) $x \longmapsto e(t, x)$ is concave and symmetric with respect to $x=1 / 2$, for all $t \in[0, T]$.

These key features qualitatively describe the graph seen in Figure 2 below, where we set again $T=1$. Notice also that $\partial_{t} e(t, x) \longrightarrow-\infty$ for $t \uparrow 1$, which is necessary for $\partial_{x x} e(x, t)$ being continuous in time at $t=1$.



Figure 2: Entropy $e$ as surface and contour plot.

We observe that the curves $x \longmapsto e(t, x)$ (resp. $x \longmapsto \partial_{x x} e(t, x)$ in Figure 3 at the end of the paper) evolve very slowly for $t \in[0,0.7]$ and vary increasingly fast for $t \in[0.9,1)$. This indicates that the criterion 'most random martingale' is consistent with the notion of 'most uncertain match', where the outcome (conditional on the match not having ended prematurely) is still uncertain until near the end; see also Figure 1.

In Section 5 we will derive an asymptotic approximation of $p, e$ and $\sigma^{\star}$ as $t \longrightarrow T$, which shows that in an 'outer' region away from the boundaries our solution has the same asymptotic behaviour as the one from [4], while in an 'inner' region close to the boundaries the solution transitions from the boundary values to the 'outer' solution through a smooth function given in semi-analytic form.
Our last main result pertains to Equation (1.5) whenever we consider the corresponding optimal volatility. We thus denote the candidate optimal volatility $\sigma^{\star}:[0, T] \times \mathbb{R} \longmapsto[0, \infty]$ with $\sigma^{\star}(t, x)=p(T-t, x)^{-1 / 2}$ for $x \in[0,1]$ and extend it continuously by 1 for $x \notin[0,1], t<T$, if needed. The fact that $p(0, \cdot)=0$ implies $\sigma^{\star}(t, \cdot) \longrightarrow \infty$ as $t \longrightarrow T$; in fact, the asymptotic analysis in Section 5 reveals that the singularity at $T$ has the same order as $\bar{\sigma}$. We show that $\sigma^{\star}$ is sufficiently well-behaved prior to $T$ so that the following SDE is indeed well-posed:

$$
\begin{equation*}
X_{t}=\frac{1}{2}+\int_{0}^{t} \sigma^{\star}\left(s, X_{s}\right) \mathrm{d} W_{s} \tag{1.13}
\end{equation*}
$$

Theorem 1.4. There is a unique strong solution $X^{\star}$ to (1.13). Moreover, $\mathbb{P}\left[\tau^{\star} \leq T\right]=1$, for $\tau^{\star}:=\inf \{t \in$ $\left.[0, T]: X_{t}^{\star} \notin(0,1)\right\}$.

## 2 A control problem representation

Inspired by the Legendre transform of the concave function $(-\infty, 0) \ni x \longmapsto \log (-x) \in \mathbb{R}$, i.e.

$$
\inf _{a \geq 0}\{-a x-\log a-1\}=-\infty \mathbf{1}_{\{x \geq 0\}}+\log (-x) \mathbf{1}_{\{x<0\}},
$$

the PDE (1.1) can be rewritten as the following Hamilton-Jacobi-Bellman equation

$$
\begin{equation*}
\partial_{t} e(t, x)=\frac{1}{2} \inf _{a \geq 0}\left\{-a \partial_{x x} e(t, x)-\log a-1\right\},(t, x) \in \Omega_{T} \tag{2.1}
\end{equation*}
$$

Now let us introduce the probabilistic counterpart of (2.1), and consider the following stochastic control problem. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space on which a one dimensional $(\mathbb{F}, \mathbb{P})$-Brownian motion $W$ is defined, where $\mathbb{F}$ is the $\mathbb{P}$-completion of the natural filtration of $W$. Denote by $\mathcal{A}$ the set of $\mathbb{F}$-progressively measurable processes $\alpha=\left(\alpha_{t}\right)_{t \geq 0}$ taking values in $\mathbb{R}_{+}$such that $\mathbb{E}^{\mathbb{P}}\left[\int_{0}^{t} \alpha_{s} \mathrm{~d} s\right]<\infty, \forall t \in[0, T]$. For $\alpha \in \mathcal{A}, t \in[0, T]$ and $x \in[0,1]$, denote by $X^{\alpha, t, x}=\left(X_{s}^{\alpha, t, x}\right)_{s \in[t, T]}$ the controlled process given as

$$
X_{s}^{\alpha, t, x}:=x+\int_{t}^{s} \sqrt{\alpha_{r}} \mathrm{~d} W_{r}
$$

Define further the reward function

$$
J(t, x, \alpha):=\mathbb{E}^{\mathbb{P}}\left[\frac{1}{2} \int_{t}^{\min \left\{T, \tau^{\alpha, t, x}\right\}}\left(1+\log \left(\alpha_{s}\right)\right) \mathrm{d} s\right], \text { with } \tau^{\alpha, t, x}:=\inf \left\{s \geq t: X_{s}^{\alpha, t, x} \notin(0,1)\right\}
$$

and the value function

$$
\begin{equation*}
v(t, x):=\sup _{\alpha \in \mathcal{A}} J(t, x, \alpha),(t, x) \in \bar{\Omega}_{T} \tag{2.2}
\end{equation*}
$$

It follows by definition that $v(T, x)=v(t, 0)=v(t, 1)=0$ for all $(t, x) \in \bar{\Omega}_{T}$. Provided that there exists a classical solution with $\partial_{x x} e(x, t)<0$, the minimiser of the right-hand side in (2.1) is then $a^{\star}(t, x):=-1 / \partial_{x x} e(t, x)$, which makes the link with the choice of the optimal volatility function $\sigma^{\star}$ as explained in Section 1. In particular, $a^{\star}(t, 0)=a^{\star}(t, 1)=1$.
Our goal here is to identify $v$ as the unique bounded viscosity solution of (1.1)-(1.3)-(1.2), and to prove further that $v$ is smooth enough. In order to do so, the current section focuses on first proving that $v$ is indeed bounded, and second that $v(t, x)$ can never be achieved by $J(t, x, \alpha)$ when the control $\alpha$ is too close to 0 . The latter property is fundamental for obtaining a regularity result later on, as it will ensure that Equation (2.1) is uniformly elliptic. We start by establishing the boundedness of $v$.

Lemma 2.1. For every $(t, x) \in \bar{\Omega}_{T}$, the inequality $0 \leq v(t, x) \leq e_{\infty}(x) \leq 1 / 8$ holds.
Proof. For the lower bound, we simply notice that $v(t, x) \geq J(t, x, 1 / \mathrm{e})=0$. For the upper bound, recall $e_{\infty}^{\prime}(x)=1 / 2-x$ and $e_{\infty}^{\prime \prime}(x)=-1$, fix an arbitrary admissible control $\alpha \in \mathcal{A}$, let $\theta^{\alpha}:=\min \left\{T, \tau^{\alpha, t, x}\right\}$, and apply Itô's formula to get

$$
\begin{aligned}
e_{\infty}\left(X_{\theta^{\alpha}}^{\alpha, t, x}\right)-e_{\infty}(x) & =\int_{t}^{\theta^{\alpha}} \sqrt{\alpha_{s}} e_{\infty}^{\prime}\left(X_{s}^{\alpha, t, x}\right) \mathrm{d} W_{s}-\frac{1}{2} \int_{t}^{\theta^{\alpha}} \alpha_{s} \mathrm{~d} s \\
& \left.\leq \int_{t}^{\theta^{\alpha}} \sqrt{\alpha_{s}} e_{\infty}^{\prime}\left(X_{s}^{\alpha, t, x}\right) \mathrm{d} W_{s}-\frac{1}{2} \int_{t}^{\theta^{\alpha}}\left(1+\log \left(\alpha_{s}\right)\right)\right) \mathrm{d} s
\end{aligned}
$$

where we note that $1+\log (y) \leq y$ for all $y \geq 0$. Since $e_{\infty}^{\prime}$ is bounded on $\Omega_{T}$, and $\alpha$ is non-negative, we can take expectations above and deduce that

$$
\left.\left.e_{\infty}(x) \geq \mathbb{E}^{\mathbb{P}}\left[e_{\infty}\left(X_{\theta^{\alpha}}^{\alpha, t, x}\right)+\frac{1}{2} \int_{t}^{\theta^{\alpha}}\left(1+\log \left(\alpha_{s}\right)\right)\right) \mathrm{d} s\right] \geq \mathbb{E}^{\mathbb{P}}\left[\frac{1}{2} \int_{t}^{\theta^{\alpha}}\left(1+\log \left(\alpha_{s}\right)\right)\right) \mathrm{d} s\right]=J(t, x, \alpha)
$$

By the arbitrariness of $\alpha \in \mathcal{A}$, this proves the desired result.
Next, for each $c \geq 0$, define the subset $\mathcal{A}_{c}:=\left\{\alpha \in \mathcal{A}: \inf _{t \geq 0} \alpha_{t} \geq c\right\}$, and notice that $\mathcal{A}=\mathcal{A}_{0}$. Then the following proposition shows that the optimal control can be achieved in $\mathcal{A}_{c}$ for $c>0$ small enough.
Proposition 2.2. For every $(t, x) \in \bar{\Omega}_{T}$, it holds that

$$
v(t, x)=\sup _{\alpha \in \mathcal{A}_{1 / \mathrm{e}}} J(t, x, \alpha)
$$

Proof. Without loss of generality, we only deal with the case $t=0$. By definition, it suffices to prove $J(0, x, \alpha) \leq J(0, x, \beta)$ for every $\alpha \in \mathcal{A}$, where $\beta \in \mathcal{A}_{1 / \mathrm{e}}$ is defined by $\beta_{t}:=\max \left\{\alpha_{t}, 1 / \mathrm{e}\right\}, t \geq 0$. Mimicking the proof of the Dambis-Dubins-Schwarz theorem, one may find some probability space on which there exist a Brownian motion $B$ and two stochastic processes $f, g$ such that $f_{t} \geq 0, g_{t}=\max \left\{f_{t}, 1 / \mathrm{e}\right\}$ for all $t \geq 0$ and

$$
\operatorname{Law}\left(X^{\alpha, 0, x}\right)=\operatorname{Law}\left(\left(x+B_{\tau_{t}}\right)_{t \geq 0}\right), \operatorname{Law}\left(X^{\beta, 0, x}\right)=\operatorname{Law}\left(\left(x+B_{\sigma_{t}}\right)_{t \geq 0}\right)
$$

where $\tau_{t}:=\int_{0}^{t} f_{s}^{2} \mathrm{~d} s$, and $\sigma_{t}:=\int_{0}^{t} g_{s}^{2} \mathrm{~d} s, \forall t \geq 0$. Therefore

$$
J(0, x, \alpha)=\mathbb{E}^{\mathbb{P}}\left[\frac{1}{2} \int_{0}^{\min \left\{T, S_{\alpha}\right\}}\left(1+\log \left(f_{s}\right)\right) \mathrm{d} s\right], \text { and } J(0, x, \beta)=\mathbb{E}^{\mathbb{P}}\left[\frac{1}{2} \int_{0}^{\min \left\{T, S_{\beta}\right\}}\left(1+\log \left(g_{s}\right)\right) \mathrm{d} s\right]
$$

where $S_{\alpha}$ (resp. $S_{\beta}$ ) denotes the first time that the process $\left(x+B_{\tau_{t}}\right)_{t \geq 0}\left(\right.$ resp. $\left.\left(x+B_{\sigma_{t}}\right)_{t \geq 0}\right)$ exits from $(0,1)$. In particular, it follows that $S_{\alpha}=\inf \left\{t \geq 0: \tau_{t} \geq S\right\}$, and $S_{\beta}=\inf \left\{t \geq 0: \sigma_{t} \geq S\right\}$, where $S$ is the first exit time of $\left(x+B_{t}\right)_{t \geq 0}$ from $(0,1)$. In what follows, we prove the stronger pathwise result

$$
\begin{equation*}
\int_{0}^{\min \left\{T, S_{\alpha}\right\}}\left(1+\log \left(f_{s}\right)\right) \mathrm{d} s \leq \int_{0}^{\min \left\{T, S_{\beta}\right\}}\left(1+\log \left(g_{s}\right)\right) \mathrm{d} s \tag{2.3}
\end{equation*}
$$

which yields immediately

$$
\mathbb{E}^{\mathbb{P}}\left[\int_{0}^{\min \left\{T, S_{\alpha}\right\}}\left(1+\log \left(f_{s}\right)\right) \mathrm{d} s\right] \leq \mathbb{E}^{\mathbb{P}}\left[\int_{0}^{\min \left\{T, S_{\beta}\right\}}\left(1+\log \left(g_{s}\right)\right) \mathrm{d} s\right]
$$

as desired. In order to get the aforementioned result in Equation (2.3), set $\tilde{S}_{\alpha}:=\min \left\{T, S_{\alpha}\right\}, \tilde{S}_{\beta}:=\min \left\{T, S_{\beta}\right\}$, $F_{t}:=f_{t}^{2}$ and $G_{t}:=g_{t}^{2}, t \geq 0$. Then one has by assumption

$$
\int_{0}^{S_{\alpha}} F_{t} \mathrm{~d} t=\int_{0}^{S_{\beta}} G_{t} \mathrm{~d} t, \text { and } \int_{0}^{\tilde{S}_{\alpha}} F_{t} \mathrm{~d} t \leq \int_{0}^{\tilde{S}_{\beta}} G_{t} \mathrm{~d} t
$$

Indeed, the first equality simply comes from the fact that $S_{\alpha}$ and $S_{\beta}$ are the right-inverses of $\tau$. and $\sigma$. at $S$, while the second inequality can be obtained by considering all the possible case, and recalling that we always have
$S_{\beta} \geq S_{\alpha}$. For convenience, we now define $H:=F-\mathrm{e}^{-2}$. Notice then that $G_{t}=\max \left\{F_{t}, \mathrm{e}^{-2}\right\}=\mathrm{e}^{-2}+H_{t}^{+}, t \geq 0$. It follows that

$$
\int_{0}^{\tilde{S}_{\alpha}}\left(\mathrm{e}^{-2}+H_{t}^{+}-H_{t}^{-}\right) \mathrm{d} t \leq \int_{0}^{\tilde{S}_{\beta}}\left(\mathrm{e}^{-2}+H_{t}^{+}\right) \mathrm{d} t
$$

or equivalently

$$
\begin{equation*}
\mathrm{e}^{-2}\left(\tilde{S}_{\alpha}-\tilde{S}_{\beta}\right)+\int_{\tilde{S}_{\beta}}^{\tilde{S}_{\alpha}} H_{t}^{+} \mathrm{d} t-\int_{0}^{\tilde{S}_{\alpha}} H_{t}^{-} \mathrm{d} t \leq 0 \tag{2.4}
\end{equation*}
$$

We now claim that the following inequality holds

$$
\begin{equation*}
\int_{0}^{\tilde{S}_{\alpha}}\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}-H_{t}^{-}\right)\right) \mathrm{d} t \leq \int_{0}^{\tilde{S}_{\beta}}\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}\right)\right) \mathrm{d} t \tag{2.5}
\end{equation*}
$$

Indeed, since $H^{+}$and $H^{-}$have disjoint supports and $1+\log \left(\mathrm{e}^{-2}\right) / 2=0$, we have

$$
1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}-H_{t}^{-}\right)=\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}\right)\right)+\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}-H_{t}^{-}\right)\right)
$$

and thus proving Equation (2.5) is equivalent to showing that

$$
\int_{\tilde{S}_{\beta}}^{\tilde{S}_{\alpha}}\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}\right)\right) \mathrm{d} t+\int_{0}^{\tilde{S}_{\alpha}}\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}-H_{t}^{-}\right)\right) \mathrm{d} t \leq 0
$$

Note further that $x \longmapsto 1+\log \left(\mathrm{e}^{-2}+x\right) / 2$ is concave, vanishes at 0 , and its derivative at 0 is $\mathrm{e}^{2} / 2>0$. This implies that (2.5) follows from $\int_{\tilde{S}_{\beta}}^{\tilde{T}_{\alpha}} H_{t}^{+} \mathrm{d} t-\int_{0}^{\tilde{S}_{\alpha}} H_{t}^{-} \mathrm{d} t \leq 0$, which is clearly ensured by Equation (2.4). Hence, we obtain

$$
\begin{aligned}
\int_{0}^{\tilde{S}_{\alpha}}\left(1+\log \left(f_{t}\right)\right) \mathrm{d} t & =\int_{0}^{\tilde{S}_{\alpha}}\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}-H_{t}^{-}\right)\right) \mathrm{d} t \\
& \leq \int_{0}^{\tilde{S}_{\beta}}\left(1+\frac{1}{2} \log \left(\mathrm{e}^{-2}+H_{t}^{+}\right)\right) \mathrm{d} t=\int_{0}^{\tilde{S}_{\beta}}\left(1+\log \left(g_{t}\right)\right) \mathrm{d} t
\end{aligned}
$$

which ends the proof.

## 3 Proof of the main results

### 3.1 Regularity of the entropy function

Summarising the results from Section 2, and using in particular Proposition 2.2, we deduce that

$$
v(t, x)=\sup _{\alpha \in \mathcal{A}_{1 / \mathrm{e}}} J(t, x, \alpha)=: w(t, x), \forall(t, x) \in \bar{\Omega}_{T}
$$

where the right-hand-side of the above equality corresponds to an alternative Hamilton-Jacobi-Bellman PDE, which is now uniformly elliptic

$$
\begin{equation*}
-\partial_{t} w(t, x)-\frac{1}{2} \sup _{a \geq 1 / \mathrm{e}}\left\{a \partial_{x x} w(t, x)+\log a+1\right\}=0,(t, x) \in \Omega_{T}, w(T, \cdot)=w(\cdot, 0)=w(\cdot, 1)=0 \tag{3.1}
\end{equation*}
$$

In order to prove the desired regularity for $v$, we will need a comparison result.
Lemma 3.1. Fix some $c \geq 0$. Let $u$ and $v$ be respectively a concave bounded upper-semicontinuous viscosity sub-solution and a concave bounded lower-semicontinuous viscosity super-solution of

$$
\begin{equation*}
-\partial_{t} w(t, x)-\frac{1}{2} \sup _{a \geq c}\left\{a \partial_{x x} w(t, x)+\log (a)+1\right\}=0,(t, x) \in \Omega_{T} \tag{3.2}
\end{equation*}
$$

such that $u(t, 0) \leq v(t, 0), u(t, 1) \leq v(t, 1)$ and $u(T, x) \leq v(T, x)$ for all $(t, x) \in \bar{\Omega}_{T}$. Then $u \leq v$ on $\bar{\Omega}_{T}$.

Proof. This is a very standard result for which we can refer to either Fleming and Soner [12, Theorem V.8.1 and Remark V.8.1] or Crandall, Ishii, and Lions [9, Theorem 8.2]. The main point is to notice that for a given $\lambda>0$, given $(X, Y) \in \mathbb{R}^{2}$ such that

$$
-3 \lambda\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) \leq\left(\begin{array}{cc}
X & 0 \\
0 & -Y
\end{array}\right) \leq 3 \lambda\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

if we define

$$
F_{c}(q):=\sup _{a \geq c}\{a q+\log (a)+1\}=+\infty \mathbf{1}_{\{q \geq 0\}}+\log (-q) \mathbf{1}_{\{0>q \geq-1 / c\}}+(c q+\log (c)+1) \mathbf{1}_{\{q<-1 / c\}}
$$

then we have $F_{c}(X)-F_{c}(Y) \leq 0$ since $F_{c}$ is non-increasing. It is then direct using the aforementioned references to deduce the desired result.
Given the previous comparison theorem, the following result is now standard.
Proposition 3.2. The function $w$ is the unique bounded continuous viscosity solution to both Equations (2.1) and (3.1). Moreover, $w \in C^{1,2}\left(\Omega_{T}\right)$ is concave in $x$.

Proof. It is standard that $w$ is a (discontinuous) viscosity solution to Equation (3.1), since we know by Lemma 2.1 that it is bounded, and thus locally bounded. By Proposition 2.2, it is also a (discontinuous) viscosity solution to (2.1). This tells us that the lower-semicontinuous envelope $w_{\star}$ of $w$ is a viscosity super-solution of both Equations (2.1) and (3.1) and that its upper-semicontinuous envelope $w^{\star}$ is a viscosity sub-solution of Equations (2.1) and (3.1). By Lemma 3.1 this proves $w^{\star} \leq w_{\star}$, and thus that equality holds, proving that $w$ is a continuous viscosity solution of Equations (2.1) and (3.1).

Concavity is immediate from the viscosity solution property we just proved, as the non-linearity explodes for non-negative values of the second-order derivative. As for the regularity, this comes from the celebrated EvansKrylov theorem (see for instance Krylov [21, Theorem 1.1]), as the operator in (2.1) is concave with respect to the second-order derivative and uniformly elliptic.

### 3.2 Representation of the entropy function

In the following, we denote by $e:=u=w$ the unique classical solution to (1.1)-(1.2)-(1.3), and we investigate its relation to the logarithmic diffusion equation (1.9)-(1.10)-(1.11). In order to derive the integral representation of $e$ in Theorem 1.3, we adopt an approximation argument. Namely, for every $n \in \mathbb{N}^{\star}$, consider the PDEs

$$
\begin{align*}
2 \partial_{t} e(t, x) & =\log \left(-\partial_{x x} e(t, x)\right),(t, x) \in \Omega_{T}  \tag{3.3}\\
e(T, x) & =\frac{e_{\infty}(x)}{n}, x \in(0,1)  \tag{3.4}\\
e(t, 0) & =e(t, 1)=0, t \in(0, T)  \tag{3.5}\\
2 \partial_{t} p(t, x) & =\partial_{x x}(\log (p(t, x))),(t, x) \in \Omega  \tag{3.6}\\
p(0, x) & =\frac{1}{n}, x \in(0,1)  \tag{3.7}\\
p(t, 0) & =p(t, 1)=1, t \in(0, T) \tag{3.8}
\end{align*}
$$

Then the representation result is summarised in the following proposition.
Proposition 3.3. There exist a unique classical solution to (3.3)-(3.4)-(3.5) and a unique classical solution to (3.6)-(3.7)-(3.8), denoted respectively by $e^{n}$ and $p^{n}$. It furthermore holds that

$$
\begin{equation*}
e^{n}(t, x)=-\int_{0}^{x} \int_{0}^{y} p^{n}(T-t, z) \mathrm{d} z \mathrm{~d} y+x \int_{0}^{1} \int_{0}^{y} p^{n}(T-t, z) \mathrm{d} z \mathrm{~d} y,(t, x) \in \bar{\Omega}_{T} \tag{3.9}
\end{equation*}
$$

Proof. As the initial and boundary conditions are strictly positive, by the maximum principle, see for instance Davis, DiBenedetto, and Diller [10, Proposition 2.9], the PDE (3.6)-(3.7)-(3.8) is well-defined in the classical sense and its unique classical solution $p^{n}>0$ on $\Omega_{T}$. Define then $e^{n}: \bar{\Omega}_{T} \longrightarrow \mathbb{R}$ by

$$
e^{n}(t, x):=-\int_{0}^{x} \int_{0}^{y} p^{n}(T-t, z) \mathrm{d} z \mathrm{~d} y+x \int_{0}^{1} \int_{0}^{y} p^{n}(T-t, z) \mathrm{d} z \mathrm{~d} y
$$

It remains to verify that $e^{n}$ is the unique classical solution to (3.6)-(3.7)-(3.8). A straightforward computation yields $e^{n}(T, \cdot)=e_{\infty} / n, e^{n}(\cdot, 0)=e^{n}(\cdot, 1)=0$ and $\partial_{x x} e^{n}(t, x)=-p^{n}(T-t, x)$. Furthermore, one has by Fubini's theorem

$$
\begin{aligned}
\partial_{t} e^{n}(t, x) & =\int_{0}^{x} \int_{0}^{y} p_{t}^{n}(T-t, z) \mathrm{d} z \mathrm{~d} y-x \int_{0}^{1} \int_{0}^{y} p_{t}^{n}(T-t, z) \mathrm{d} z \mathrm{~d} y \\
& =\frac{1}{2} \int_{0}^{x} \int_{0}^{y} \partial_{x x}\left(\log \left(p^{n}(T-t, z)\right)\right) \mathrm{d} z \mathrm{~d} y-\frac{x}{2} \int_{0}^{1} \int_{0}^{y} \partial_{x x}\left(\log \left(p^{n}(T-t, x)\right)\right) \mathrm{d} z \mathrm{~d} y \\
& =\frac{1}{2} \int_{0}^{x} \partial_{x}\left(\log \left(p^{n}(T-t, y)\right)\right) \mathrm{d} y-\frac{x}{2} \int_{0}^{1} \partial_{x}\left(\log \left(p^{n}(T-t, y)\right)\right) \mathrm{d} y \\
& =\frac{1}{2} \log \left(p^{n}(T-t, x)\right)=\frac{1}{2} \log \left(-\partial_{x x} e^{n}(t, x)\right),(t, x) \in \Omega_{T}
\end{aligned}
$$

which implies that $e^{n}$ is a classical solution to (3.3)-(3.4)-(3.5).
Next, we let $n \longrightarrow \infty$ in Equation (3.9).
Proposition 3.4. With the notation of Proposition 3.3, $n \longmapsto e^{n}(t, x)$ and $n \longmapsto p^{n}(t, x)$ are non-increasing and convergent for every $(t, x) \in \bar{\Omega}_{T}$. In particular, $e^{n}$ converges pointwise to $e$ and

$$
e(t, x)=-\int_{0}^{x} \int_{0}^{y} \tilde{p}(T-t, z) \mathrm{d} z \mathrm{~d} y+x \int_{0}^{1} \int_{0}^{y} \tilde{p}(T-t, z) \mathrm{d} z \mathrm{~d} y,(t, x) \in \bar{\Omega}_{T}
$$

where $e$ is the classical solution to (1.1)-(1.2)-(1.3) and $\tilde{p}$ is the pointwise limit of $\left(p^{n}\right)_{n \in \mathbb{N}^{*}}$.
Proof. Note that $e^{n}$ is the unique bounded viscosity solution to (3.3)-(3.4)-(3.5), thus the comparison principle-from a straightforward generalisation of Lemma 3.1-yields the required monotonicity for $\left(e^{n}(t, x)\right)_{n \geq 1}$ and thus its pointwise convergence. Furthermore, the stability of viscosity solutions, see [9, Remark 6.3] tells us that its pointwise limit must be $e$ and the convergence is even uniform on $\bar{\Omega}_{T}$.

Next, consider $\left(p^{n}\right)_{n \geq 1}$. It follows from Davis, DiBenedetto, and Diller [10, Remark 3.1], that there exists some $\varepsilon_{n}>0$ such that $\varepsilon_{n}<p^{n}(t, x) \leq \max \left\{1,\left\|e_{\infty}\right\|_{\infty} / n\right\}=1$ for all $(t, x) \in \bar{\Omega}_{T}$ and $n$ large enough. Fix a sufficiently large $n$ and write for notational simplicity $p^{n} \equiv u$ and $p^{n+1} \equiv v$. We define the function $a: \bar{\Omega}_{T} \longrightarrow \mathbb{R}$ by

$$
a(t, x):=\int_{0}^{1} \frac{1}{u(t, x) \xi+v(t, x)(1-\xi)} \mathrm{d} \xi
$$

where it follows that $1 \leq a(t, x) \leq 1 / \varepsilon_{n+1}$. Set $w:=u-v$. Then it holds that

$$
2 \partial_{t} w=\partial_{x x}(a w)=a w_{x x}+2 a_{x} w_{x}+a_{x x} w \text { on } \Omega_{T}
$$

and $w(0, \cdot)>0, w(\cdot, 0)=w(\cdot, 1)=0$. We deduce from the linear maximum principle (see Imbert and Silvestre, [19, Theorem 2.2.4]) that $w \geq 0$. Therefore, the pointwise limit of $\left(p^{n}\right)_{n \in \mathbb{N}^{*}}$ exists and can be denoted by $\tilde{p}$. We may thus conclude the proof by the dominated convergence theorem.
We are now in a position to prove the main result.
Proof. [Proof Theorem 1.3] The existence and uniqueness of a classical solution come from Proposition 3.2, which also establishes the concavity in $x$. Combining the uniqueness with a straightforward verification for $e^{\prime}(t, x)=: e(t, 1-x)$, we deduce $e=e^{\prime}$ and thus the symmetry with respect to $x=1 / 2$. The bounds are shown in Lemma 2.1 from the control representation ${ }^{3}$.

We next prove Equation (1.12). As $p^{n}$ is a classical solution to (3.6)-(3.7)-(3.8), it is also the unique weak solution to (3.6)-(3.7)-(3.8), namely,

$$
\int_{0}^{T} \int_{0}^{1}\left(p^{n}(t, x) \partial_{t} \phi-\frac{1}{2} \partial_{x}\left(\log \left(p^{n}(t, x)\right)\right) \partial_{x} \phi(t, x)\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{1} \frac{\phi(x, 0)}{n} \mathrm{~d} x=0
$$

[^3]holds for all $\phi \in H^{1}\left(\Omega_{T}\right) \cap C\left(\bar{\Omega}_{T}\right)$ vanishing at $t=T, x=0$ and $x=1$; see [23, Theorem 2.1] for the uniqueness of the weak solution. Adopting the arguments of Golse and Salvarani [13, Section 4], $\left(p^{n}\right)_{n \in \mathbb{N}^{*}}$ converges weakly in $\mathbb{L}^{2}\left(\Omega_{T}\right)$ to the unique weak solution $p$ of (1.9)-(1.10)-(1.11). As $\mathbb{L}^{2}\left(\Omega_{T}\right)$ is a reflexive Banach space, by means of Mazur's lemma, there exists a function $N: \mathbb{N} \longrightarrow \mathbb{N}$ and a sequence of finite sets $\left\{\alpha(n)_{k}: k \in\{n, \ldots, N(n)\}\right\} \subset \mathbb{R}_{+}$satisfying $\sum_{k=n}^{N(n)} \alpha(n)_{k}=1$ such that
$$
\lim _{n \rightarrow \infty} q^{n}=p, \text { in } \mathbb{L}^{2}\left(\Omega_{T}\right), \text { with } q^{n}:=\sum_{k=n}^{N(n)} \alpha(n)_{k} p^{k}
$$

By construction, $\left(q^{n}\right)_{n \in \mathbb{N}^{*}}$ also converges pointwise to $\tilde{p}$. Hence, $p=\tilde{p}$ and the desired result (1.12) follows. Finally, we can deduce the monotonicity of $e$ in time. We established in the proof of Proposition 3.4 that $p^{n} \leq 1$, and hence we have $p \leq 1$. From the representation formula, $2 \partial_{t} e=\log \left(-\partial_{x x} e\right)=\log (p(T-\cdot, \cdot)) \leq 0$, as desired.

### 3.3 Comparison results

We establish here two comparison results. We will use the second estimate further in Section 5 to give asymptotic bounds close to the time boundary.

Proposition 3.5. For any $(t, x) \in[0, T] \times[0,1]$, we have

$$
p(t, x) \leq \bar{p}(t, x), \text { or equivalently, } \sigma^{\star}(t, x) \geq \bar{\sigma}(t, x)
$$

where $\bar{\sigma}(t, x):=\sin (\pi x) /(\pi \sqrt{T-t})$ is the solution from [4] and $\bar{p}:=1 / \bar{\sigma}^{2}=-\bar{e}_{x x}$, with $\bar{e}$ given in (1.7), and $p$ the unique weak solution to (1.9)-(1.10)-(1.11).

Proof. Recall the smooth maps $\left(p^{n}\right)_{n \in \mathbb{N}^{*}}$ from (3.6)-(3.7)-(3.8). Define now $q^{n}(t, x):=-p^{n}(T-t, x)$. To prove the above claim, it is enough to show that

$$
w^{n}(t, x):=\log \left(-q^{n}(t, x)\right) \leq-2 \log (\hat{\sigma}(t, x))=: w(t, x),(t, x) \in[0, T] \times[0,1]
$$

given the convergence of $p^{n}$ to $p$. Notice then that by immediate computations, $w^{n}$ is a classical solution to

$$
\begin{equation*}
-\partial_{t} w^{n}(t, x)-\mathrm{e}^{-w^{n}(t, x)} \partial_{x x} w(t, x)=0,(t, x) \in[0, T) \times(0,1), w^{n}(T, \cdot)=-\log (n), w^{n}(\cdot, 0)=w^{n}(\cdot, 1)=0 \tag{3.10}
\end{equation*}
$$

Since $w(\cdot, 0)=w(\cdot, 1)=+\infty, w$ is a classical super-solution of the above PDE. Notice also that $w$ is strictly convex in $x$. We now claim that the desired inequality follows from a comparison theorem between smooth sub-solutions and smooth strictly convex (in $x$ ) super-solutions to (3.10). Indeed, when all functions are smooth, we can argue by contradiction as follows. Suppose that the inequality is not true, and follow standard arguments ensuring that we can then find an interior point $\left(t_{o}, x_{o}\right) \in(0, T) \times(0,1)$ such that there is some $\delta>0$ with

$$
w^{n}\left(t_{o}, x_{o}\right)-w\left(t_{o}, x_{o}\right) \geq \delta, \partial_{t} w^{n}\left(t_{o}, x_{o}\right)=\partial_{t} w\left(t_{o}, x_{o}\right), \partial_{x x} w^{n}\left(t_{o}, x_{o}\right) \leq \partial_{x x} w\left(t_{o}, x_{o}\right)
$$

Using the fact that $w^{n}$ is a solution (and thus a sub-solution) to (3.10) and $w$ is a super-solution to (3.10) we then deduce that

$$
\mathrm{e}^{w^{n}\left(t_{o}, x_{o}\right)-w\left(t_{o}, x_{o}\right)} \partial_{x x} w\left(t_{o}, x_{o}\right) \leq \partial_{x x} w^{n}\left(t_{o}, x_{o}\right)
$$

This is impossible since by positivity of $\partial_{x x} w\left(t_{o}, x_{o}\right)$, we would then have

$$
\partial_{x x} w\left(t_{o}, x_{o}\right)<\mathrm{e}^{w^{n}\left(t_{o}, x_{o}\right)-w\left(t_{o}, x_{o}\right)} \partial_{x x} w\left(t_{o}, x_{o}\right) \leq \partial_{x x} w^{n}\left(t_{o}, x_{o}\right)
$$

Proposition 3.6. Let $p_{1}$ be a weak solution to (1.9)-(1.10)-(1.11) and $p_{2} \in C^{1,2}\left(\Omega_{T}\right) \cap C\left(\bar{\Omega}_{T}\right)$, non-decreasing in $t$, that satisfies (1.9)-(1.10), $0<p_{2}(t, 0) \leq 1$ and $0<p_{2}(t, 1) \leq 1$ for $t \in(0, T]$. Then we have $p_{2} \leq p_{1}$ in $\bar{\Omega}_{T}$.

Proof. We first show the corresponding result for $p_{1}$ that satisfies (3.7) instead of (1.10), so that $p_{1} \in C^{1,2}\left(\Omega_{T}\right)$ also. We suppress the dependence on $n$ for brevity. We then have

$$
2 \partial_{t}\left(p_{2}-p_{1}\right)=\partial_{x x} \log \left(p_{2} / p_{1}\right),\left(p_{2} / p_{1}\right)(0, x)=0,\left(p_{2} / p_{1}\right)(t, 0) \leq 1,\left(p_{2} / p_{1}\right)(t, 1) \leq 1
$$

Consider now $q_{i}:=p_{i} \mathrm{e}^{\varepsilon t}$ for some $\varepsilon>0, i \in\{1,2\}$, so that

$$
2 \mathrm{e}^{-\varepsilon t} \partial_{t}\left(q_{2}-q_{1}\right)-\varepsilon \mathrm{e}^{-\varepsilon t}\left(q_{2}-q_{1}\right)=\partial_{x x} \log \left(q_{2} / q_{1}\right),\left(q_{2} / q_{1}\right)(0, x)=0,\left(q_{2} / q_{1}\right)(t, 0) \leq 1,\left(q_{2} / q_{1}\right)(t, 1) \leq 1
$$

We now show that no interior local maximum of $q_{2} / q_{1}$ can have $q_{2} / q_{1}>1$. At such a point, we would have $q_{2}-q_{1}>0, \partial_{x x} \log \left(q_{2} / q_{1}\right) \leq 0$, and, using the assumption $\partial_{t} p_{2} \geq 0$, from which $\partial_{t} q_{2} \geq 0$

$$
\partial_{t}\left(q_{2}-q_{1}\right)=q_{1}\left(\frac{\partial_{t} q_{2}}{q_{1}}-\frac{\partial_{t} q_{1}}{q_{1}}\right) \geq q_{1}\left(\frac{\partial_{t} q_{2}}{q_{2}}-\frac{\partial_{t} q_{1}}{q_{1}}\right)=q_{2} \partial_{t}\left(\frac{q_{2}}{q_{1}}\right) \geq 0
$$

leading to a contradiction. By letting $\varepsilon \longrightarrow 0$, we deduce that $p_{2} \leq p_{1}$, for fixed arbitrary $n$. Finally, we let $n \longrightarrow \infty$ and use the pointwise convergence established in the proof of Theorem 1.3.(ii) to conclude.

### 3.4 Convergence to the stationary solution

Thanks to the representation theorem, we may obtain an estimate of the decay rate to the stationary solution. More precisely, we set $e \equiv e^{T}$ to emphasise the dependency of (1.1)-(1.2)-(1.3) on $T$ and rewrite the integral representation of $e^{T}$ as follows

$$
\begin{aligned}
e^{T}(t, x) & =-\int_{0}^{x} p(T-t, z) \mathrm{d} z \int_{z}^{x} \mathrm{~d} y+x \int_{0}^{1} p(T-t, z) \mathrm{d} z \int_{z}^{1} \mathrm{~d} y \\
& =(1-x) \int_{0}^{x} z p(T-t, z) \mathrm{d} z+x \int_{x}^{1}(1-z) p(T-t, z) \mathrm{d} z
\end{aligned}
$$

Then we have the following result.
Corollary 3.7. Let $e^{T}$ be the solution to Equation (1.1)-(1.2)-(1.3). Then it holds for every even number $\alpha \in \mathbb{N}$,

$$
\left|e^{T}(t, x)-e_{\infty}(x)\right| \leq x(1-x) \exp \left(\frac{-(\alpha-1)(T-t)}{\pi \alpha^{2}}\right), \forall(t, x) \in \bar{\Omega}_{T}
$$

Proof. First, note that the stationary solution to (1.9)-(1.10) is $p_{\infty}(x)=1$. Similarly, denote by $p \equiv p^{T}$ the weak solution to (1.9)-(1.10)-(1.11). By means of [23, Theorem 4.1], there exists some $C>0$ such that for any even number $\alpha \in \mathbb{N}$

$$
\left\|p^{T}(t, \cdot)-p_{\infty}\right\|_{\mathbb{L}^{\alpha}([0,1])} \leq \exp \left(\frac{-C(\alpha-1) t}{\alpha^{2}}\right), \forall t \in[0, T]
$$

Inspection of the proof of [23, Theorem 4.1] reveals that $C$ is the sharp constant of Poincarés inequality of the relevant domain, which for $[0,1]$ is known explicitly as $1 / \pi$. Hence, choosing $\beta$ such that $\frac{1}{\alpha}+\frac{1}{\beta}=1$, Hölder's inequality allows to conclude

$$
\begin{aligned}
\left|e^{T}(t, x)-e_{\infty}(x)\right| & =\left|(1-x) \int_{0}^{x} z\left(p^{T}-p_{\infty}\right)(T-t, z) \mathrm{d} z+x \int_{x}^{1}(1-z)\left(p^{T}-p_{\infty}\right)(T-t, z) \mathrm{d} z\right| \\
& \leq(\beta+1)^{-1 / \beta} x(1-x) \exp \left(\frac{-C(\alpha-1)(T-t)}{\alpha^{2}}\right)\left[x^{1 / \beta}+(1-x)^{1 / \beta}\right] \\
& \leq x(1-x) \exp \left(\frac{-C(\alpha-1)(T-t)}{\alpha^{2}}\right)
\end{aligned}
$$

### 3.5 Well-posedness for the optimal martingale

In this section we provide the proof of Theorem 1.4. This requires the following technical result.
Lemma 3.8. For all $\varepsilon>0$, there exist positive constants $C_{\varepsilon}$ and $D_{\varepsilon}>0$ such that

$$
\begin{align*}
1 / \sqrt{\mathrm{e}} \leq \sigma^{\star}(t, x) & \leq C_{\varepsilon}, \forall(t, x) \in[0, T-\varepsilon] \times[0,1]  \tag{3.11}\\
\left|\sigma^{\star}(t, x)-\sigma^{\star}(t, y)\right| & \leq D_{\varepsilon}|x-y|^{1 / 2}, \forall(t, x, y) \in[0, T-\epsilon] \times[0,1]^{2} \tag{3.12}
\end{align*}
$$

Proof. Fix $\varepsilon>0$. From Definition 1.2.(ii) and Theorem 1.3.(ii), by the classical continuous embedding of $H^{1}$ into the space of $1 / 2-$ Hölder continuous functions (see, e.g., [1, Theorem 4.12]), we have for some $c_{\varepsilon}>0$ that

$$
\begin{equation*}
|p(t, x)-p(t, y)| \leq c_{\varepsilon}|x-y|^{1 / 2}, \forall(t, x, y) \in[0, T-\varepsilon] \times[0,1]^{2} \tag{3.13}
\end{equation*}
$$

We also have from Theorem 1.3.(ii) that $\partial_{x x} e(t, x)=-p(T-t, x)$, where $e$ is a classical solution to (1.1). This can only be the case if there exists $\tilde{c}_{\varepsilon}>0$ such that $-\partial_{x x} e(t, x) \geq \tilde{c}_{\varepsilon}$ for all $(t, x) \in[0, T-\varepsilon] \times[0,1]$. Otherwise, there would be a sequence $\left(t_{n}, x_{n}\right)_{n \in \mathbb{N}}$, valued in $[0, T-\varepsilon] \times[0,1]$, with $\left(t_{n}, x_{n}\right) \longrightarrow\left(t_{o}, x_{o}\right) \in[0, T-\epsilon] \times[0,1]$ with $p\left(t_{n}, x_{n}\right) \longrightarrow 0$ as $n \longrightarrow \infty$. Since $p$ assumes its positive boundary value (1.11) continuously by virtue of Definition 1.2.(ii), we cannot have $x_{o} \in\{0,1\}$. But if $x_{0} \in(0,1)$, then $-\partial_{x x} e\left(t_{n}, x_{n}\right)=p\left(t_{n}, x_{n}\right) \longrightarrow 0$ implies by (1.1) that $\left|\partial_{t} e(t, x)\left(t_{n}, x_{n}\right)\right| \longrightarrow \infty$ as $n \longrightarrow \infty$, which is a contradiction to $e$ being a classical solution with locally bounded derivatives in the interior.
From $p(T-t, x) \geq c_{\varepsilon}$ and (3.13) we can deduce (3.12). Moreover, we get the upper bound in (3.11) taking $C_{\varepsilon}=1 / c_{\varepsilon}$. Finally, we have from Proposition 2.2 that $\sigma^{\star}(t, x) \geq 1 / \sqrt{\mathrm{e}}$ for all $x$ and $t$ and hence the lower bound in (3.11).
Proof. [Proof of Theorem 1.4] The uniqueness of solutions follows from Yamada and Watanabe [27], see Karatzas and Shreve [20, Proposition 5.2.13 and Example 5.2.14], by the $1 / 2$-Hölder continuity proved in Lemma 3.8, recalling Equation (3.12). The existence is then implied by Gyöngy and Krylov [14, Theorem 2.4] (see also the revised version in Gyöngy and Krylov [15, Theorem 2.1], as well as Gyöngy and Rásonyi [16, Remark 1.1], or the earlier results of Veretennikov [25].). Finally, the last statement of the theorem follows by the same arguments as for Lemma 5.1 at the start of Section 5 in [4].

## 4 Approximation scheme

We discretise the PDE in the form (3.1) using $M \in \mathbb{N}^{\star}$ time points and a time step $k:=T / M$, as well as $N \in \mathbb{N}^{\star}$ spatial intervals of width $h:=1 / N$. We write $v_{n}^{m}$ for the approximation to $w(m k, n h)$, for $n \in\{0, \ldots, N\}$, $m \in\{0, \ldots, M\}$. The boundary conditions are then for all $n \in\{0, \ldots, N\}, v_{n}^{M}:=0$, and for all $m \in\{0, \ldots, M\}$, $v_{0}^{m}:=0, v_{N}^{m}:=0$. We first introduce a regularised problem with strictly positive and bounded control set: for any positive constant $d \geq 1 / \mathrm{e}$, set $I^{d}:=[1 / \mathrm{e}, d]$. Considering $w_{d}$ the solution of (3.1) with $\sup _{a \geq 1 / \mathrm{e}}$ replaced by $\sup _{a \in[1 / \mathrm{e}, d]}$, the dominated convergence theorem ensures the pointwise convergence of $w^{d}$ to $w$.
We will discuss both explicit and implicit time-stepping schemes. For the explicit finite difference scheme, which is understood backwards in time, with $v^{M}=0$, and for all $m \in\{1, \ldots, M\}, n \in\{1, \ldots, N-1\}$

$$
\begin{equation*}
2 \frac{v_{n}^{m}-v_{n}^{m-1}}{k}=\inf _{a \in I^{d}}\left\{\left(-a\left(A v^{m}\right)_{n}-\log a-1\right\}\right. \tag{4.1}
\end{equation*}
$$

where $v^{m}:=\left(v_{0}^{m}, \ldots, v_{N}^{m}\right)$, and the matrix operator $A$ is defined row-wise for $n \in\{1, \ldots, N-1\}$ as $\left(A v^{m}\right)_{n}:=$ $\left(v_{n+1}^{m}-2 v_{n}^{m}+v_{n-1}^{m}\right) / h^{2}$.
The explicit scheme can be re-arranged as

$$
\begin{equation*}
v_{n}^{m-1}=\sup _{a \in I^{d}}\left\{\pi(a) v_{n+1}^{m}+(1-2 \pi(a)) v_{n}^{m}+\pi(a) v_{n-1}^{m}+k(\log a+1) / 2\right\} \tag{4.2}
\end{equation*}
$$

for $\pi(a):=k a /\left(2 h^{2}\right)$. If $k d / h^{2} \leq 1, \pi(a)$ and $1-2 \pi(a)$ are guaranteed to be non-negative for all $a \in I^{d}$ and are interpretable as transition probabilities. Therefore, defining a symmetric random walk by $\widehat{X}_{m}=\widehat{X}_{m-1}+h \xi_{m-1}$, where $\xi_{m}$ are i.i.d. with $\mathbb{P}\left[\xi_{m}=1\right]=\mathbb{P}\left[\xi_{m}=-1\right]=\pi(a), \mathbb{P}\left[\xi_{m}=0\right]=1-2 \pi(a)$, and 0 else, we have

$$
v_{n}^{0}=\frac{1}{2} \sup _{\hat{a}}\left\{\sum_{j=0}^{\hat{\tau}-1}\left(\log \left(a_{j}\right)+1\right) k\right\}, \hat{\tau}:=\min \left\{j \in \mathbb{N}: \widehat{X}_{j} \in\{0,1\}\right\}
$$

where $\hat{a}:=\left(a_{0}, \ldots, a_{M-1}\right)$ is an admissible discrete control process. By choosing $a_{j}=1 / \mathrm{e}$ for all $j$, it is clear that $v^{m}$ is non-negative for all $m$. Moreover, $x(1-x) / 2$ is a super-solution to the scheme, from which is follows that $v_{n}^{m} \leq x_{n}\left(1-x_{n}\right) / 2$ for all $n$ and $m$.
We now turn to the implicit scheme. For all $m \in\{1, \ldots, M\}, n \in\{1, \ldots, N-1\}$, let

$$
\begin{equation*}
2 \frac{u_{n}^{m+1}-u_{n}^{m}}{k}=\inf _{a \in I^{d}}\left\{-a\left(A u^{m}\right)_{n}-\log a-1\right\} \tag{4.3}
\end{equation*}
$$

where $u^{m}:=\left(u_{0}^{m}, \ldots, u_{N}^{m}\right)$. This can be written as

$$
\begin{equation*}
\inf _{a \in I^{d}}\left\{\left((1-(k a) / 2 A) u^{m}\right)_{n}-k(\log a+1) / 2\right\}=u_{n}^{m+1} \tag{4.4}
\end{equation*}
$$

Using that $1-(k a) / 2 A$ is a (strictly diagonally dominant) $M$-matrix, we have that the scheme is monotone and a similar argument to above gives the same bounds on the solution as for the explicit scheme, without constraints on the time-step. Therefore, we can let $d \uparrow \infty$ and obtain monotone convergence of the discrete solution.
A standard calculation shows that the explicit and implicit scheme are consistent with the PDE. The framework by Barles and Souganidis [5] then implies convergence to the viscosity solution of the PDE as $k, h \downarrow 0$, maintaining $k d / h^{2} \leq 1$ in the case of the explicit scheme. We will focus on the implicit scheme from now on for its unconditional stability, which is here especially useful due to the arbitrarily large control values close to the terminal time, i.e., for convergence we need to choose arbitrarily large $d$.

The system (4.4), combined with boundary conditions, is a nonlinear finite dimensional system of equations, which can be solved by policy iteration: starting from an initial guess $u^{(0)}$, define for each $i \in \mathbb{N}, a_{n}^{(i)}:=$ $\min \left\{-1 /\left(A u^{(i)}\right)_{n}, d\right\}$, and then solve the linear system

$$
u_{n}^{(i+1)}-k / 2\left(a_{n}^{(i)}\left(A u^{(i+1)}\right)_{n}+\log a_{n}^{(i)}+1\right)=u_{n}^{m+1}
$$

This iteration converges super-linearly by standard results (see Bokanowski, Maroso, and Zidani [7]). In practice, 2 or 3 iterations are sufficient for high accuracy. Figure 3 shows the second derivative of the value function, $\partial_{x x} e$, and the optimal volatility $\sigma^{\star}$ as function of $x$ for different $t$, with $T=1$. The numerical solution was computed with $M=N=1000, d=10^{6}$.


Figure 3: Second derivative $\partial_{x x} e$ of value function and optimal volatility $\sigma^{\star}$ for $t_{0}=0.5, t_{1}=0.9, t_{2}=0.99$.

## 5 Asymptotics near the time boundary

Here, we investigate the behaviour of the solution as $t \longrightarrow T$ by the method of of matched asymptotic expansions (see, e.g., [18, Chapter 5]). For small values of $T-t$, the solution domain can be separated into an 'inner region' near each of the boundaries at $x=0,1$, and an 'outer region' away from the boundaries. We construct separate
approximations (which happen to be exact solutions of the PDE but none of which satisfies all the necessary boundary conditions), and join them by matching in overlap regions between the two inner regions and the outer region. We can use these separate solutions to construct a composite expansion which is a uniform approximation in the whole domain.
It is more convenient to work with $p$ defined by $p(t, x):=-\partial_{x x} e(T-t, x)$, which satisfies

$$
\begin{equation*}
2 \partial_{t} p=\partial_{x}\left(\partial_{x} p / p\right), p(0, x)=0, p(t, 0)=p(t, 1)=1 \tag{5.1}
\end{equation*}
$$

Note that this is now a forward equation with initial condition at $t=0$.

## 5.1 'Inner region'

We begin by considering the inner region near $x=0$. The PDE is invariant under scaling $t$ with $\varepsilon$-real, positive, and thought of as being small-and $x$ with $\sqrt{\varepsilon}$, while the initial condition and the boundary condition at $x=0$ (but not that at $x=1$ ) are invariant under this scaling. We deduce that, for small $t$, there is a region $x / \sqrt{t}=O(1)$ in which $x$ itself is small but the PDE does not become trivial. For small $t$, therefore, we work in this inner region, thereby ignoring the boundary condition at $x=1$ (it is replaced by asymptotic matching) and solve, in the semi-infinite domain $(t, x) \in(0,+\infty)^{2}$, the problem

$$
\begin{equation*}
2 \partial_{t} p^{\mathrm{in}}=\partial_{x}\left(\partial_{x} p^{\mathrm{in}} / p^{\mathrm{in}}\right), p^{\mathrm{in}}(0, x)=0, p^{\mathrm{in}}(t, 0)=1 \tag{5.2}
\end{equation*}
$$

The inner solution near $x=1$ follows by substitution $x \longrightarrow 1-x$. Although we have yet to consider the outer region, we anticipate that $p^{\text {in }}(t, x) \longrightarrow 0$ as $x \longrightarrow \infty$.

The whole problem (5.2) is invariant under the scaling in $t$ and $x$ mentioned above, which suggests the similarity ansatz $p^{\text {in }}(t, x)=f(\xi)$, where $\xi:=x / \sqrt{t}$. This matches the initial and boundary condition in (5.2) if we require $f(0)=1$ and $\lim _{\xi \rightarrow \infty} f(\xi)=0$. Insertion in the PDE in (5.2) gives

$$
\begin{equation*}
-\xi f^{\prime}=\left(f^{\prime} / f\right)^{\prime} \tag{5.3}
\end{equation*}
$$

This equation too has scaling (group) invariances, of which the invariance under scaling $x$ with $\lambda$ and $f$ with $1 / \lambda^{2}$ means that setting $f=g / \xi^{2}$ leads to the homogeneous problem

$$
-\xi g^{\prime}+2 g=\xi^{2}\left(g^{\prime} / g\right)^{\prime}+2
$$

Exploiting the homogeneity by using the logarithmic derivative $\xi \mathrm{d} / \mathrm{d} \xi$ leads to an autonomous second-order equation which can be reduced to a first-order equation-and, in fact, a quadrature - by the further substitution $\xi g^{\prime}=g H(g)$, in which the first $g$ on the right is for convenience. The result is the separable equation

$$
\begin{equation*}
g H H^{\prime}+(1-g)(2-H)=0 \tag{5.4}
\end{equation*}
$$

with $g(\xi)$ subsequently recovered by separating $\xi g^{\prime}=g H(g)$. A graphical analysis-equivalent to a phaseplane - which we defer to later (see Section 5.5), shows that the solution we require must satisfy the boundary and asymptotic conditions $g(0)=0, g(\xi) \longrightarrow 1$ as $\xi \longrightarrow \infty$, and $H(0)=2, H(1)=0$.
Then by separation and integration of (5.4), and using these conditions, we find

$$
\begin{equation*}
H(g)+2 \log (2-H(g))=\log g-g+1+2 \log 2 \tag{5.5}
\end{equation*}
$$

With $H$ implicitly given by (5.5), using $\xi g^{\prime}=g H(g)$ and $g=\xi^{2} f$

$$
\begin{equation*}
f^{\prime}=-f \cdot\left(\frac{2-H\left(\xi^{2} f\right)}{\xi}\right), f(0)=1 \tag{5.6}
\end{equation*}
$$

Then $p^{\text {in }}(t, x)=f(x / \sqrt{t})$.

## 5.2 'Outer region'

When considering the outer region, with outer solution $p^{\text {out }}(t, x)$, we ignore the spatial boundary conditions as the solution changes rapidly near the boundaries, in the manner just described, and represented by $p^{\text {in }}(t, x)$. We note that the far-field behaviour of $p^{\text {in }}(t, x)$ is $t / x^{2}$, as $f(\xi) \sim 1 / \xi^{2}$ for large $\xi$. This suggests that we look for separable solutions of the form $p^{\text {out }}(t, x)=a(t) q(x)$. Insertion in (5.1) gives

$$
\begin{equation*}
\dot{a}=1,2 q=\left(q^{\prime} / q\right)^{\prime} \tag{5.7}
\end{equation*}
$$

since the separation constant may be taken equal to 1 without loss of generality, by rescaling $q$.
Bearing in mind the initial condition, we take the constant of integration for $a$ to be zero, so that $a(t)=t$. The equation for $q$ can be solved in various ways (for example, it is homogeneous, so one can first find $q^{\prime}$ as a function of $q$ ); its general solution is $q(x)=c^{2} / \sin ^{2}\left(c\left(x-x_{0}\right)\right)$ for arbitrary constants $c$ and $x_{0}$. We now determine these by matching.

As an aside, we note that taking the limit $c \longrightarrow 0$ shows that $t / x^{2}$ is an exact solution to (5.1), without the boundary conditions.

### 5.3 Asymptotic matching and comparison

We are now in a position to join the inner and outer solutions (in practice, of course, they are found iteratively in parallel). We need to use the standard Van Dyke matching rule (see, e.g., [18, Subsection 5.1.5]) in the form

$$
\text { one-term outer }(\text { one-term inner })=\text { one-term inner }(\text { one-term outer })
$$

where 'one-term' simply means we take the leading-order behaviour in the limits that correspond to transiting from one region to another; thus on the left we take the behaviour of $f(\xi)$ as $\xi \longrightarrow \infty$, and write it in terms of $x$ and $t$, while on the right we take the behaviour of the outer solution as $x \longrightarrow 0$. The method is equivalent to matching in an overlap region $\sqrt{t} \ll x \ll O(1)$.
From $g(\xi) \longrightarrow 1$ as $\xi \longrightarrow \infty, f(\xi) \sim 1 / \xi^{2}$ for large $\xi$. In outer variables this is $t / x^{2}$, and so matching dictates that $p^{\text {out }}(t, x) \sim t / x^{2}$ for $x \longrightarrow 0$. Expanding $p^{\text {out }}(t, x)=t c^{2} / \sin ^{2}\left(c\left(x-x_{0}\right)\right)$ for small $x$, we see that we can only match with $t / x^{2}$ if $x_{0}=0$.

At this point, $c$ is not determined. However, the outer solution must have a similar singularity at $x=1$, and this tells us that $\sin c=0$, so $c=\pi$ (other values like $2 \pi$ are ruled out because the solution is strictly concave). It is then automatic-by symmetry - that $p^{\text {out }}(t, x)$ has the correct singularity to match with the inner solution near $x=1$.
Note that the outer solution coincides with the solution derived in [4]. We can now deduce the following comparisons.

Proposition 5.1. We have, for all $x \in[0,1], t \in[0, T)$,

$$
\begin{align*}
& p^{\text {in }}(t, x) \leq p(t, x) \leq p^{\text {out }}(t, x),  \tag{5.8}\\
& e^{\text {out }}(t, x) \leq e(t, x) \leq e^{\text {in }}(t, x),  \tag{5.9}\\
& \frac{\sin (\pi x)}{\pi \sqrt{T-t}} \leq \sigma^{\star}(t, x) \leq \frac{\min \{x, 1-x\}}{\sqrt{T-t}}\left(1+o\left(\frac{\sqrt{T-t}}{\min \{x, 1-x\}}\right)\right) . \tag{5.10}
\end{align*}
$$

Proof. We begin by noting that the right-hand inequality of (5.8) and left-hand inequality of (5.10) are implied by Proposition 3.5. We proceed with the left-hand inequality of (5.8). By construction, $p^{\text {in }}$ solves (5.2). Moreover, $f$ and hence $p^{\text {in }}$ is smooth and from (5.6) with $\xi \geq 0, H \leq 2$, we have $f^{\prime} \leq 0$, so that $\partial_{t} p^{\text {in }} \geq 0$. As moreover $f \leq 1$, also $p^{\text {in }}(t, 1) \leq 1$ and we can apply Proposition 3.6 to deduce $p^{\text {in }} \leq p$.

Then (5.9) follows by integrating $\partial_{t} e(t, x)=\log (p(T-t, x))$ backwards in $t$, and correspondingly for $e^{\text {in }}$ and $e^{\text {out }}$. Lastly, for the right-hand inequality in (5.10) we use $\xi^{2} f(\xi) \longrightarrow 1$ as $\xi \longrightarrow \infty$, so that

$$
p(t, x) \geq p^{\text {in }}(t, x) \geq \frac{x^{2}}{t} \frac{1}{1+o\left(\frac{t}{x^{2}}\right)}, \text { as } \frac{t}{x^{2}} \longrightarrow 0 \Longrightarrow \sigma^{\star}(t, x) \leq \frac{x}{\sqrt{T-t}}\left(1+o\left(\frac{\sqrt{T-t}}{x}\right)\right)
$$

By symmetry in $x$, (5.10) follows.

A plot of $e, e^{\text {in }}$ and $e^{\text {out }}$ is given in Fig. 5, left, illustrating the ordering in (5.9). The bounds in (5.10) show that while $\bar{\sigma}$ from [4] is dominated by $\sigma^{\star}$, they share the essentially same inverse square root singularity close to the terminal time.

### 5.4 Composite expansion

Finally, we construct a composite expansion, in the form 'inner + outer - common', where 'common' means the part of both expansions that is determined by matching (here, $t / x^{2}$ ). Adding the inner solutions, outer solution, and subtracting the common limit, we finally get

$$
\begin{equation*}
p(t, x) \sim p^{\operatorname{comp}}(t, x)=f\left(\frac{x}{\sqrt{t}}\right)-\frac{t}{x^{2}}+\frac{\pi^{2} t}{\sin ^{2}(\pi x)}+f\left(\frac{1-x}{\sqrt{t}}\right)-\frac{t}{(1-x)^{2}}, t \ll 1,0 \leq x \leq 1 \tag{5.11}
\end{equation*}
$$

where $f$ satisfies (5.6) with $H$ defined implicitly by (5.5).
For the computations, we solve the ODE (5.6) with Matlab's built-in ode45, which is based on the explicit Runge-Kutta $(4,5)$ formula, see Dormand and Prince [11]. Herein, the function $H$ is found from (5.5), where the initial guess provided to the iterative fzero solver is chosen as $2-2 \sqrt{g}$.


Figure 4: Left: error between the composite asymptotic solution for $p$ in (5.11) for different $t$, compared to the numerical approximation. Right: the derived asymptotic solution for $\sigma(t, \cdot)=1 / \sqrt{p(t, \cdot)}$ for different $t$, compared to the numerical approximation, all normalised by their maximum.

The entropy $e$ can now be found by integrating the relationship $2\left(\partial_{t} e\right)(T-t, x)=\log p(t, x)$ in time. For the inner region, integrating by parts twice

$$
\begin{aligned}
2 e^{\mathrm{in}}(T-t, x)-0 & =-\int_{0}^{t} \log p^{\mathrm{in}}(s, x) \mathrm{d} s \\
& =-\int_{x / \sqrt{t}}^{\infty} \log f(\xi) \frac{2 x^{2}}{\xi^{3}} \mathrm{~d} \xi \\
& =\left.x^{2} \frac{\log f(\xi)}{\xi^{2}}\right|_{x / \sqrt{t}} ^{\infty}+\left.x^{2} \frac{f^{\prime}(\xi)}{\xi f(\xi)}\right|_{x / \sqrt{t}} ^{\infty}-x^{2} \int_{x / \sqrt{t}}^{\infty}\left(\frac{f^{\prime}(\xi)}{f(\xi)}\right)^{\prime} \frac{1}{\xi} \mathrm{~d} \xi \\
& =-t \log f(x / \sqrt{t})-x \sqrt{t} \frac{f^{\prime}(x / \sqrt{t})}{f(x / \sqrt{t})}-x^{2} f(x / \sqrt{t})
\end{aligned}
$$

where in the last step we used (5.3). For the outer region, similarly and more simply,

$$
2 e^{\text {out }}(T-t, x)=-2 t \log \pi+t-t \log t+2 t \log (\sin \pi x)
$$

In the overlap region, $e \sim t-t \log t+2 t \log (x)$, so that the composite expansion is

$$
\begin{equation*}
e(t, x) \sim e^{\operatorname{comp}}(t, x)=e^{\mathrm{in}}(t, x)+2 t \log (\sin \pi x /(\pi x))+2 t \log (\sin \pi(1-x) /(\pi(1-x)))+e^{\mathrm{in}}(t, 1-x) \tag{5.12}
\end{equation*}
$$



Figure 5: Left: inner, outer, and composite asymptotic solution for $e$ from (5.12) for different $t$, compared to the numerical approximation. Right: candidate trajectories of (5.4) in the $(g, H)$-plane. The unique path consistent with the boundary conditions is shown as solid.

In Figure 4, we plot the error in $p^{\text {comp }}(t, x)$, defined as the difference between it and the numerical solution, at a variety of times. The agreement is excellent for small times, and although it appears somewhat large near the boundaries when $t=10^{-1}$, it is worth noting that taking the limit $x \longrightarrow 0$ in $p^{\text {comp }}(t, x)$ gives the value $1-\pi^{2} t / 3 \approx 1-3.29 t$, with a very small correction due to the inner and common terms from the boundary $x=1$ (which almost cancel). This is consistent with the plot. Unfortunately it does not appear easy to construct the second term in the asymptotic expansions.

Figure 5 shows the same comparison for the entropy. Being integrated in time, the error is an order of magnitude smaller and the approximation is excellent on the whole domain (here, we expect the error to be $\left.O\left(t^{2}\right)\right) .{ }^{4}$

### 5.5 Analysis of the inner-layer ODE

We now look in more detail at the ODE for $H(g)$ that arises in the inner-region analysis. From $f(0)=1$ it follows that $g(\xi) \sim \xi^{2}$ as $\xi \longrightarrow 0$. Hence, from (5.4), all relevant trajectories in the $(g, H)$-plane-see Figure 5 , right-start from $(0,2)$, which is a node, from which all trajectories emerge tangential to the $H$ axis, with the exception of the trajectory $H=2$ (which corresponds to $g=\xi^{2}, f=1$, which is a trivial and irrelevant solution of the original PDE). We argue that the only possible trajectory is the one that decreases in $H$ and ends in $(1,0)$, which is a saddle with asymptotic directions along $(1, \pm \sqrt{2})$.

All trajectories with $g<0$ are irrelevant, as are those that start upwards from ( 0,2 ); these latter ones (dotted in Figure 5, right) cannot cross the trajectory $H=2$ and thus $H>2$ on them, from which $\xi g^{\prime}(\xi)>2 g$, so $(\log g-2 \log \xi)^{\prime}>0$ and finally $g>c \xi^{2}$ for some positive $c$, so $f(\xi)>c$ which is inconsistent with the boundary condition at infinity.
We now consider the trajectories that decrease from $(0,2)$ until they meet the vertical line from $(1,0)$ to $(1,2)$, which they cross horizontally and thereafter increase, approaching $H=2$ exponentially (dash-dotted in Figure 5, right). Hence there is $c>0$ such that for sufficiently large $g$,

$$
H>2-c / g \Longrightarrow \xi g^{\prime} / g>2-c / g \Longrightarrow \frac{g^{\prime}}{g-c / 2}>\frac{2}{\xi}
$$

[^4]Integrating, we have $g(\xi)>c / 2+A \xi^{2}$ for some $A>0$, leading again to a contradiction.
Lastly, the trajectories that cross the horizontal line from $(0,0)$ to $(1,0)$ do so vertically, and they are asymptotic to the negative $H$ axis as $g \longrightarrow 0$ (dashed in Figure 5, right). Specifically, as $H \longrightarrow-\infty$ and $g \downarrow 0$, we have $g H^{\prime} \sim 1$, so that $H \sim \log \left(g / c_{1}\right)$ for some positive $c_{1}$. Using this in $\xi g^{\prime}(\xi)=g H(g)$ and integrating gives $\log \left(c_{2} \xi\right) \sim \log \log \left(g / c_{1}\right)$ for some $c_{2}$ which is also positive as $\xi \longrightarrow+\infty$ in this limit. Exponentiating twice gives $g(\xi) \sim c_{1} \mathrm{e}^{c_{2} \xi}$ as $\xi \longrightarrow \infty$. With its exponential growth, this solution cannot be matched to any outer solution that makes sense in the context of our problem; hence these solutions are inadmissible. We conclude by elimination that our trajectory is, as claimed, that heteroclinic one that joins the two critical points.
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[^1]:    ${ }^{1}$ Backhoff-Veraguas and Beiglböck consider

    $$
    G_{0}(X):=F_{0}(X)-\int_{0}^{T} \sigma_{t}^{2} / 2 \mathrm{~d} t
    $$

    as the objective function. Nevertheless, Itô's formula applied to $X_{t}^{2}$ yields $\mathbb{E}^{\mathbb{P}}\left[\int_{0}^{T} \sigma_{t}^{2} \mathrm{~d} t\right]=\mathbb{E}^{\mathbb{P}}\left[X_{T}^{2}-X_{0}^{2}\right]=1 / 4$ and thus $\mathbb{E}^{\mathbb{P}}\left[G_{0}(X)\right]=$ $\mathbb{E}^{\mathbb{P}}\left[F_{0}(X)\right]-1 / 8$ for all $X \in \mathcal{M}$. Therefore, we do not distinguish $F_{0}$ and $G_{0}$ without any loss of generality.

[^2]:    ${ }^{2}$ A typical exciting match is the 2008/2009 Champions League semi-final between Chelsea and Liverpool. First leg 3:1; second leg, aggregate: $3: 2,3: 3,4: 3,5: 3,6: 3,6: 4,6: 5,7: 5$.

[^3]:    ${ }^{3}$ Alternatively, it can be verified that 0 and $e_{\infty}$ are sub- and super-solutions, respectively.

[^4]:    ${ }^{4}$ Note though that the values of $t$ are different between $p$ and $e$. It proved difficult to approximate $p$ numerically to sufficient accuracy for very small $t$ in order to compute the expansion error reliably.

