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Abstract

This article presents a methodology that aims to model and to provide predictive capabilities for the
lifetime of Proton Exchange Membrane Fuel Cell (PEMFC). The approach integrates parametric iden-
tification, dynamic modeling, and Extended Kalman Filtering (EKF). The foundation is laid with the
creation of a representative aging database, emphasizing specific operating conditions. Electrochemical
behavior is characterized through the identification of critical parameters. The methodology extends to
capture the temporal evolution of the identified parameters. We also address challenges posed by the
limiting current density through a differential analysis-based modeling technique and the detection of
breakpoints. This approach, involving Monte Carlo simulations, is coupled with an EKF for predicting
voltage degradation. The Remaining Useful Life (RUL) is also estimated. The results show that our
approach accurately predicts future voltage and RUL with very low relative errors.

Keywords: PEM fuel cell, aging, lifetime prediction, hybrid approach, extended Kalman filter, time
change detection, Monte Carlo simulation, remaining useful life.

1. Introduction

To satisfy increasingly stringent requirements
in terms of CO2 emissions, the Proton Exchange
Membrane Fuel Cell (PEMFC) is a promising
technology to decarbonize the road trafic. It
will involve commercial vehicles, buses and heavy
goods vehicles in the short and medium term
and private cars later [1]. A PEMFC is an elec-
trochemical system that directly converts chemi-
cal energy from combustion into electrical energy,
heat and water. This process is based on two
main equations: the oxidation of hydrogen and
the reduction of oxygen. Despite the high hopes
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of this new technology, the inevitable aging phe-
nomena, characterized by performance degrada-
tion over time due to changes in electrochemi-
cal and physical properties of the fuel cell com-
ponents, imposes limitations on its operational
lifetime and efficiency [2]. Performance degra-
dation depends mainly on failures encountered
during the use of the fuel cell system, losses as-
sociated with certain electrochemical phenomena
and also on the operating conditions. Losses are
generally categorized into four types: activation
losses (ηact), diffusion losses (ηdiff ), ohmic losses
(ηohm) and parasitic losses. Activation losses re-
flect the kinetics of the reactions occurring in the
fuel cell, with the assumption that there is no lim-
itation due to material transport. As for diffusion
losses, they result from the transport phenomena
of reactants within the fuel cell. Concerning the
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ohmic losses, they occur in conductors and at in-
terfaces, representing charge transport phenom-
ena (protons and electrons). Parasitic losses en-
compass all phenomena that are challenging to
explain and model. Issues related to the durabil-
ity of fuel cell systems remain a major concern
for large-scale adoption of this technology. Mech-
anisms for identifying aging factors, diagnosing
failures and/or predicting aging must therefore be
integrated into the control strategies.

The most commonly used health indicator for
modeling the aging of a fuel cell is its voltage. The
majority of methods attempt to establish a rela-
tionship between the voltage as output and the
operating current density, as well as the operating
conditions as input. Several approaches has been
proposed in the literature. They are varied and
grouped into three categories [3–5]: model-based,
data-driven and hybrid methods.

The objective of model-based methods is to
finely describe the physical phenomena involved,
or to reproduce the observed behaviour using a
mathematical equation. Polverino and Pianese
[6] propose a semi-empirical model of the volt-
age of a PEMFC, primarily based on the Elec-
troChemical active Surface Area (ECSA), with
the main objective of predicting the Remain-
ing Useful Life (RUL). After extracting charac-
teristic measurements of the effect of load pro-
file on voltage degradation, Zhang et al. [7] pro-
pose an empirical model for the lifetime predic-
tion of an automotive PEMFC. Tognan et al. [8]
propose an empirical model based on a generic
methodology dissociating the reversible and the
irreversible voltage losses dynamics to predict the
nominal voltage degradation with time. Hu et al.
[9] propose a voltage model considering tempera-
ture fluctuations and sensor errors for predicting
PEMFC lifetime in dynamic city bus operations.
Zhang and Pisu [10] use an Unscented Kalman
Filter (UKF) to track the degradations and pre-
dict the RUL of a PEMFC. Liu et al. [11] use
the same semi-empirical model with an Adaptive
Unscented Kalman Filter (AUKF) for RUL pre-
diction. Bressel et al. [12] introduce the Extended
Kalman Filter (EKF) into the RUL prediction do-
main of PEMFC systems. Jouin et al. [13] explore

the use of Particle Filters (PF) in the prognostic
domain of PEMFC systems. The main limitation
of the approaches in the literature is that the dy-
namical models proposed are not often linked to
specific degradation phenomena. Empirical pa-
rameters are modeled with the only purpose of
reproducing the voltage degradation.

Data-driven methods are generally standard
statistical learning models or artificial intelligence
algorithms. The dynamical behaviour of the stack
is learned from appropriate measurements made
on the system. They do not require knowledge
of the system or physical laws, but a sufficiently
large amount of data is needed to build high per-
formance predictions. Napoli et al. [14] employe a
traditional MultiLayer Perceptron (MLP) neural
network with various stacking strategies to pre-
dict the evolution of voltage and cathode tem-
perature in a 5 kW PEMFC stack. Silva et al.
[15] presente a methodology based on the Adap-
tive Neuro-Fuzzy Inference System (ANFIS) to
predict temporal variations in the voltage of a
PEMFC stack. The Summation-Wavelet Extreme
Learning Machine (SW-ELM) method was intro-
duced in the field of PEMFC systems by Javed et
al. for the long-term prediction of RUL [16]. Re-
current Neural Network (RNN) architectures are
currently widely used for predicting the degrada-
tion of a PEMFC system. Liu et al. [17] employe
a Long Short-Term Memory (LSTM) network to
predict the future voltage of a proton exchange
membrane fuel cell and estimate the remaining
useful life. Wang et al. [18] propose a bidirec-
tional LSTM incorporating an attention mecha-
nism for predicting the degradation of the voltage
in a PEMFC system. To estimate the RUL, Long
et al. [20] use a Gated Recurrent Unit (GRU).
Vichard et al. [21] design an Echo State Neural
Network (ESNN) model, belonging to the cat-
egory of RNN, to predict the long-term perfor-
mance of PEM fuel cells using 5,000 hours of ex-
perimental data.

The hybrid approach involves merging a model-
based method with a data-based method. It
requires a physical model describing certain
degradation phenomena and a sufficient data to
capture the underlying relationships not taken
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into account by the model. There are fewer
hybrid approaches in the literature for modeling
the aging of PEMFC. Zhou et al. [22] integrate
a Non-linear AutoRegressive Neural Network
(NARNN) data-driven model with an empirical
voltage model, wherein parameters are estimated
using a particle filter. Cheng et al. [23] propose
the Regularized Particle Filter (RPF) for three
empirical models of voltage degradation combined
with the Least Square Support Vector Machine
(LSSVM) to predict the remaining useful life of
a PEM fuel cell stack. Xie et al. [24] introduce a
hybrid approach combining a particle filter and
a LSTM network. With a similar approach, Ma
et al. [25] combine an EKF with a LSTM. Xia
et al. [26] use the locally weighted regression
method to decompose the voltage data into two
components: calendar aging and reversible ag-
ing. Then, an Adaptive Extended Kalman Filter
(AEKF) and a long-term memory neural network
are applied to predict these two parts.

Our paper aims to enhance the modeling and
lifetime prediction of PEMFCs by presenting a
methodology that integrates parametric identi-
fication, dynamic modeling, and filtering using
the extended Kalman filter algorithm. In order
to develop a modeling approach, a typical aging
database for a PEMFC is created under specific
operating conditions. The initial step involves
the characterization of the electrochemical behav-
ior by identifying critical parameters such as ex-
change current (j0), parasitic current (jn) and lim-
iting current (jlim) densities. Dynamical models
for the parameters of interest are proposed. These
models are based on empirical observed trends.
However, a significant drop is noticed in the lim-
iting current density jlim, leading to a change in
the shape. As a result, performance declines more
rapidly. This behaviour can result from a signif-
icant accumulation of water in the cell, which is
one of the main technical issues in the develop-
ment of PEMFC systems [27]. To model such a
phenomenon, we introduce an advanced modeling
technique based on differential analysis to high-
light critical transition points. A Monte Carlo
simulation of the limiting current density is car-

ried out to generate data according to different
scenarios. The simulated curves are coupled with
an extended Kalman filter on dynamical models
for predicting voltage degradation. Finally, the
remaining useful life is estimated by defining an
End-Of-Life (EOL) criterion.

In the subsequent sections, we provide more de-
tails on our methodology. First, the simulated
data are discussed. Then, the electrochemical
model used is described in Section 2.2. The para-
metric identification results are reported in 2.3.
The proposed evolution models for the parame-
ters of interest are described in 2.4. Subsections
2.5 and 2.6 present the EKF and the framework
for predicting future performance and RUL, re-
spectively. Finally, the results are presented and
discussed in Section 3.

2. Methodology

This section outlines the steps to model the ag-
ing process and predict the lifetime. To model the
aging of a fuel cell, it is crucial to have at hand a
physical or mathematical equation that expresses
how performance changes to specific degradation
mechanisms under certain operating conditions
and a given mission profile. Among various ap-
proaches, we will use a well-known model based
on the polarization equation, also known as the
quasi-static model. The goal is to identify the
model parameters using the available data. Based
on the time evolution of the parameters of inter-
est, we propose aging laws helpful to develop a
model for predicting the lifetime.

2.1. Data source

Predicting the lifetime of a fuel cell requires to
have at hand data. They are used to either initial-
ize model parameters or to learn underlying pat-
terns. Collecting a large quantity of aging data for
a fuel cell is very expensive in terms of time and
resources. Numerical simulation is an alternative
often deployed. To do so, we have built a typical
aging database for a PEMFC under specific oper-
ating conditions. This was achieved by modeling
various performance losses of a PEMFC and ag-
ing laws. The operating conditions are assured to
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be fixed regardless of the current over time (Table
1). The targeted test duration is 38,072 hours at
a fixed current density (j = 1A/cm2). In addition
to these considerations, other initial assumptions
are assured. More precisely: 1) there is no re-
versible losses in the aging process; 2) continuous
and slow aging phenomena (no membrane rup-
ture considered, for example); 3) average equiv-
alent cell (all cells age uniformly); 4) absence of
measurement noise.

Physical parameters Values Units

Temperature 75 ◦C
Pressure 2 bara

Relative Humidity on air side 30 %
Air side stoichiometry (λair) 2.5 -

Relative Humidity on H2 Side 50 %
H2 side stoichiometry (λH2

) 1.5 -

Table 1: Fixed operating conditions for the simulation.

To set the initial conditions for the simulation
model, real-world data were employed. These
data were obtained from the characterization of a
stack consisting of five cells with an active surface
area of 470 cm2. The corresponding polarization
curve and impedance spectroscopies are respec-
tively depicted in Figure 1 and 2.

Figure 1: Initial experimental polarization curve.

Figure 2: Experimental impedance spectroscopies for dif-
ferent levels of current density.

To parameterize the polarization curve at time
t = 0, it is important to have the values of the
ohmic resistance for different levels of current den-
sity. For this, the breakpoint method with the real
axis [28] is implemented to estimate the ohmic re-
sistance. The results obtained by applying this
procedure to each impedance spectrum are de-
picted in Figure 3.

Figure 3: Evolution of the experimental ohmic resistance
as a function of current density.

The generation of the aging database from the
simulation model provides three types of informa-
tion: polarization curve every 500 hours, ohmic
resistance as a function of current density every
500 hours (Figure 4) and the equivalent cell volt-
age every hour for 38,072 hours (Figure 5).

Figure 4: Simulated polarization curves (top) and ohmic
resistance (bottom) as functions of current density every
500 hours.
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Figure 5: Simulated voltage over time, with current den-
sity fixed at 1A/cm2.

2.2. Electrochemical model
The quasi-static model describes the voltage re-

sponse of a fuel cell to a current excitation. It
is a powerful tool for various applications such
as PEMFC characterization, aging studies, and
diagnostics. This model captures losses leading
to a reduction in reversible voltage (Erev), corre-
sponding to the theoretically obtained voltage in
the absence of electrical loss. The reversible volt-
age Erev, called Nernst potential [29], is calculated
from thermodynamic quantities and depends on
the temperature and pressures of H2 and O2.

The expression of the quasi-static model is
given in Equation (1); for all j,

Ucell(j) = Erev − ηact(j)− ηdiff (j)− ηohm(j). (1)

This is a model with non-dissociated electrodes.
However, other formulations of the quasi-static
model are proposed in [9, 30]. This variation
arises primarily from the way the losses are mod-
eled. Here, we consider the same formulation as
in [31]. Hence, the losses are:

ηact(j) =
RT

2αF
ln

(
j + jn
j0

)
, (2)

ηdiff (j) =
RT

2βF

∣∣∣∣ln(1− j

jlim

)∣∣∣∣ , (3)

ηohm(j) = rohm(j)× j. (4)
Table 2 provides a summary of the parameters

in the quasi-static model. Some of these param-
eters are well-known constants (F , R, T ), while
others need to be identified (β, jn, j0, and jlim).
The value of α is set at 0.5. Indeed, this assump-
tion is commonly made when modeling a PEMFC
[32].

Notation Parameter Unit

α Charge transfer coefficient -
F Faraday’s constant C/mol
R Universal gas constant J/(K.mol)
T Temperature K
jn Parasitic current density A/cm2

j0 Exchange current density A/cm2

β Diffusion coefficient -
jlim Diffusion limiting current density A/cm2

rohm Ohmic resistance density Ω.cm2

Table 2: Parameters of the quasi-static model.

2.3. Identification of the aging parameters
Parametric identification is an essential step in

modeling and characterizing the aging of a fuel
cell. Let θ ∈ Θ ⊂ Rm be the set of the m
unknown parameters associated with the quasi-
static model, and N the number of voltage mea-
surements at different current density. The opti-
mal parameter θ̂ (wherever it exists) is given by:

θ̂ = argmin
θ∈Θ

N∑
i=1

(
Umodel,i
cell − Udata,i

cell

)2

. (5)

To solve this non-linear least squares problem,
the Levenberg-Marquardt algorithm [33] is used.
The Root Mean Square Error (RMSE) is then cal-
culated to assess the performance of the identifi-
cation procedure.

RMSE =

√√√√ 1

N

N∑
i=1

(
Ûmodel,i
cell − Udata,i

cell

)2

,

where Ûmodel
cell is the estimated voltage associated

with the optimal parameter θ̂.
Initially, we consider that all the parameters

j0, jn, β, and jlim vary over time. This means
that they differ from one characterization to an-
other. These four parameters are identified for
each polarization curve. The evolution of the val-
ues obtained is depicted in Figure 6. The param-
eter β appears to be constant over time. Thus,
we assume that β is common to all the curves.
In other words, the diffusion coefficient remains
constant throughout the life of the fuel cell. The
trend of the other parameters remains unchanged
under this assumption.
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Figure 6: Evolution in time of the identified values for j0,
jn, jlim and β.

By evaluating the voltage associated with each
set of identified parameters, it appears that the
obtained values lead to good adjustment of the
model to the data (Figure 7).

Figure 7: Simulated polarization curves and those esti-
mated at different time points.

The maximum RMSE considering all polariza-
tion curve is 9.8783×10−17 which is very low.

2.4. Governing equations of aging

To model aging, a dynamic formulation of the
quasi-static model is proposed. Indeed, the polar-
ization curves are only produced at well-defined
times (not close to each other). So, the models
describing the evolution of the parameters of in-
terest are proposed. With these models, it is then
possible to assess the voltage over time.

Time-evolution models are proposed for the ex-
change current density j0, the parasitic current
density jn, the limiting current density jlim and
the ohmic resistance rohm.

The trends for j0 and jn suggests that their evo-
lutions can be approximated by decreasing and
increasing exponential functions, respectively. So

that, their expressions as a function of time are:

j0(t) = a0e
−k0t, (6)

jn(t) = ane
knt, (7)

where a0, an, k0 and kn are coefficients to esti-
mate.

We consider a normalized version of the time
defined by:

tnorm =
t

tmax

, (8)

where tmax is set at 38,000 hours.
Calibrating the coefficients of these models

against the respective data shows that the pro-
posed relationships effectively represent the tem-
poral evolutions of the exchange current den-
sity and parasitic current density. The result-
ing mean absolute errors are 5.3627×10−22 and
1.9346×10−18, respectively.

Ohmic resistance values over the time are also
needed to predict the future voltages. Extracting
this for a current density of 1A/cm2 every 500
hours yields Figure 8.

Figure 8: Temporal evolution of rohm at 1A/cm2.

Obviously, a linear trend modelizes perfectly
this evolution. Hence, we may write:

rohm(t) = r0ohm + kohm × t, (9)

where r0ohm and kohm are coefficients to identify.
To model the temporal evolution of the limiting

current density, we tried, in a first time, to express
it as a decreasing quadratic exponential function,

jlim(t) = a1e
−k1t2 . (10)

Fitting this function to the identified data gives
the results depicted in Figure 9. It shows that
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this formulation (named model1) does not cap-
ture very well the temporal evolution of jlim over
the entire lifetime of the system. The correspond-
ing RMSE is 4.5831×10−2.

Figure 9: Fitted curves of jlim with model1 (Equation 10).

Modeling the limiting current density is more
challenging. The complexity arises from the ob-
servation of a shift in the degradation regime be-
yond a certain point in time. This phenomenon
would explain the accelerated drop in voltage af-
ter around 30,000 hours (Figure 5). The change
in the degradation mode of jlim can be elucidated
by computing the first and second discrete deriva-
tives over time (Figure 10). The first discrete
derivative appears to evolve linearly as a func-
tion of time in the first instants (second discrete
derivative stable over the same period) and then
decreases non-linearly with an increasingly neg-
ative acceleration. This clearly reflects the exis-
tence of a breakpoint in the evolution of jlim.

Figure 10: First and second discrete derivatives of jlim
over time.

Taking this phenomenon into account, we pro-
pose the following model to describe the temporal
evolution of jlim:

jlim(t) = a1e
−k1t2

+ a2

(
e−k2(t−tc)2 − 1

)
1{t≥tc}, (11)

where tc is the breakpoint, a1, k1, a2, and
k2 are coefficients to be identified. This ap-
proach (named model2) effectively reproduce the
evolution of jlim (Figure 11) with a RMSE of
6.5552×10−4.

Figure 11: Fitted curves of jlim with model2 (Equation
11).

In the context of a predictive study, this method
may have limitations. In fact, the parameters
a2, k2, and tc of model2 may not be identifiable
when one has only at hand a few data points. In-
deed, accelerated degradation does not occur in
the early stages of the life of the fuel cell when
considering only slow and continuous aging phe-
nomena. To overcome these drawbacks, we pro-
pose a modeling approach that accurately reflects
the observed phenomena by introducing a change
detection criterion in the evolution of jlim. Before
and after the change time tc, the temporal evolu-
tion of jlim is governed by two different functions.
Denoting these two functions as P1 and P2 respec-
tively, we can express:

jlim(t) = P1(t)× 1{t≤tc} + P2(t)× 1{t>tc}, (12)

subject to the constraint P1(tc) = P2(tc) to ensure
the continuity of jlim at the breakpoint.

Let τ be a predefined duration, and λ0 a real
number greater than 1, the change detection cri-
terion is defined by:

tc = inf

{
t − τ :

∣∣∣∣P1(t) − P1(t − τ)

τ

∣∣∣∣ ≥ λ0

∣∣∣∣P1(t − τ) − P1(0)

t − τ

∣∣∣∣} . (13)

In other words, tc corresponds to the first in-
stant the decrease in the limiting current density
over the last τ hours becomes λ0 times larger than
since the beginning of the system’s operation.
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Beyond tc, the decrease in the rate of variation
of jlim between two instants would also be more
significant, providing a second derivative much
more negative than what it would have been if the
evolution of jlim had been still governed by the
function P1. We can express the second deriva-
tive of P2 in terms of that of P1 by the following
relation:

P ′′
2 (t) = λP ′′

1 (t), ∀ t > tc, with λ > 1. (14)

Integrating the two sides of the equation (14)
twice between tc and any instant t > tc, consider-
ing the continuity constraints of the function jlim
and of its first derivative at the point tc, yields
the following relation:

P2(t) = (1− λ)P1(tc) + λP1(t)

+ (1− λ)P ′
1(tc)(t− tc) ∀ t > tc. (15)

This modeling approach for jlim is used to pre-
dict the future voltage performance. More details
will be given in Section 2.6 concerning further con-
siderations on tc, the choice of P1, λ0 and λ.

2.5. Extended Kalman Filter

The Kalman filter [34] is an optimal recursive
filtering method widely used in various fields, in-
cluding control systems, navigation, and signal
processing. In statistics, filtering refers to an op-
eration that involves estimating the state of a dy-
namical system from partial and noisy measure-
ments. Such a system is described using physical
or mathematical models of evolution, allowing the
expression of the system’s future based on past or
present phenomena.

The measurements vector Yk are linked to the
unobserved state θk ∈ Rp (p the number of state
variables) by a relationship of the form:

Yk = hk(θk, uk) + Vk (16)

where k ∈ N is the time index, hk is the observa-
tion function, uk represents exogenous variables
(external inputs) and Vk ∈ Rp is the measurement
noise with covariance matrix Rk. This relation-
ship is called the observation model.

The current state of the system is also expressed
in terms of the past state through the state model
defined by:

θk = fk(θk−1) +Wk, (17)

where fk is the transition function between two
hidden states, and Wk is a process noise with co-
variance matrix Qk.

Equations (16) and (17) are fundamental for fil-
tering methods such as the Kalman filter, where
the hidden state of the dynamical system is esti-
mated by combining information from measure-
ments and from the dynamical model. The stan-
dard Kalman filter is effective for linear systems
with Gaussian noise. The extended Kalman filter
[35] is an extension of the traditional Kalman fil-
ter, designed to handle non-linear dynamics and
observations in a dynamical system. The non-
linearities are approximated by a linearized ver-
sion of the non-linear system model around the
last state estimate. Then, the standard Kalman
filter is applied to the linearised model.

The optimal values of the hidden states are
computed through two main steps: prediction and
update/correction (Figure 12). First, the filter
must be initialized with an initial guess of the θ0
state and its covariance matrix P0. The predic-
tion and update steps are then repeated for each
time step as new measurements become available.
When no more measurements are available, only
the prediction step is performed.

2.6. Lifetime prediction framework

This section outlines the sequential processes
developed to forecast future performance, charac-
terized by the voltage’s evolution. Subsequently,
the remaining useful life will be deduced by es-
tablishing an end-of-life criterion.

Formally, the prediction of future performances
can be defined as follows: given the voltage at
time tk, denoted as Yk ∈ R, in the sequence of
measurements Y = (Y0, . . . , Yk, . . . , Yn) compris-
ing n+1 measurements, forcast the future voltage
values Ŷ = (Ŷn+1, . . . , Ŷn+K), considering only
the information available in Y .
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Initializationθ0, P0

Prediction
1. Prediction of the next state using the
state transition function:

θ̂k|k−1 = fk(θ̂k)

2. Linearize fk around the current state
estimate to obtain the Jacobian matrix Fk.

3. Prediction of the covariance matrix:

Pk|k−1 = FkPk−1F
T
k +Qk

Update/Correction
1. Linearize hk around the updated state
estimate to obtain the Jacobian matrix Hk.

2. Computation of the Kalman gain Kk:

Kk = Pk|k−1H
T
k (HkPk|k−1H

T
k +Rk)

−1

3. Update of the state estimate and the
covariance matrix:

θ̂k = θ̂k|k−1 +Kk(Yk − hk(θ̂k|k−1, uk))

Pk = (I −KkHk)Pk|k−1

where I is the identity matrix.

Figure 12: Extended Kalman filter steps.

The proposed approach for aging prediction in-
volves the modeling of the temporal evolution of
voltage based on parameters related to different
losses, namely j0, jn, jlim, and rohm. This ap-
proach leverages both characterization data and
voltage measurements over time. The concept is
to use the evolution equations for the parameters
j0, jn, jlim, and rohm as proposed in Section 2.4.
Subsequently, their respective coefficients are es-
timated using only the identified values of these
parameters from polarization curves and ohmic
resistance available at time tn. An extrapolation
is then performed to obtain the values of j0, jn,
jlim, and rohm for all hours in the interval [0, tn].
To account for uncertainties introduced by the
parametric identification at two scales (polariza-

tion curves and evolution models), these extrapo-
lations are corrected using the extended Kalman
filter. Finally, the prediction of future voltage val-
ues is carried out.

Regarding the parameter jlim, the breakpoint
and how the system will degrade beyond it are
unknown in principle. So that, a Monte Carlo
simulation-oriented approach is adopted. The
variables tc and λ are treated as realizations of
random variables. Thus, multiple scenarios for
the evolution of jlim will be generated for t > tn.
For each scenario, the approach described in the
previous paragraph is applied. However, two cases
need to be distinguished:

• Case 1: tc is not detected after implementing
our time change detection algorithm applied
to the values of jlim between 0 and tn.

• Case 2: tc is known based on the values of
jlim between 0 and tn.

The time change detection algorithm, based on
the relation (13), is described in Algorithm 1:

The time window over which we inspect a
change in the degradation regime is set to τ = 10
hours. We also consider that there is a rupture in
the limit current density when its rate of variation
between t− τ and t is twice that between time 0
and t − τ , so λ0 = 2. The values of jlim over the
entire learning period (t ∈ [0, tn]) are obtained by
a cubic spline interpolation with constraints [36].
This ensures a relatively smooth curve with val-
ues that do not exceed intermediate values. A
cubic spline associated with the family (ti, j

i
lim)

is defined as any function S belonging to class
C2, a polynomial of degree at most 3 in each in-
terval [ti, ti+1], and such that S(ti) = jilim for all
i = 0, . . . , n. Additionally, three additional con-
ditions must be satisfied: the continuity of S and
of its first and second derivatives at the points
(ti)0≤i≤n.

In Case 1, we draw several values of tc from an
exponential distribution. For each tc, we draw a
sample for λ from a Pareto distribution. The ex-
ponential distribution is commonly used in prob-
ability theory and statistics to model a waiting
time until the next event, such as success, failure,
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Algorithm 1: Time change detection
Input: (jlim)t∈[t0,tn], τ , λ0

Output: tc
// Initialization;
t← 3τ ;
δt← 1 ;
while t ≤ tn do

▶ Compute the absolute variation rate
between t− τ and t;

δjt:t−τ
lim ← jlim(t− τ)− jlim(t)

τ

▶ Compute the absolute variation rate
between 0 and t− τ ;

δj0:t−τ
lim ← jlim(0)− jlim(t− τ)

t− τ

▶ Compute the actual λ;

λactual ←
δjt:t−τ

lim

δj0:t−τ
lim

if λactual ≥ λ0 then
tc ← t− τ ;
break ;

else
t← t+ δt;

end
end

or arrival—in our case, it is the acceleration of the
degradation of jlim. The Pareto distribution is a
probability distribution suitable for situations in
which a small number of events or extreme values
contribute significantly to the overall distribution.

Let Tc be the random variable modeling the
rupture instant, which follows an exponential dis-
tribution with scale parameter µ. Its cumulative
distribution function FTc is given by:

FTc(tc) = (1− e−
tc
µ )1{tc≥0}, µ > 0. (18)

Since tc > tn in the first case, the values of the
sample drawn from Tc must be shifted by tn. Fur-
thermore, to keep only plausible values of tc, we
add the condition that tc < tmax. We then have
a truncated exponential distribution on [tn, tmax].
To simulate a sample from the random variable

Tc|tn ≤ Tc ≤ tmax, we use the inverse Cumulative
Distribution Function (CDF) method [37]. It is
given by Algorithm 2.

Algorithm 2: Simulation of a Tc sample
by inverse CDF method
Input: µ, tn, tmax, nsample

Output: (tc,1, . . . , tc,nsample
)

for i← 1 to nsample do
▶ Simulate ui from a uniform
distribution between 0 and 1;

ui ∼ U [0, 1]

▶ Compute tc,i using the inverse CDF
of Tc|tn ≤ Tc ≤ tmax;

tc,i ← −µ log
(
e−

tn
µ + (e−

tn
µ − e−

tmax
µ )ui

)
end

Let Z be the random variable modeling the
multiplier factor λ of the acceleration after the
rupture time. It follows a Pareto distribution with
location parameter fixed to 1 and shape parame-
ter s. Its CDF is given by:

FZ(λ) = (1− λ−s)1{λ≥1}, s > 0. (19)

The values of λ are simulated using the same pro-
cedure as Algorithm 2 with the relation:

λ = u− 1
s , u ∼ U [0, 1].

The function P1 (Equation (20)) is defined as
a polynomial of degree 2, extending the learning
curve between tn and tc.

P1(t) = at2 + bt+ c. (20)

To estimate the coefficients a, b et c of the function
P1, we solve the system of equations S1:

S1

 P1(tn) = jnlim
P ′
1(tn) = S′(tn)

tc (P1(tc)− P1(tc + τ))=λ0τ
(
P1(tc)− j0lim

) (21)

These equations enable to link P1 to S at the
point (tn, jnlim) ensuring the continuity of the first
derivative at this point. Simultaneously, it takes
into account the change in the degradation mode
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of jlim through the rupture time, as specified by
relation (13). The solution leads to the following
expressions:

a =
λ0

(
j0lim − S′(tn)(tc − tn)− jnlim

)
+ S′(tn)tc

λ0(tc − tn)2 − tc(2tc − 2tn + τ)
, (22)

b = S ′(tn)− 2atn, (23)

c = jnlim − S ′(tn)tn + at2n. (24)

After tc, the function P2 (Equation (15)) is used
with the simulated values of tc and λ to continue
the prediction.

In the second case, that is, when tc is detected
through Algorithm 1, we have tc < tn. Only a
sample of λ will be used to simulate various sce-
narios anticipating how the acceleration of degra-
dation will appear. The estimated cubic spline S
over the interval [0, tn] is used replacing the func-
tion P1 proposed in case 1. To predict the values
of jlim beyond tn, the expression of the function
P2 is used with tn instead of tc and S instead of
P1.

The figure 13 depicts some examples of jlim sim-
ulations for different learning durations.

Figure 13: Simulation of 500 jlim curves for different learn-
ing durations. The red curves represent the simuled sce-
narios.

Given this modeling approach for jlim, this pa-
rameter is considered as an exogenous variable in

the EKF. For each simulated jlim curve, the EKF
is implemented for voltage prediction.

Let θk =
[
jk0 jkn rkohm

]T ∈ R3 be the state
vector. The state model is given by:

θk+1 = Fkθk + fk +Wk, (25)

with Fk =

e−k0∆t 0 0
0 ekn∆t 0
0 0 1

 and fk =

[
0
0

kohm∆t

]
.

As for the observation model, it is given by:

Yk = h(θk, j
k
lim) + Vk, (26)

where
h(θk, j

k
lim) = Erev −

RT

F
ln

(
j + jkn
jk0

)
− rkohm(j)× j

+
RT

2βF
ln

(
1− j

jklim

)
.

As the relationship between the measurements
and the state variables is nonlinear, the Jacobian
matrix of the observation function must be com-
puted. It is given by:

Hk =
∂h(θk, j

k
lim)

∂θk
,

=
[
RT
Fjk0
− RT

F (j+jkn)
j
]
.

The current density j is set to 1 A/cm2, corre-
sponding to the current profile considered to sim-
ulate the aging.

Once the future voltage values are predicted,
the RUL relative to the learning period will be es-
timated. To achieve this, the end-of-life criterion
considered is the loss of 10 % in performance at 1
A/cm2. The end-of-life instant, denoted tEOL, is
therefore defined as the first instant at which the
threshold is reached.

tEOL = inf{tk, k ∈ N : Yk ≤ 0.90× Y0}. (27)

The formula for RUL in respect of tn is given
by:

RUL = tEOL − tn. (28)

In order to evaluate the performance of the ap-
proach the Absolute Percentage Error (APE)

APE = 100×
∣∣∣∣RULactual−RULestimate

RULactual

∣∣∣∣ , (29)

will be calculated.
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3. Results and discussion

In this section, the estimates of the state vari-
ables by EKF for several learning durations are
discussed. The predictions of the voltage for dif-
ferent scenarios of the evolution of jlim are also
examined. We end with the estimates of the cor-
responding remaining useful life. The results ob-
tained by implementing our approach are com-
pared with those given by the application of an
EKF considering Equation (10) (model1 for jlim).

3.1. State variables and voltage prediction

The state variables j0, jn and rohm are well pre-
dicted by the EKF algorithm whatever the learn-
ing time tn with a low error. Figure 14 illustrates
the distribution of the RMSE of the estimates of
the state variables. On average, the RMSE for
parameter j0 is 1.5549×10−10, 2.6311×10−15 for
jn and 4.8949×10−14 for rohm.

Figure 14: Distribution of the root mean square error of
state variable estimates.

Figure 15 gives some statistics on the distri-
bution of voltage predictions for 500 simulations
of jlim at different learning durations. It can
be seen that the proposed methodology provides
good voltage predictions at the nearest horizons,
whatever the learning times are. For example, the
root mean square errors calculated over different
horizons of the first 3,000 future hours are rela-
tively low, with a maximum value of 3.5438×10−4

(Figure 16).

Figure 15: Statistics on the distribution of the voltage
prediction by EKF for different learning duration.

The increase in errors as a function of learning
duration can be explained by the fact that the be-
haviour of the voltage is more difficult to predict
at higher instants due to the regime change in the
limiting current density jlim. But, the longer the
training period, the closer we get to the shape of
the voltage at higher instants. After a certain
learning duration, the predicted voltage curves
form an envelope for the true values.

Figure 16: Root mean square error at different forecast
horizons for different learning durations.

The prediction errors decrease overall with in-
creasing learning time and are relatively low (Fig-
ure 17). The distribution of RMSE shifts pro-
gressively towards the lowest values. The mini-
mum and maximum mean RMSE are respectively
7.9997×10−4 and 7.5273×10−3. For training du-
rations ranging from 20,000 to 30,000 hours, there
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is a greater dispersion of errors, in the form of a
mixture of two distributions. The envelope cre-
ated by all the simulations would therefore not be
distributed homogeneously around the true volt-
age values for these tn values.

Figure 17: Distribution of the root mean square error of
the voltage for different learning durations.

In Figure 18, the trends of some statistics on
the distribution of mean relative absolute errors
are illustrated. On average, MAPE varies from
0.8179% to 0.4290% for learning times between
10,000 and 30,000 hours. Beyond that, the av-
erage MAPE is lower, ranging from 0.2092% to
0.0904%. In fact, this range contains the in-
stants from which the failure time tc is detected.
Thus, this makes possible to better predict the be-
haviour of the curve. Its value is equal to 30,181
hours. The evolution of the median MAPE in-
dicates that 50% of the predicted curves gives
MAPEs between 0.6617% and 0.0635% depending
on the learning duration except for tn = 30,000
hours where the median MAPE is 0.7629%.

Figure 18: Statistics on the distribution of the mean abso-
lute percentage error (MAPE) of the voltage for different
learning durations.

3.2. RUL estimation
Remaining useful life is a widely used prognos-

tic indicator for PEMFC systems. As defined
in Section 2.6 Equation (27), the EOL time is
first estimated for all predicted curves at differ-
ent training durations, then the RUL is deduced.
The true value of the EOL time is 35,966 hours
according to the criterion considered.

Figure 19 shows that as the learning duration
increases, the estimates of the end-of-life time are
closer to the true value. For tn between 23,000
and 30,000 hours, some predictions tend to over-
estimate the end-of-life time. Despite this, the
estimated RUL remains closer to the true value.

Figure 19: Distribution of the end-of-life estimate for dif-
ferent learning durations.

On average, the absolute error of the predicted
RUL varies from 2,084 hours to 20 hours between
10,000 and 35,000 training hours. Given the train-
ing time and the prediction horizons, the absolute
errors obtained on the RUL estimate are relatively
small. Figure 20 shows the mean absolute per-
centage error of the RUL predicted with the pro-
posed approach compared to the APE obtained
by applying an EKF considering Equation (10)
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(model1) for the evolution of jlim. It is clear that
the proposed approach is more effective in predict-
ing the remaining useful life. The maximum mean
APE of our approach is 0.2185% for all learning
times included, which is three times less than that
obtained with model1.

Figure 20: Comparison of RUL absolute percentage error
for two methods at different learning durations.

4. Conclusions and future works

This paper has proposed an innovative method-
ology that integrates parametric identification,
dynamical modeling, and filtering using the Ex-
tended Kalman Filter algorithm for aging mod-
eling and lifetime prediction of a PEMFC. Given
that PEMFC are commonly utilized in complex
systems, it is crucial to monitor and predict their
health state with precision to facilitate the imple-
mentation of necessary measures for maintaining
system integrity and reliability. Particular atten-
tion was done on modeling the limiting current
density by introducing an advanced model based
on differential analysis to highlight critical tran-
sition points. For voltage degradation prediction,
a Monte Carlo simulation of the limiting current
density was conducted. Results show that the
proposed method can accurately predict the volt-
age with a maximum mean MAPE of 0.8179%.
The estimation of the RUL generates a maximum
APE of 0.2185%. However, all this is based on
a simulated database in the absence of measure-
ment noise. For the perspectives, we will apply
the proposed approach to a real aging database
representative of real-world automotive operating
conditions.
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