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A B S T R A C T

The temperature of photovoltaic (PV) cells is a critical factor in evaluating energy yield and predicting system
degradation. Although thermo-electrical models allows predicting the evolution of the system over time, precise
understanding of the thermal exchanges between the system and its environment is needed as they are
implemented in the yield assessment using thermal correlations. These empirical correlations are based on
heat transfer magnitudes undergone by similar PV set-ups.

The aim of this study is to introduce a non-intrusive experimental methodology for precisely determining
the convective heat transfer coefficient (CHTC) at the front of photovoltaic modules using two setups. The
method integrates a heat flux sensor glued to the PV surface coupled with environmental data (e.g., irradiance,
ambient temperature). This experimental method is applied to PV modules on a roof in an urban area and to
a floating photovoltaic (FPV) system. It is demonstrated that the method significantly improves the accuracy
of prediction of PV module temperatures in operating conditions compared to the conventional method based
on the energy balance of a PV module.

By using quantile regression, an empirical forced convection correlation is found based on the average
wind speed. Compared to the traditional approach which relies on global transmittance, the CHTC is mainly
dependent on the wind, whereas the global transmittance includes the radiative heat transfer which depends
on the module temperature. The correlation for CHTC tailored for the floating photovoltaic system shows
sensitivity to wind speed that is slightly higher compared to the inland setup in the literature.
1. Introduction

Making an accurate forecast of the energy yield of photovoltaic
(PV) systems requires modeling the thermal behavior of PV modules, as
temperature has a negative effect on the electrical output of crystalline
silicon solar cells (≃ 0.4%∕K) [1]. The challenge in predicting temper-
ature arises from the task of assessing the energy balance at the system
level which necessitates the description of multiple heat modes with
varying magnitudes. It is common practice to directly determine the
temperature of the system as a function of environmental conditions
[2]. However, this method is rarely reproducible as it assumes how
energy transits from the PV system to the environment, so empirical
temperature correlations have to be formulated for each PV installa-
tion geometry. In their study, Theristis et al. [3] demonstrated that
when comparing several PV models used in the solar community, the
approximate description of heat exchange leads to a wide range of
temperature predictions, with variations of up to 15 °C at 1000Wm−2.

∗ Corresponding author at: CEREA - Ecole Nationale des Ponts et Chaussees, EDF R&D, Marne la Vallee 77455, France.
E-mail address: baptiste.amiot@enpc.fr (B. Amiot).

This has a significant impact on energy yield predictions, which can
differ by up to 6%. It is noteworthy that even more sophisticated ther-
mal models, which combine radiative and convective transfer modes
into a single thermal coefficient, denoted U𝑣𝑎𝑙𝑢𝑒𝑠 hereafter, must still
overcome limitations in their predictions. These limitations arise from
the choice of thermal coefficients found in the existing literature. The
two paths to improvement are therefore: to offer more options in
thermal correlations in the literature, and improve thermal description
by using a separate set of coefficients per thermal mode involved.
In the study by Driesse et al. [4], dissociating the thermal radiative
component from the convective action is shown to improve thermal
prediction for a low numerical cost and requires only few data inputs
(environment temperature, PV material properties). However, in doing
so, the prediction issue is found to be displaced in the accurate descrip-
tion of convective heat transfer, which is still needed to be implemented
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Nomenclature

Index notation

𝑚 Module
h Heat flux sensor
𝑓𝑟 Front module side
𝑟𝑒 Rear module side
𝑔𝑟𝑑 Ground
amb Ambient
𝑠𝑘𝑦 Sky
𝑔𝑙 Glass
𝑒𝑣𝑎 EVA
𝑠𝑖 Silicone
𝑏 Black coating
𝑤 White coating
𝑠𝑤 Short-wavelength
𝑙𝑤 Long-wavelength
𝑐𝑑 Conductive heat transfer mode
𝑟𝑎𝑑 Radiative heat transfer mode
𝑐𝑣 Convective heat transfer mode
𝑐 Constant parameter in linear function
𝑣 Wind related parameter in linear function

Physical Properties

ℎ Convective heat rates (CHTC) WK−1 m−2

GTI Global Tilted Irradiance Wm−2

GHI Global Horizontal Irradiance Wm−2

U𝑣𝑎𝑙𝑢𝑒𝑠 Thermal transmittance WK−1 m−2

𝑇 Temperature K
𝑈 Wind velocity ms−1

𝖯 Electrical Production Wm−2

𝖱 Thermal Resistance KW−1

𝖢 Thermal Capacitance J K−1

𝜌 Density kgm−3

c𝑝 Specific Heat Capacity J kg−1 K−1

 Length m
 Area m2

k Thermal Conductivity Wm−1 K−1

Greek Letters

𝜏 Quantile level
r Reflectivity
𝛼𝑥,𝑆 Absorptivity in spectral range 𝑥 of surface

𝑆
𝜙 Density of flux Wm−2

𝜎 = 5.67 × 10−8 Wm2 K−4 Stefan–Boltzmann constant

in thermal models. This heat transfer is classically characterized by
the convective heat transfer coefficient (CHTC) which is defined by
the ratio of the convective heat flux and the temperature difference
between the surface of the module and the surrounding air.

The convective heat transfer on a solar collector is driven by the
atmospheric flow, the geometry of the system [5] and the existence
of nearby obstructions [6]. Other parameters like flow direction are
also found to affect the CHTC [7]. A more pragmatic approach is to
depict the CHTC as a function of wind velocity; for instance the study

◦

2

conducted by Test et al. [8], focusing on a 40 -tilted flat plate, yielded
the following relation:

ℎ𝑇 𝑒 = 8.56
⏟⏟⏟

ℎ𝑐

+ 2.55
⏟⏟⏟

ℎ𝑣

𝑈 (1)

in which 𝑈 is the mean wind velocity given in ms−1 and observed one
meter above the solar collector, the CHTC is denoted ℎ (WK−1 m−2).

he linear relationship (1) is derived from the widely accepted assump-
ion that a fully turbulent boundary layer develops over the module’s
urface in the external environment. The linear form of this equation
s justified by the limited range of wind speed typically observed
round PV systems [0.8m s−1-5m s−1] as detailed in Appendix A.1. Due
o the turbulent flow hypothesis, the constant parameter ℎ𝑐 does not

represent the CHTC in the absence of wind. Notably, empirical evidence
suggests that the coefficient ℎ𝑐 exhibits significant variability across
different studies, as illustrated by Kumar et al. [9]. This difference is
mainly attributed to the level of turbulence in the environment, the
constant coefficient increasing with the magnitude of the disturbances.
In contrast, the wind dependency component ℎ𝑣 remains relatively
stable across various empirical correlations (refer to Figure 5 in [9]).

The utilization of a PV thermal model that includes convective
and radiative heat transfer modes with wind dependent CHTCs has
proven to be effective in accurately forecasting the temperature of a
PV module and its changes over time [10]. Nonetheless, determining
the convective parameters ℎ𝑐 and ℎ𝑣 still requires experimental efforts,
as no analytical solution exists. Usually, the convective heat transfer
is measured using an instrumented plate whose temperature allows
obtaining the CHTC by means of an energy balance [11]. However,
the thermal inertia of the measurement system’s limits and hinders
the efficient determination of convective transfer rates over short time
scales. To overcome this issue, a solution has been explored in the
field of building science. This involves incorporating heat flux sensors
into the system, typically within walls. The global transmittance value
can then be measured without the need for prior knowledge regarding
system properties [12], as long as the sensor does not disturb the
heat flow [13]. Additional processing steps are required to eliminate
abnormal values, particularly when the temperature difference between
walls and the environment is too small [14]. For example, In their
study, Albatici et al. [15] utilized a heat flux sensor and an infrared
camera to calculate the U𝑣𝑎𝑙𝑢𝑒𝑠 parameter for opaque building com-
ponents. The heat flux sensor was found to accurately capture the
thermal reaction of the wall caused by wind excitation. This makes
it a promising option to determine the coefficient of convective heat
transfer coefficient ℎ. Additionally, the thinness of the heat flux sensor,
which can be as low as 0.5mm, helps minimize sensor intrusiveness. To
the author’s knowledge, only the work of Hayakawa et al. [16] has
shown the use of heat flux sensors in the domain of photovoltaics.
In this study, a vehicle-integrated photovoltaic system is monitored
so that the complex fluid/module interactions introduced by vehicle
motion combined with local wind make the heat flux sensor technique
appropriate for determining the CHTC.

In the context of land scarcity, photovoltaic installations are emerg-
ing in new environments such as floating PVs (FPV) and agrivoltaics
with considerable potential for development. For example, using a mere
10% of the surface areas of current hydro-reservoirs for floating solar
installations could generate the same amount of electrical energy as
traditional fossil fuels [17] with limited land-use impacts. However, the
proliferation of FPV can have notable effects on the thermal structure
of lakes [18], creating intricate interactions with aquatic ecosystems,
while the decision-making process for choosing installation locations
continues to primarily depend on lake morphology [19]. Importantly,
the temperature of FPV modules has emerged as a crucial factor in-
fluencing cost competitiveness [20]. Hence, the limited availability of
empirical laws for CHTC poses a challenge for the implementation of
photovoltaics in such environments. As a result, temperature forecasts
are often distorted by the use of substitute CHTCs (inland or rooftop-

based). However, the underlying physical causes of this phenomenon
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remain uncertain; in addition to convective and radiative transfers, the
role of the free evaporating surface has not been fully elucidated. The
work of Tina et al. [21] showed that introducing the evaporation mech-
anism into an advanced numerical model leads to good temperature
predictions; a temperature drop of the order of 4 °C was also measured
compared to a roof installation under low wind velocity conditions.
However, despite the increasing number of authors demonstrating the
modification of evaporation by floating solar power plants [22], and
the complex relationship between the reduction in evaporation and
the distribution of covered areas in a more general context [23],
obtaining full understanding of the role of evaporation in the reduction
of temperature remains challenging. In [24], Liu et al. conducted a
significant study that emphasized the importance of the parameter
known as footprint in determining the overall heat transfer rate. The
footprint is related to the degree of water coverage by the photovoltaic
modules and floats; it is said to be ‘‘small’’ or ‘‘large’’ for a low or
high degree of coverage, respectively. The study revealed that the heat
transfer efficiency of installations with larger footprints is lower. This
suggests an inverse correlation between the size of the footprint and the
reduction in temperature. Similarly, Bontempo et al. [25] showed that
evaporation from floating photovoltaic power plants follows the same
type of relationship, i.e. more coverage implies less evaporation. Other
environmental factors are also suspected to participate in the cooling
effect of FPV, such as wind regime [26] and climate conditions [27].

Convective cooling remains the main source of uncertainty explain-
ing the cooling effect. Indeed, the work of Peters et al. [26] showed
unexpected overheating of the FPV with respect to rooftop installations.
This observation is explained by the fact that wind speed is lower
close to the ground compared to the wind-speed at roof level, which
has a significant impact on the CHTC. The authors also associated the
presence of obstacles to atmospheric flow with this reduction in the
cooling effect. Moreover, cooling effects in FPV systems are probably
related to their specific geometry, as suggested by existing wind tun-
nel experiment for conventional solar power plants [28]. Geometrical
attributes like module height above the water-ground [29] or row-
spacing [30] change the airflow structure beneath the FPV system [31],
and it also has an impact on the large-scale turbulent structure above
the PV system [32].

The aim of this work is to showcase a new method that determines
convective heat transfer coefficients ℎ more precisely using a heat-flux
sensor with an application specific to floating photovoltaic systems.
Section 2 introduces the measurement principle and the setup details
for two experiments carried out under real conditions in 2022. Both ex-
periments have different objectives, and the results shown in Section 3
are separated into two parts. First, the performance of the proposed
measurement technique is demonstrated on a rooftop system where the
environmental effects on the heat rates are discussed. Then, the heat
rates are determined experimentally for one of the floating modules
that was installed on a prototype of FPV system. A detailed thermal
model is fed by the convective heat transfer coefficient obtained on
both sites in view to demonstrating that the methodology can be
implemented in an energy yield assessment tool.

2. Material & method

This section is separated into three topics that describe the method-
ology of determination (Sections 2.1 and 2.2), the two measurement
campaigns (Section 2.3, Section 2.4) and the numerical thermal model
implemented in the study (Section 2.5).

2.1. Convective heat transfer coefficient measurement

The measurement protocol relies on a specifically coated heat flux
sensor that is glued to the front face of the PV module, as shown in
Fig. 1. Three heat flux sensors are involved in the study, two of them are
installed on the inland experiment whereas the third is installed on the
3

Table 1
Radiative properties of the two coatings applied on
the heat flux sensors and obtained from the laboratory
spectroscopy measurements.

White painting Black painting

𝛼𝑠𝑤,h 0,30 0,95
𝛼𝑙𝑤,h 0,51 0,95

FPV experimental set up. The sensors are painted to control radiative
properties: the two sensors of the inland experiment are painted white
and black, and the sensor of the FPV system is painted black. All the
sensors are manufactured by Captec®and have a sensitivity around
6 μV∕Wm−2. The heat flux sensors are custom-made (10mm×120mm×
1mm) to fit between the cells on the front surface of the PV module to
avoid cell shading.

The heat flux measured by the sensor is the sum of the net radiative
heat flux 𝜙𝑟𝑎𝑑 and the convective heat flux 𝜙cv, it reads:

h = 𝜙𝑟𝑎𝑑 + 𝜙cv

= 𝜙𝑟𝑎𝑑 + ℎh(𝑇h − 𝑇𝑎𝑚𝑏) (2)

here ℎh is the CHTC and 𝑇𝑎𝑚𝑏 is the temperature of the air in the
icinity of the sensor. In fact, the local heat flux above a solar cell is
lightly different than the one measured above a busbar region, but this
as found to be the best compromise to determine a representative
HTC for the PV module. The 1mm thickness of the sensor allows
onsidering that the probe is located within the thermal boundary layer
hat develops on the module surface. Therefore, the CHTC measured by
he sensor is assumed to be equal to that over the PV module: ℎh = ℎ𝑓𝑟.
ssuming that the surface of the sensor is gray and isotropic, the net
adiative heat flux leaving the sensor can be written as:

𝑟𝑎𝑑 = 𝛼𝑙𝑤,h𝜎𝑇
4
h − 𝛼𝑠𝑤,hGTI𝑠𝑤 − 𝛼𝑙𝑤,hGTI𝑙𝑤 (3)

here 𝜎 = 5.67 × 10−8 Wm−2 K−4 is the Stefan–Boltzmann constant, 𝑇h
s the temperature of the sensor in K, GTI𝑠𝑤 and GTI𝑙𝑤 are the plane of
rray irradiances for the short-wavelength and long-wavelength ranges,
espectively. Absorptivity in the short-wavelength range 𝛼𝑠𝑤,h and the
ong wavelength range 𝛼𝑙𝑤,h of the sensor coating is measured by a
ourier Transform Spectrometer with an integrating sphere equipped
or infrared and visible ranges. The corresponding radiative properties
re shown in Table 1. Details about the spectroscopy results and
alculation of the net radiative heat flux are given in Appendix A.2.

Using Eqs. (3) and (2), the CHTC reads:

h =
𝜙h − 𝛼𝑙𝑤,h𝜎𝑇 4

h + 𝛼𝑠𝑤,hGTI𝑠𝑤 + 𝛼𝑙𝑤,hGTI𝑙𝑤
𝑇h − 𝑇𝑎𝑚𝑏

(4)

When there is only a small temperature difference 𝑇h − 𝑇𝑎𝑚𝑏, the
alculation of the CHTC becomes insignificant. As a result, the calcula-
ion of ℎh does not include cases where 𝑇h − 𝑇𝑎𝑚𝑏 is less than or equal

to 4 °C. These conditions are typically observed during nighttime and
when there are persistent cloudy conditions.

2.2. Statistical analysis of convective heat transfer

Convective heat transfer coefficients are usually sought as a linear
function of wind speed, as explained in Appendix A.1. However, this re-
lationship can be modified by other factors such as wind direction, wind
turbulence magnitude, soiling or instrumental disturbances. Therefore,
experimental data is subject to considerable dispersion and outliers that
can have an impact on the statistical analysis and the estimated coef-
ficients ℎ𝑐 and ℎ𝑣. To improve the determination of CHTC, we suggest
using the quantile regression tool, which makes it possible to obtain
more information than the classical root mean square regression. Quan-
tile regression is used in many disciplines where conditional regres-
sions can provide additional understanding of a relation between two
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Fig. 1. Transversal view of the heat flux sensor on top of the PV module.
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variables [33]. Simple examples of cases of utilization are described
in [34], and mainly cover the fields of human-related fields sciences
(economics, demography, medicine) and the environment (climate,
meteorology, hydrology).

In statistics, quantiles are cut-off points that divide a data set into
subsets of equal probability. Let ℎ𝜏 be the quantile of the CHTC that
divides the dataset such that each observation ℎ𝑖 has a probability of 𝜏
to be less than ℎ𝜏 . Thus, ℎ0.5 is the median. For a quantile regression,
instead of finding the variable of interest (ℎ) as a linear function of
wind velocity (𝑈 ), we find a linear regression for each quantile ℎ𝜏 =
ℎ𝑣,𝜏𝑈 + ℎ𝑐,𝜏 . The coefficients (ℎ𝑣,𝜏 , ℎ𝑐,𝜏 ) are obtained by minimizing the
function:

𝐸 =
𝑁
∑

𝑖=1
𝜏
[

ℎ𝑖 − (ℎ𝑣,𝜏𝑈 + ℎ𝑐,𝜏 )
]

+
+ (1 − 𝜏)

[

ℎ𝑣,𝜏𝑈 + ℎ𝑐,𝜏 − ℎ𝑖
]

+
(5)

where 𝑁 is the total number of observations
(

ℎ𝑖, 𝑈 𝑖

)

, [𝑋]+ is the
ositive value of 𝑋 ∶ [𝑋]+ = 0.5(𝑋 + |𝑋|). Whereas the classical least
ean square method minimizes the square of the residual, quantile

egression minimizes a weighted absolute value of the residual, so that
he influence of outliers is reduced. In this work, the function 𝐸 is
omputed using the iteratively reweighted least squares algorithm [35].
hree regressions are selected in the analysis: median regression (𝜏 =
.5) for the best linear estimate of ℎ = 𝑓 (𝑈 ), 𝜏 = 0.25 and 𝜏 = 0.75 that

are referred to as 1st quartile regression and 3rd quartile regression
hereafter.

A measure of the spread of experimental CHTC is determined by
computing a dispersion indicator, 𝛥(ℎ), which is defined as the area
between the third and first quartiles in the plane (ℎ,𝑈 ) and restricting
the wind velocity to the relevant range 0.3 ≤ 𝑈 ≤ 3 m s−1. Fig. 2
illustrates the use of the dispersion indicator for a fictitious dataset. The
dispersion indicator equal to the area of the orange zone is a measure of
the dispersion. This indicator has the advantage of being less sensitive
to outliers than the classical standard deviation value.

2.3. Laboratory solar platform

The first dataset comes from an experiment, called Laboratory Solar
Platform, that was set up to explore the thermal behavior of photo-
voltaic modules in an urban environment. Twelve east–west pitched
4

Z

Fig. 2. Illustration of the use of quantile regressions to estimate CHTC dispersion.
The dispersion indicator (𝛥ℎ) is the filled orange surface between the two quartile
regressions 𝜏 = 0.25 and 𝜏 = 0.75.

modules (Photowatt® PW60HT-C-XF) are mounted in portrait mode at
a fixed tilt angle of 12◦ on the roof of the laboratory building near Lyon
in France (GPS location: 45.8°N, 4.9°E). They are spread in two groups
eparated by one meter and composed of six modules each (Fig. 3).
he height of the modules from the lower tip with respect to the
latform is around 1m so that few obstacles are located in the vicinity
f the installation. The main features of these modules are: half cell
echnology, glass/glass systems (2mm per layer), silk screen coating on
he rear side. The study places emphasis on one specific module facing
ast, denoted module of interest hereafter. Detailed performances of
he module characteristics were determined in the laboratory and are
ummarized in Table 2.

Table 3 summarizes the instruments available on the platform. First,
he pyranometer (Kipp–Zonen SMP10) and the pyrgeometer (Kipp–
onen CGR4) are installed at the edge of the installation in the plane
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Fig. 3. Illustration and picture of the solar platform installed over the laboratory rooftops. The temperature sensors indicated on the left figure are placed on the rear side of the
module.
Fig. 4. (left) Time series for the 5th day of the measurement campaign. (right) Statistical distribution of measurements for the 5th day of the measurement campaign and the
full period of measurements.
Fig. 5. Position of the sensors in the floating measurement campaign. The heat flux sensor is sealed on the front face of the western module according to the protocol established
in Section 2.1.
of the array facing the east side. The panel of interest is equipped with
two heat flux sensors with black and white coatings, as described in
Section 2.1. In addition, four thermocouples are fixed on the rear side
of the module of interest with aluminum tape. We define the spatially
averaged temperature on the rear side as: ⟨𝑇 ⟩𝑚 = 1

4
∑𝑖=4

𝑖=1 𝑇𝑖, and it is
used to describe the PV system operating condition. A 3-D anemometer
5

(GILL WindMaster Pro) is set at almost 300mm of the top edge, it
casts a light shade over the module during the afternoon, but its effect
is negligible due to the limited footprint of the shadow and to the
half-cell technology. Note that only the norm of the velocity vector is
used for the study; it is denoted 𝑈 hereafter. The module, connected
to a programmable electronic device, works at the maximum power



Solar Energy 274 (2024) 112531B. Amiot et al.
Table 2
Characteristics of the module under investigation.
𝐼𝑆𝐶 [A] 𝑉𝑂𝐶 [V] 𝐼𝑚𝑝𝑝 [A] 𝑉𝑚𝑝𝑝 [V] 𝐹𝐹

9.6 39.2 9.0 32.4 0.75

setting thanks to the incremental conductance algorithm. The eleven
other modules work in open-circuit configuration. The air temperature
is retrieved using a thermocouple located below the module system
and kept away from the sun beam and the influence of the modules.
All these sensors are connected to controllers that recover the samples
every 5 s for all the probes. The data are then sent to a local server
through a wired Ethernet connection.

The first measurement campaign was conducted for sixteen days
from May 21st to June 6th 2022. Among the 276 480 records obtained
during the period, 103 439 records are above the temperature threshold
of 4 °C (Section 2.1) and can be used for the CHTC analysis. Fig. 4 (left)
shows changes over time for the short and long-wave downward radia-
tions, the heat flux sensor, and module power production for a typical
day. The median value of 16.55W2 m−1 for the heat flux at the surface
of the module is positive, as expected, since it corresponds to a module
that is warmer than the ambient air. The 5 s acquisition captures the
fast changes in short-wave radiation corresponding to cloudy spells
which lead to sudden drops in electrical power. Fig. 4 (right) shows the
distribution of the records for the typical day with respect to the entire
dataset. A quick comparison between the distributions shows that the
typical day is a good candidate for representing the average behavior
of the PV module and environmental conditions.

2.4. Floating measurement campaign

A second observational study was set-up to determine the relation-
ship between CHTC and wind velocity for a floating PV system. A
custom-made raft was constructed and equipped with a meteorological
mast, two 30◦-tilted PV modules and two electrical batteries. The raft
was positioned close to an FPV powerplant of around 200 000m2 in the
south of France. A heat flux sensor painted black was glued to the front
surface of the module located on the left of the raft. This module is
called module of interest hereafter.

The raft was moored to four gravity anchoring systems so that
it remained in place when water levels were high. Although it is
possible to reduce yawing motion by positioning the modules and
electrical charges with respect to the mass gravity center, it was not
possible to fully control the position of the raft during low tides when
the hydroelectric power station pumped water. Therefore, the south
azimuthal angle of the module of interest could change from time to
time.

The environmental conditions were captured using a pyranometer
(EKO MS-80S), an integrated weather station (GILL GMX600) and a
pyrgeometer (Kipp–Zonen SGR4). The notation of the observed vari-
ables is summarized in Table 4. Only the pyranometer was located
at the level of the module of interest and positioned in the plane of
array, the other probes were located on the mast using deported arms.
The PV system was monitored using four RTD sensors displayed over
the rear face of the module of interest, as shown in Fig. 5, and the
temperature of module operation is determined based on the spatially
averaged temperature ⟨𝑇 ⟩𝑚 using these probes. In fact, the difference
in temperatures between sensors can reach several degrees, this is a
classical behavior for a standalone configuration as shown in [36].
Spatial averaging allows to reduce uncertainty caused by unavoidable
non-uniformity. The heat flux sensor was installed according to the
protocol given in Section 2.1. A camera with a fisheye lens was installed
on the mast to take a snapshot of the sky every 10 s, and it is used only
for the qualitative assessment hereafter.

All the sensors, except the camera, were connected to a NetDL
6

datalogger that recorded data on a minute basis and sent them on a
daily basis through GSM. This acquisition loop was connected to the
electrical batteries dimensioned to work in standalone mode (i.e., with-
out PV production) for three days. The power required by the sensor set
was low; however, night-time periods dried the charge because there
was no electrical feed through the PV modules. Although the charge
level was not monitored, it was assumed that PV modules work under
nominal conditions during the morning to charge the batteries. In the
afternoon, the module of interest was assumed to provide very little
power to supply all the sensors because of the high charge level of the
batteries.

The campaign took place between May and June 2022 for a period
of 24 consecutive days. Fig. 6 (left) shows the daily evolution of
heat flux sensor flux, as well as the level of short and long wave-
length radiations for the 21st day of the campaign. This day was
selected because of the changing conditions that occurred around 13:00
that allow contrasting the performance of the measured CHTC values.
Fig. 6 (right) indicate the statistical numbers of the data for this precise
day and the full dataset. To reduce the influence of non-representative
measurements due to mast shadows or changing electrical conditions,
the raw data were pre-processed based on timestamps. Only data
ranging from 12:00 to 18:00 were kept in the analysis and therefore the
dataset contained 9025 data. Note that the statistical values indicated in
Fig. 6 (right) are given in this respect. The level of availability was
significantly high for all the probes > 99% except for the ambient tem-
perature probe that obtained an availability level of ≃ 93%. Considering
the temperature threshold set used to determine robust CHTC values
(see Section 2.1), the usable dataset was reduced to 8196 data.

Fig. 7 shows an overview of the sky cover for five snapshots during
the day 21st. These pictures clearly show that the horizon is fairly
clear: only a small area of the picture shows the line of the mountain
ridge in the north-east, as shown in Fig. 6 (right). These two figures
also show that the decrease in cloud density between 12:00 and 16:00
(snapshots 1–4) results in an increase in shortwave radiation and that
the largest variations in solar radiation are due to cloud spells. In
addition, it can be observed that the short-wavelength fluctuation is
not negligible in the late afternoon, whereas the fisheye camera shows
a bright sun condition. This is explained by the combination of wind
and low-tide effects that made the raft move on the 𝑧 axis. Installing the
pyranometer, the heat flux sensor, and the module in the same frame
allowed us to keep these data in the analysis as they moved together
accordingly.

2.5. Heat transfer assessment modelings

Two numerical models were built with two distinct objectives:
an isothermal model based on the energy balance of a PV module
and a multi-layer model which is a more advanced thermal modeling
tool used to test the reliability of our heat-flux sensor method. The
isothermal method was used to compare the heat flux sensor technique
to a conventional method. The multi-layer model took the measured
CHTC ℎ𝑓𝑟 as an input and reliability was tested by comparing the
temperature at the rear side, denoted 𝑇𝑟𝑒, obtained by the modeling
to the measurement. Several CHTCs were tested as an input of the
multi-layer model: ℎh from Eq. (4), the best linear fit using the median
regression and denoted ℎh,0.5, ℎ𝑇 𝑒 from Eq. (1). Radiative fluxes GTI𝑠𝑤
and GTI𝑙𝑤 and ambient 𝑇𝑎𝑚𝑏 measured by the sensor sets introduced
in Sections 2.3 and 2.4 were introduced in the numerical models as
boundary conditions.

The isothermal model is an attempt to improve the global thermal
transmittance, represented by U𝑣𝑎𝑙𝑢𝑒𝑠, from the classic Faiman model
discussed in [37]. It is expressed as follows:

U𝑣𝑎𝑙𝑢𝑒𝑠 =
𝛼𝑠𝑤,𝑚GTI𝑠𝑤 − 𝖯𝑒𝑙𝑒𝑐


𝑇𝑚 − 𝑇𝑎𝑚𝑏

(6)

where 𝛼𝑠𝑤,𝑚 = 0.9 is the absorptivity in the short wavelength range on
the front side (including the transmittance of the glass and EVA layers
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Table 3
Set of probes installed on the laboratory rooftop and employed in the measurement campaign.
Location Instrument Parameters Timestep (s) Spectral range (nm)

Side PV module SMP10 GTI𝑠𝑤 5 285–2800
SGR4 GTI𝑙𝑤 5 4500–42000

PV module
3-D Anemometer 𝑢𝑥 𝑢𝑦 𝑢𝑧 5 –
Heat flux sensor 𝜙h,𝑏, 𝜙h,𝑤 5 –
Thermocouple 𝑇h,𝑏, 𝑇h,𝑤 , 𝑇1→4 5 –
Table 4
Set of probes implemented in the measurement campaign.
Location Instrument Parameters Timestep (s) Spectral range (nm)

Mast
GMX600 𝑈 , 𝑇𝑎𝑚𝑏 60 –
SGR4 GHI𝑙𝑤 60 4500 – 42000
Fisheye – 10 –

PV module
MS-80S GTI𝑠𝑤 60 285 – 3000
Heat flux sensor 𝜙h 60 –
RTD 𝑇1→4 60 –
Fig. 6. (left) Time series for the 21st day of the measurement campaign, camera snapshots are indicated in Fig. 7. Only the data ranging from 12:00 and 18:00 were used for
the data processing stage. (right) Statistical distribution for the 21st day of the measurement campaign and the for the total period. Only timestamps ranging from 12:00 to 18:00
are considered.
Fig. 7. Snapshot of the sky on the 21st day of offshore campaign. The pictures were taken chronologically throughout the day as follows: (1) 12:00 cloudy sky; (2) 12:55 cloudy
sky; (3) 13:18 cloudy passages; (4) 15:59 clear sky; (5) 16:58 clear sky.
and the absorptivity of the silicon), 𝖯𝑒𝑙𝑒𝑐 is the electrical power pro-
duced by the module and  is the module surface. The Faiman model
is derived from an energy balance in steady state of the PV module
where 𝑇𝑚 is the average temperature of the module. The isothermal
model goes further than the original model by decomposing the overall
transmittance value into its radiative and convective components. As-
suming steady-state and assuming that the module temperature is equal
to the temperature on the rear side (𝑇𝑚 = 𝑇𝑟𝑒), the energy balance of
the PV module reads:

ℎ𝑓𝑟(𝑇𝑚 − 𝑇𝑎𝑚𝑏) + 𝛼𝑙𝑤,𝑚,𝑓𝑟
[

𝜎𝑇 4
𝑚 − GTI𝑙𝑤

]

+

ℎ𝑟𝑒(𝑇𝑚 − 𝑇𝑎𝑚𝑏) + 𝛼𝑙𝑤,𝑚,𝑟𝑒𝜎
[

𝑇 4
𝑚 − 𝑇 4

𝑎𝑚𝑏
]

= 𝛼𝑠𝑤,𝑚GTI𝑠𝑤 −
𝖯𝑒𝑙𝑒𝑐


(7)

where ℎ𝑟𝑒 is the CHTC on the rear side, 𝛼𝑙𝑤,𝑚,𝑓𝑟 = 𝛼𝑙𝑤,𝑚,𝑟𝑒 = 0.96 are
the emissivities in the long wave range on the front and rear sides.
In Eq. (7), the tilt of the module is neglected, so the view factors are
7

set to one, and the ground is assumed to be a blackbody at temperature
𝑇𝑎𝑚𝑏. At the rear, natural convection is assumed and ℎ𝑟𝑒 is modeled
by the empirical law from [38]. Indeed, it is more challenging to
model heat transfer at the back than at the front, as the airflow is
significantly disrupted by the panel, making heat transfer dissimilar to
the configuration of forced convection along a flat plate. To address
the lack of knowledge of heat transfer in the rear, natural convection
is assumed, and its effect is discussed further on. The CHTC produced
by the isothermal model is called ℎ1𝑑 .

The multilayer model takes the simulation of the temperature field
in the module to a higher level of complexity by considering both
unsteadiness and spatial heterogeneity. It is created using the Modelica
language and the OpenModelica environment. Fundamentally, each
layer of the photovoltaic module is reproduced numerically from the
thermal standpoint using thermal resistances 𝖱 and capacities 𝖢 fol-
lowing the thermal circuit shown in Fig. 8. Module layers are separated
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Table 5
Properties of materials implemented in the thermal circuit retrieved from [10]. The glass thickness was adapted from the module specifications
sheet.
Material Thickness Density Conductivity Specific heat capacity Thermal mass

[m] [kgm−3] [Wm−1 K−1] [J kg−1 K−1] [Jm−2 K−1]

Glass 2 × 10−3 3 × 103 1.8 5 × 102 4.5 × 103

EVA 3.65 × 10−4 9.6 × 102 3.5 × 10−1 2.09 × 103 7.32 × 103

Silicon 1.7 × 10−4 2.33 × 103 1.48 × 102 6.7 × 102 2.68 × 102
Fig. 8. Multilayer electro-thermal model for the PV module.
3

n
e
t
o
o
b
c

a
p
i
t
t
t
a
s
c
v
I
t
p

r
o
p
o
t
o
t

i
s

nto two equal pieces to implement the thermal capacities which read
= 𝜌c𝑝 where 𝜌, ,  and c𝑝 are the density, thickness, area,

and specific heat capacity of a layer, respectively. Each halved layer is
fully conductive and the associated thermal resistance reads 𝖱𝑐𝑑 = 

2k
n which k is the thermal conductivity. The selected values for the
omputation are indicated in Table 5. Absorbed visible radiation is
mplemented at the silicon cell layer as a heat source (𝛼𝑠𝑤,𝑚 = 0.9)
hereas the energy yield is also removed from the budget at this

tage. Note that an external Modelica library was used to compute 𝖯𝑒𝑙𝑒𝑐 ,
imulating the electrical part by a single diode approach [39].

On the rear side of the panel, convective 𝖱𝑐𝑣 and radiative 𝖱𝑖𝑟

esistances are implemented as:

𝑐𝑣
𝑟𝑒 = 1

ℎ𝑟𝑒
(8)

𝖱𝑖𝑟𝑟𝑒 =
[

𝛼𝑙𝑤,𝑚,𝑟𝑒𝜎
(

𝑇𝑟𝑒 + 𝑇𝑎𝑚𝑏
) (

𝑇 2
𝑟𝑒 + 𝑇 2

𝑎𝑚𝑏
)]−1 (9)

with 𝛼𝑙𝑤,𝑚,𝑟𝑒 = 0.96. The rear CHTC is modeled by the empirical law
of [38] to mimic a fully natural convective transfer. On the front side,
similar expressions hold:

𝖱𝑐𝑣𝑓𝑟 =
1

ℎ𝑓𝑟
(10)

𝑖𝑟
𝑓𝑟 =

[

𝛼𝑙𝑤,𝑚,𝑓𝑟𝜎
(

𝑇𝑟𝑒 + 𝑇𝑠𝑘𝑦
)

(

𝑇 2
𝑟𝑒 + 𝑇 2

𝑠𝑘𝑦

)]−1
(11)

where 𝛼𝑙𝑤,𝑚,𝑓𝑟 = 0.96 and 𝑇𝑠𝑘𝑦 is the sky temperature obtained from the
ownward long-wavelength radiation GTI𝑙𝑤 = 𝜎𝑇 4

𝑠𝑘𝑦. The influence of
the form factors on both module faces is minimal due to the low tilt
angles in our experiments; they are set to one in this respect.

Two statistical metrics are used to assess the accuracy of the mul-
tilayer model, namely the mean bias error (MBE) and the root mean
squared error (RMSE), and they read:

𝑀𝐵𝐸 (𝑋, 𝑌 ) = 1
𝑁

×
𝑁
∑

𝑖=1

(

𝑋𝑖 − 𝑌𝑖
)

(12)

𝑅𝑀𝑆𝐸 (𝑋, 𝑌 ) =

[

1
𝑁

×
𝑁
∑

𝑖=1

(

𝑋𝑖 − 𝑌𝑖
)2
]1∕2

(13)

here 𝑋 and 𝑌 are the predicted and experimental temperatures at the
ear side, respectively.

. Results and discussion

The results presented stem from the analysis of the measurements
ollected from the Laboratory Solar Platform (Sections 3.1–3.4) and
rom the FPV prototype (Sections 3.5–3.6).
8

.1. Influence of sensors on heat transfer

The experimental methodology was designed to minimize intrusive-
ess on PV module operation. Unflushed probes can have two main
ffects: decreased electrical production and changes in the module’s
hermal performance. In order to identify the potential heterogeneity
f the temperature of the module, Fig. 9 (left) shows the temperature
f the black and white sensors, the four temperatures measured at the
ack of the module and their averaged value (Fig. 5) during a typical
loudy passage.

The temperatures of the heat flux sensors were in line with the
verage temperature of the rear face of the module, especially during
eriods of heating and cooling. However, there was a slight variation
n temperature magnitude at local extreme points. For example, during
emperature peaks, the black heat flux sensor was generally warmer
han the PV module, while the white heat flux sensor was cooler. These
emperature variations were expected and stemmed from the greater
bsorptivity in the short-wavelength spectrum of the black heat flux
ensor compared with the module and the white heat flux sensor. The
omputation of the CHTCs was not influenced because, in forced con-
ection, the CHTC was independent of the temperature of the surface.
mportantly, the small hotspot that appears due to the absorptivity of
he black heat flux sensor had no noticeable repercussion on the T3
robe, which was closest to the heat flux sensor.

As the thermal capacitance of the sensor was low, varying solar
adiations led to rapid probe heating or cooling. Thus, the temperature
f the probe behaved differently from the module temperature for short
eriods (around 10 s). For longer time-scales, the temperature evolution
f the black heat flux probes followed the temperature evolution of
he module. This temperature variation over a short time-scale had no
bservable impact on the module temperature so that it did not bias the
hermal behavior of the PV module or the determination of the CHTC.

By expanding the observation for the whole measurement campaign
n Fig. 9 (right), the median temperatures are found similar for each
ensor; they read: med

(

𝑇h,𝑏
)

= 35.6 ◦C, med
(

𝑇h,𝑤
)

= 34.7 ◦C and
med

(

⟨𝑇 ⟩𝑚
)

= 34.2 ◦C. The same observation is made regarding the 1st
and 3rd quartiles, it is concluded that temperatures evolved comparably
between all the probes. Recalling that ⟨𝑇 ⟩𝑚 is measured on the rear
side and 𝑇h is measured on the front side, the small differences in the
median temperature are consistent with the work of Weiss et al. [40]
showing a typical temperature difference across the module of less than
2K. This suggests that the heat flux sensors are properly connected to
the surface.

When the tails of the distribution are examined, it is evident that

the black-coated heat flux sensor underwent temperature variations
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a

Fig. 9. Temperature measurements for the black and white-coated heat flux sensor, and the module rear side. (left) Temperature time series for 30min during the 5th day of the
measurement campaign. (right) Temperature statistics for the whole period of the measurement campaign. The horizontal bar within the body of the distribution indicates the
median values. The whisker values are calculated at the 5% and 95% points of the distribution, and no outliers are shown.
larger than those of the PV module and the white-coated probe. The
variation was mainly due to the greater magnitude of the temperature
during periods of high temperature, as depicted by the increase in the
upper whisker of the black-coated distribution. The low value observed
for the upper whisker of the white coated sensor can be attributed to
the lower emissivity with respect to the black coating. Looking at the
lower part of the distribution, lower temperature magnitudes are well
correlated between all the probe locations, and only slight variations of
temperature levels were identified for the white-coated heat flux sensor.
The difference remains below 0.4 °C and it was assumed that the lower
emissivity of this coating was responsible for this difference.

From these observations, there was no significant influence from the
heat flux sensors on the thermal behavior of the PV module. On the
spatial scale, the heat flux sensors did not modify the temperature of
the PV module and no significant effects from local heating or cool-
ing processes were experienced. On the temporal scale, the heat flux
sensors monitored the temperature of the PV module throughout the
measurement campaign, except for the short time-scale. The influence
of the probe could possibly be further reduced by enhancing the coating
properties of the probe to match those of the upper glass of photovoltaic
panels. However, as the variation of the spectral emissivity of the white
paint was not compatible with a gray approximation on the short- and
long-wavelength ranges, only measurements from the black sensor are
considered in what follows.

3.2. Convective heat transfer coefficient as a function of wind speed

Convective heat exchange on the module surface is mainly depen-
dent on wind speed, and CHTC is expected to vary linearly with the
intensity of the wind Appendix A.1. Fig. 10(a) shows the distribution
of the experimental CHTC, calculated using Eq. (4), as a function of
the mean wind velocity. Three particular quantile regressions are also
indicated (𝜏 = 0.25, 𝜏 = 0.50, 𝜏 = 0.75), which correspond to the quartile
regressions of the dataset.

At first glance, the scattering of the experimental plot appears to be
greater for low velocities, but this is a bias associated with the number
of points. In fact, in this dataset, the number of points associated with
a velocity lower than 2m s−1 is much higher than the number of points
9

ssociated with high velocities. Therefore, the probability of observing
very large (or very low) CHTC values is higher for low velocities.
Therefore, the observed scatter is related to the prevalence of low
velocity points. This is further evidenced by the fact that the quantile
regressions are mostly parallel, indicating that the wind speed affects
the mean value of the CHTC rather than its dispersion.

An interesting observation is that the linear relation ℎh,0.5 = 2.3𝑈 +
17.93 has a greater magnitude than that of Eq. (1), which is commonly
used in photovoltaic applications in urban areas. This difference is
mainly due to the constant term, which depends on the level of tur-
bulence in the natural environment (see Section 1). To obtain Eq. (1),
Test et al. added baffles to each side of the heated plate to limit the
3D disturbance, which reduces the disturbance compared to a plate
without baffles. Regarding the wind dependency component, it was
slightly higher by 10% in Test’s experiment, which could be attributed
to the inclination of the panel (40◦ for Test et al. 12◦ for this study).
The wind dependent component ℎ𝑣 was also found to be similar to
those obtained in similar configurations, as in [9,10]. The constant
component ℎ𝑐 shows different magnitude that can be attributed to the
specific environment in which the installation stood, as explained in
Section 1.

For comparison, the CHTC obtained by using the isothermal model
(Eq. (7)), shown in Fig. 10(b), was found to be lower than the CHTC
obtained from the heat flux sensor, and the wind dependency coeffi-
cient appeared to be lower. By examining the various terms in Eq. (7),
we can see that the main difference between the measurement (ℎh)
and the isothermal model (ℎ1𝑑) comes from the modeling of natural
convection at the rear of the module, which tends to modify the heat
transfer at the front. With this model, the CHTC at the back depends
on the temperature difference between the module and the air, which
in turn decreases with wind speed.

From these observations, it appears that the determination of con-
vective heat rates using isothermal modeling is dependent on the heat
transfer at the back of the module, for which there is no commonly
accepted law. Indeed, the determination of the heat transfer at the back
of the module is highly dependent on the geometric configuration of
the PV module array and requires specific studies. Considering that the
heat flux sensor method does not require inferring the heat transfer
occurring over the rear module surface, the CHTC obtained is assessed
to be more reliable in determining the front-side heat rate. It also
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Fig. 10. Convective heat transfer coefficients ℎ obtained by heat flux sensor (a) and computed from isothermal modeling (b) for the laboratory solar platform. The line corresponds
o quartile regressions (𝜏 = 0.25, 𝜏 = 0.50 and 𝜏 = 0.75). Colors indicate the density of records in a given scatter tile.
mproves the accuracy of the determination by reducing the dispersion
f data, as will be shown in the next section.

Extending the statistical analysis to all quantile regressions, Fig. 11
hows the wind dependency parameter ℎ𝑣 as a function of the quantile
rder 𝜏 ∈ [0, 1] for the experimental data (ℎ𝑣,h(𝜏)) and for the isothermal
odel (ℎ𝑣,1𝑑 (𝜏)). Classical linear regressions obtained from root-mean

quared minimization are also indicated as constant throughout the
ange of quantiles. It can be seen that the wind dependency parameter
s almost independent on the quantile for the experimental data in the
ange 0.2 ≤ 𝜏 ≤ 0.8 which confirms the observations made on Fig. 10(a):
he mean wind speed influences only the mean value of the CHTC
nd not the scatter. On the contrary, the isothermal model shows a
ependence that becomes very considerable for higher quantiles (𝜏 ≥
.5). This behavior is probably related to the dispersion added by the
ack natural convection model, which limits the use of such modeling
o determine an accurate CHTC. Indeed, both methods lead to the same
lope in the smallest quantiles (𝜏 ≃ 0.15), where natural convection at
he backside probably leads to a CHTC compatible with the real value.

It is noteworthy that the 95% confidence interval shown in Fig. 11
ssesses the quality of the regression regarding the number and distri-
ution of the points, assuming the measurements and the modeling are
orrect. It cannot be used to assess the quality of the measurement and
he model.

.3. Sensitivities of the dataset to solar radiation and filtering time

One way to analyze the quality of the linear relationship between
he CHTC and the wind speed is to compute the regression under a
onditional statement (e.g., irradiation higher than 500Wm−2). Fig. 12
hows the dispersion index 𝛥 for the dataset from the laboratory cam-
aign. Three typical conditional statements are investigated because
hey are likely to influence the CHTC determination methods: irradi-
tion thresholds, irradiation fluctuations, and the filtering time of the
ata. Fig. 12(a) first shows the dispersion indicator for the irradiance
hresholds indicated on the 𝑥-axis. These thresholds range between
0Wm−2, where almost all values are included, to 1000Wm−2 where
nly records associated with a higher level are considered. The heat-
lux sensor method yields a lower index than that of the isothermal
ethod, suggesting a lower dispersion of the CHTCs for all irradiation

evels. For both curves, the dispersion index appears to be almost
onstant for thresholds below 600Wm−2 so that CHTC distribution is
ot altered. In other words, suppressing the cloudiest days from the
nalysis does not modify the initial distribution of records. Indeed, the
10

agnitudes of the CHTCs associated with these typical conditions are
Fig. 11. Slope of the linear quantile regression obtained from experimental data and
isothermal model. The colored areas are the confidence intervals 95%. Horizontal
dotted lines are the coefficient from a classical regression based on a root-mean square
algorithm (rmsa).

distributed over the whole range of CHTCs since the heat flux and
the temperature difference between the module and the air undergo
large fluctuations. As a result, eliminating these days from the dataset
does not modify the dispersion index since it tends to eliminate points
over the whole range of CHTC values. Above 600Wm−2, the two
curves exhibit an increase that is much more pronounced for isothermal
modeling. The sharp increase in the dispersion index of the isothermal
model for the highest solar radiation conditions could be due to the use
of natural convection cooling at the rear of the module. Indeed, a lack
of heat transfer at the rear is offset by an increase in heat transfer at
the front, as explained in the previous section.

The short-term fluctuations of solar radiation can also influence
the dispersion of records because other thermal mechanisms like ther-
mal inertia may pollute CHTC determination. Therefore, the genuine
dataset is 10min-aggregated and each timestamp is associated with the
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Fig. 12. Dispersion of CHTC measured by the dispersion parameter 𝛥 for experimental data (𝛥(ℎℎ)) and isothermal model (𝛥(ℎ1𝑑 )) as a function of solar radiation and for different
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ean and standard deviation values. Fig. 12(b) shows the dispersion
arameter when the data set is restricted to the standard deviation
f solar radiation less than the value given on the 𝑥-axis. The lowest
evel is obtained under stable radiative conditions (standard deviation<
00Wm−2), which shows that the heat flux sensor method produces
etter quality data in this state. As the standard deviation of the solar
adiation increases, the dispersion indicator slightly increases for both
ethods. Indeed, the presence of cloudy spells leads to fluctuations

f the heating source which favors observations of extreme values of
he CHTC and therefore the increase in the dispersion indicator. This
ehavior is more pronounced for the isothermal method.

Another important parameter that drives the dispersion of the signal
s time filtering, the evolution of the dispersion parameter for data
iltered with a typical time range between 5 s and 1 h is shown in
ig. 12(c). As time filtering increases, the dispersion indicator decreases
t the same rate as expected for the two methods. It is important to note
hat the two curves never cross, meaning that the isothermal model
xhibits the larger dispersion parameter for any filtering time. This
esult is surprising as one may imagine that averaging the data over
ong periods of time artificially creates steady state situations, meaning
hat the isothermal model should be more efficient. Indeed, it is likely
hat the hypothesis made for the convective transfer over the rear side
lays a significant role that persists when permanent conditions are
imicked. Thus, the proposed method based on the heat flux sensor is

ssessed to provide a more consistent CHTC estimation when compared
o the traditional technique that suffers from external pollution that
undamentally biases the evaluation of the CHTC.

.4. Simulated rear-side module temperature for urban environment

The rear surface temperature was simulated throughout the 16 days
f the first measurement campaign on the laboratory solar platform
sing the multilayer thermal model presented in Section 2.5. Three data
nputs for the CHTC were implemented and compared for the ℎ𝑓𝑟 value:
he measured value ℎh, the median correlation of the heat flux sensor
ℎh,0.5) and the empirical correlation of Test et al. [8] given by Eq. (1)
ℎ𝑇 𝑒). The simulation results are presented in Fig. 13 for the 5th day of
he campaign shown in Fig. 4 and for the entire period using MBE and
MSE.

The temperature time series indicates that the thermal prediction
sing the heat flux sensor is dramatically improved, as predicted tem-
eratures using the heat flux sensor are close to the measured module
emperature. It is important to note that convective heat transfer at the
ear of the module is modeled by an empirical natural convection law.
he relatively good matching between the experimental temperature
nd the simulated temperature tends to show that the convective heat
11
xchange on the surface of the module is dominated by the heat
xchange at the front side. Therefore, the use of natural convection on
he rear side has a limited impact on temperature. This observation
olds for both methods of implementation in the thermal model. The
inear law ℎh,0.5 produces a larger magnitude of errors compared to the
irect implementation of the output of the heat flux sensor ℎh. This
an be explained by the fact that the linear laws do not completely
eproduce the complexity of the convective mechanism. This is also
uggested by the CHTC time series, which highlight the difference in
agnitude and dynamics of the heat flux sensor outputs with respect

o the linear law determined and the CHTC from Test et al.
A closer examination around 2 a.m. revealed that the temperature

ynamics was reproduced by each method, whereas CHTCs underwent
ather distinct levels of magnitude. Furthermore, the measured CHTC
xhibited greater variability over short time scales compared to linear
unctions related to the wind. This had a notable impact on reducing
he variability of temperature prediction, underlining the significant
mprovement achieved by using heat flux sensor methods and linear
orrelations derived from the use of sensor data.

This assessment performed for the 5th day of the measurement
ampaign is generalized and holds for the entire period, as shown in
he RMSE-MBE plane to the right of the figure. Basically, empirical
orrelation from the literature leads to an overestimation of the rear
emperature by 4 °C on average. Empirical correlation using the heat
lux sensor mainly leads to correcting the bias, whereas it has little
mpact on the fluctuation overall. It is speculated that the remaining
luctuating error can be corrected by better accounting for the rear-side
onvective transfer in the thermal model and by better consideration of
hotoconversion at the cell level.

.5. Front-side convective heat rates for floating photovoltaic modules

Building on the insights derived from the first measurement cam-
aign, a parallel analysis was conducted in the second experimental
etup located on a reservoir and described in Section 2.4. A new em-
irical correlation for the CHTC ℎ was determined as was an empirical
orrelation for the global transmittance U𝑣𝑎𝑙𝑢𝑒𝑠. Additionally, we aimed
o identify the restrictions of the global transmittance method when
rying to understand the role of the wind in the cooling processes.

Fig. 14(a) shows a significant relationship between the CHTC calcu-
ated from the heat flux sensor methodology and the mean wind speed.
he median regression reads:

h,0.5 = 2.9𝑈 + 8.97 (14)

The wind dependency component ℎ𝑣 = 2.9WsK−1 m−3 is higher
than that recorded for the first measurement campaign (Fig. 10) but



Solar Energy 274 (2024) 112531B. Amiot et al.
Fig. 13. (top) Experimental and predicted rear-side module temperature for the 5th day of the measurement campaign for different CHTC on the front-side. (bottom) Measured
and averaged over 5min bins, CHTC (colored background shows the standard deviations on each 5min bin). (right) Performance metrics for each day (over the period depicted
by the plain colored time series) of the measurement campaigns; the median values are depicted in plain colors.
Fig. 14. Measurements and quartile regressions of the CHTC (a) and U𝑣𝑎𝑙𝑢𝑒𝑠 (b) with respect to wind velocity for FPV system. The colormap indicates the number of occurrences.
remains in a close agreement with the wind coefficient obtained by
Test et al. (Eq. (1)); an increase of around 13% was observed. This
difference could come from the statistical tool used to determine the
linear law. Indeed, using quantile regression instead of the classical
root mean square algorithm can change the correlation coefficient, as
shown in Fig. 11 for the campaign of the laboratory solar platform.
Furthermore, this difference could also come from geometry, since the
photovoltaic module was less tilted than that used by Test et al. (30◦

◦

12

versus 40 ). It can also be speculated that the direction of the wind may
have affected the level of convective cooling, as in Test et al. the plate
was oriented to face the wind.

Another striking observation is the significant difference in the
constant value ℎ𝑐 between the two measurement campaigns, which is
around 8.96WK−1 m−2; while the difference in coefficients ℎ𝑣 is only
0.6WsK−1 m−3. The solar platform located on the roof of a 16m high
building yielded the highest value of the constant coefficient ℎ𝑐 . This
is likely due to the highest intensity of turbulence in comparison to

the FPV experiment on a lake and the correlation of Test et al. which
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was designed to reduce turbulence by incorporating wind barriers near
the PV module. Therefore, this result is consistent assuming that the
magnitude of the constant coefficient is presumed to increase with the
level of turbulence in the environment (see Sections 1 and 3.2).

In Fig. 14(b), the focus is on analyzing the global transmittance
values (Eq. (6)) as a function of wind speed.

The median function reads:

U𝑣𝑎𝑙𝑢𝑒𝑠 = 3.05𝑈 + 24.29 (15)

n the FPV experiment, the electrical yield was not measured (see
ection 2.4) and the global transmittance was computed assuming a
onstant electrical power 𝖯𝑒𝑙𝑒𝑐 = 25Wm−2. Indeed, the module was
onnected to a battery assumed to be fully charged in the afternoon
eriods when data were collected to formulate Eq. (15). Therefore, the
nstantaneous consumption corresponded to the power of the acquisi-
ion system. Assuming a lower production level would have slightly
ncreased U𝑣𝑎𝑙𝑢𝑒𝑠 and the wind-related coefficient and vice-versa. The
dvantage of the heat flux sensor methods lies in its independence from
nowledge of electrical production; the heat rates were determined
ithout supplementary electrical measurements or hypotheses related

o this parameter.
Moreover, U𝑣𝑎𝑙𝑢𝑒𝑠 inherently incorporates the effects of thermal

adiations and Eqs. (6) and (7) lead to:

𝑣𝑎𝑙𝑢𝑒𝑠 = ℎ𝑓𝑟 + ℎ𝑟𝑒 + 𝛼𝑙𝑤,𝑚,𝑓𝑟
𝜎𝑇 4

𝑚 − GTI𝑙𝑤
𝑇𝑚 − 𝑇𝑎𝑚𝑏

+ 𝛼𝑙𝑤,𝑚,𝑟𝑒𝜎
𝑇 4
𝑚 − 𝑇 4

𝑎𝑚𝑏
𝑇𝑚 − 𝑇𝑎𝑚𝑏

≃ ℎ𝑓𝑟 + ℎ𝑟𝑒 + 4(𝛼𝑙𝑤,𝑚,𝑓𝑟 + 𝛼𝑙𝑤,𝑚,𝑟𝑒)𝜎𝑇 3
𝑚 (16)

where the second equation is an approximation obtained assuming that
the temperature of the module is close to the ambient and sky tempera-
tures. The first two terms on the right-hand side of Eq. (16) correspond
to transmittance due to convection, whereas the last term corresponds
to radiative cooling. To study this decomposition, Figs. 15(a) and
15(b) show the CHTC measured on the front side by the heat flux
sensor and the global transmittance as a function of 𝜎𝑇 3

𝑚, respectively.
The unexpected dependence of CHTC on module temperature can be
explained by the correlation between module temperature and wind
speed: module temperature tends to decrease with increasing wind
speed. The dependence of total transmittance on module temperature
is even more interesting, as it includes the radiative part of the trans-
mittance and the dependence of temperature on wind speed. Indeed,
the wind-related coefficient for the total transmittance (Fig. 15(b)) is
much higher than that for the front-side CHTC (Fig. 15(a)). Therefore,
as expected, the overall transmission coefficient depends on the module
temperature, which is not taken into account in classical regression
U𝑣𝑎𝑙𝑢𝑒𝑠(𝑈 ). Fig. 15(b) also shows that the dispersion is dramatically
educed for high module temperature. Indeed, for a large module
emperature, the radiative part of the transmittance increases, and the
lobal transmittance becomes highly correlated to this parameter.

Consequently, using U𝑣𝑎𝑙𝑢𝑒𝑠 is appropriate to assess heat loss perfor-
ance in general, but it is limited to assess specific phenomena such

s forced convective action, which is more accurately described by the
HTC.

.6. Modeling performance for floating photovoltaic modules

The CHTC values obtained from the heat flux sensor were included
n the photovoltaic model to predict the rear side temperature of the
loating module; these results were subsequently compared to those
erived from empirical correlations for reference. Fig. 16 presents these
indings for the 21st day of the measurement campaign and introduces
he time series for the CHTC. As introduced in Fig. 6, this specific
ay is characterized by evolving conditions that lower the accuracy of
mpirical laws built using a quasi-permanent regime hypothesis. More
recisely, a temperature increase is clearly observed between 12:00
13

nd 13:18 as a result of the cloudy-sky to clear-sky transition shown
in Figs. 6 and 7. Zooming over this time window (Fig. 16 top-left),
it can be observed that the heat flux sensor inputs lead to substantial
improvements in prediction. Indeed, the maximum temperature devi-
ation, observed at the end of the temperature ramp is significantly
reduced from 9.5 °C to 5.2 °C when using empirical correlations. Most
f the time the CHTC value ℎh is higher than that in the literature
uring this time window, as shown by the figures at the bottom.
hese larger values could indicate that the heat flux sensor captures
upplementary processes responsible for the increase in the CHTCs,
uch as the turbulence intensity level.

These events were reproduced until 3 p.m., after which the heat
ransfer coefficients became comparable in magnitude. In addition, it
s noteworthy that the raft motion significantly affected the spatial
eviation of the experimental temperature by impacting the irradiation
evels. This behavior is largely observable for clear-sky conditions
uring the afternoon. On the right side of Fig. 16, the statistical metrics
omputed for the entire period are also indicated, highlighting the
uperior performance for temperature prediction when using heat flux
ensor data. More specifically, the median RMSE decreased to 2.62 °C

compared to 4.23 °C when empirical correlations were used. A notable
eduction in bias (MBE) was observed, with a decrease from 2.85 °C to
1.43 °C. Although the use of the heat flux sensor improved the predic-
tion of the rear-side temperature compared to the implementation of a
generic empirical law; statistical errors were higher than those obtained
in the first measurement campaign (see Fig. 13). It is possible that the
use of the temperature of the PV module in the calculation of the CHTC,
instead of the heat flux sensor temperature, participated in degrading
the prediction.

4. Conclusion

This study introduced a novel experimental method to improve the
determination of convective heat transfer coefficients for photovoltaic
applications. The method is based on two central elements: the use of
a heat flux sensor and statistical treatments using quantile regression.
The heat flux sensor is placed on top of the PV module surface so that
the methodology can be easily deployed in existing applications.

Convective laws were produced with a higher level of confidence
because the method significantly reduced the measurement and statis-
tical errors that pollute the traditional method of determination. The
method proposed significantly reduces the dispersion of CHTC records
without modifying PV operating conditions. Importantly, quantile re-
gression was found to provide a practical tool that provides better
understanding of the complex relationship between the PV system
and its environment. We strongly suggest that this statistical tool be
utilized for future PV thermal assessments, as it reduces the influence of
outlier records and allows quantifying any potential dependence of the
observed variable (i.e., CHTC) dispersion on the explanatory variable
(i.e., mean wind velocity).

The method proposed has the advantage of calculating the front-
side CHTC, unlike traditional CHTC values that are usually based on
the energy balance at the PV module level. Therefore, the direct heat
flux measurement presented in this study does not require knowledge
of the CHTC at the rear side of the module, which remains a specific
challenge as the airflow behind the PV modules is poorly known.
Therefore, the direct determination of CHTC allowed us to improve
temperature predictions by around 2K. Moreover, the methodology
proposed can be applied to investigate the heat transfer at the rear side.
Furthermore, determining the appropriate CHTC for a real solar power
plant is typically challenging since the conventional approach based
on a global transmittance value U𝑣𝑎𝑙𝑢𝑒𝑠 requires power generation data,
which are often not available at the PV module level. Given that silicon
solar cells exhibit a temperature coefficient of approximately 0.4%∕K
for power ratings, using heat flux sensors to measure local CHTC could

improve PV electrical prediction by at least 0.8%.
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Fig. 15. Distribution of the convective heat losses ℎh (a) and global heat losses U𝑣𝑎𝑙𝑢𝑒𝑠 (b), with respect to module temperature. Quantile regressions for 𝜏 = 0.25, 𝜏 = 0.5 and
𝜏 = 0.75 are indicated.
Fig. 16. (top) Comparison of experimental module temperature measured at the rear side ⟨𝑇𝑚⟩ versus temperature predictions using different CHTCs on the front-side: experimental
HTC (𝑇𝑟𝑒(ℎℎ)) and empirical law from [8] (𝑇𝑟𝑒(ℎ𝑇 𝑒)). Annotated numbers indicate the camera snapshot of Fig. 7. (right) Statistical performances are computed over the period
epicted by plain colored time series. (bottom) CHTC averaged over 5min for the heat flux sensor and the empirical correlation. Colored background depicts standard deviations
ver each 5min bin.
Using this methodology, a new correlation for convective heat trans-
er coefficient adapted to a FPV setup was derived, i.e. ℎh = 2.9𝑈 +8.97
WK−1 m−2). It is slightly more sensitive to wind velocity than the

correlation in the literature based on a similar PV module geometry
and distribution of environmental probes. Given that a standalone FPV
module was monitored in the study, the reader may find different sets
of coefficients for large-scale solar arrays with other installation foot-
prints. We recommend applying the correlation provided for a floating
configuration with large spacings. More importantly, implementing the
14
determined CHTC in the energy yield assessment tool showed that
the rear side temperature was accurately reproduced, signifying that
convective mechanisms are likely to be responsible of the cooling effect
on floating photovoltaic applications. Thus, we suggest that the effort
to develop FPV thermal model should focus on the accurate description
of convective processes to model the cooling effect.

The methodology proposed has the potential to improve the thermal
management of PV assets because it relies only on environmental data
and achieves higher monitoring rates without influencing PV operating
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conditions. More research must be performed to evaluate the extent
to which cell covering is possible, in order to position the probe at
different locations of the module so that accurate local CHTCs can be
captured for large size installations. This method also offers the oppor-
tunity to investigate the convective heat transfer over the rear module
surface for which there is no accepted correlation as the latter depends
on geometric and environmental conditions. Finally, the methodology
proposed can be used to investigate the role of wind directions and
turbulence effects in outdoor environments. They probably represent
the next frontiers to cross for improving the thermal management of
PV modules.
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Appendix A

A.1. Convective heat transfer relationship with wind velocity

Indeed, the transfer of heat over a PV panel is similar to the
academic configuration of forced convection over a flat plate which
is extensively covered in textbooks [41]. In dimensionless form, heat
transfer is analyzed in terms of Reynolds number 𝑅𝑒 = 𝑈𝐿∕𝜈, Prandtl
number 𝑃𝑟 = 𝜈∕𝜅 and Nusselt number 𝑁𝑢 = ℎ𝐿∕𝑘 where 𝑈 is
he incoming velocity, 𝐿 is the typical length of the system, 𝜈 and 𝑘
re the kinematic viscosity and the thermal conductivity of the fluid,
espectively. As air is the only fluid encountered in PV applications,
he Prandtl number can be considered as a constant and the Reynolds
nd Nusselt numbers follow a power-law: 𝑁𝑢 = 𝑎𝑅𝑒𝑏 where 𝑎 and 𝑏
re constants. In outdoor conditions, a 𝑈0 = 1m s−1 wind speed over a

𝐿0 = 1m-long solar panel results in a Reynolds number around 𝑅𝑒0 =
105 which means that airflow is mostly turbulent above PV panels.
For turbulent forced convection, 𝑏 is in the range [0.8 − 1] and such
power-laws are valid for several decades of Reynolds number, whereas
in the specific case of heat transfer over a PV module, the typical length
and velocity ranges fall within the ranges [1 − 2]m and [0.5 − 8]ms−1,
15
respectively. Thus, the Reynolds number varies over one decade and
the power-law can be linearized with a limited loss of accuracy:

𝑁𝑢 = 𝑁𝑢(𝑅𝑒0) + 𝑎𝑏𝑅𝑒𝑏−10 (𝑅𝑒 − 𝑅𝑒0) (A.1)

where 𝑅𝑒0 is a typical value of the Reynolds number for the system. It is
important to note that such a relationship has a limited range of validity
depending on the experimental (or numerical) data set. In particular,
the constant term in Eq. (A.1) can be seen as the typical value of the
Nusselt number in the selected range of the Reynolds number, whereas
the other term shows dependence on the Reynolds number. Returning
to the dimensional variables, Eq. (A.1) reads:

ℎ = ℎ𝑐 + ℎ𝑣𝑈 (A.2)

where ℎ𝑣 is the wind dependency component given in WsK−1 m−3 and
ℎ𝑐 is a constant. It is important to note that ℎ𝑐 cannot be interpreted
as the CHTC at zero velocity, since Eq. (A.1) is only valid for forced
convection.

A.2. Calculation of net radiative heat flux leaving the sensor

The net radiative heat flux leaving the heat flux sensor 𝜙𝑟𝑎𝑑 is given
y:

𝑟𝑎𝑑 = 𝜖𝜎𝑇 4
h − 𝛼𝑠𝑤,hGTI𝑠𝑤 − 𝛼𝑙𝑤,hGTI𝑙𝑤 (A.3)

here 𝜎 = 5.67 × 10−8 Wm−2 K−4 is the Stefan–Boltzmann constant, 𝑇h
s the temperature of the sensor, GTI𝑠𝑤 and GTI𝑙𝑤 are the incoming
adiation in the plane of the module in the short and long wavelength
anges, respectively. 𝜖 is the total, hemispherical emissivity of the
ensor, 𝛼𝑠𝑤,h and 𝛼𝑙𝑤,h are the absorptivities of the sensor in the short
nd long wavelength ranges, respectively. The cut-off wavelength is
sually chosen to be equal to 3 μm.

In this study, the spectral normal emissivity of the coatings of
he sensor is measured by an integrated sphere mounted in a Fourier
ransform Spectrometer and the global tilted irradiations GTI𝑠𝑤 and

GTI𝑠𝑤 are measured by a pyranometer and a pyrgeometer, respectively.
To calculate the radiative properties used in Eq. (A.3) the surface

of the sensor is assumed to be gray over the short and long wave
ranges. Therefore, the total normal emissivity (𝜖⟂𝑠𝑤, 𝜖⟂𝑙𝑤) on each band
is calculated by averaging the spectral normal emissivity (𝜖⟂𝑠𝑤,𝜆, 𝜖

⟂
𝑙𝑤,𝜆)

measured by the integrating sphere. Then, the surface is assumed to be
isotropic in emission and absorption. Under this assumption, the total
normal emissivity is equal to the total hemispherical emissivity (𝜖∩𝑠𝑤,
𝜖∩𝑙𝑤) on each band:

𝜖∩𝑠𝑤 = 𝜖⟂𝑠𝑤 = 1
𝜆2 − 𝜆1 ∫

𝜆2

𝜆1
𝜖⟂𝑠𝑤,𝜆𝑑𝜆 (A.4)

𝜖∩𝑙𝑤 = 𝜖⟂𝑙𝑤 = 1
𝜆4 − 𝜆3 ∫

𝜆4

𝜆3
𝜖⟂𝑠𝑤,𝜆𝑑𝜆 (A.5)

Under the assumption of gray and isotropic (in emission and absorp-
tion) surface on each spectral band, Kirchoff’s law leads to:

𝛼𝑠𝑤,h = 𝜖∩𝑠𝑤 (A.6)

𝛼𝑙𝑤,h = 𝜖∩𝑙𝑤 (A.7)

From these two quantities, the total emissivity on the whole spectrum
of the surface is given by:

𝜖 = 𝐹 (𝜆∗𝑇h)𝛼𝑠𝑤,h + (1 − 𝐹 (𝜆∗𝑇h))𝛼𝑙𝑤,h (A.8)

where 𝜆∗ = 3 μm is the cut-off wavelength between the short and long
wavelength ranges, 𝑇h is the temperature of the sensor and 𝐹 (𝜆∗𝑇h) is
the fractional blackbody emissive power which defined by:

𝐹 (𝜆∗𝑇h) =
1

𝜎𝑇 4
h
∫

𝜆∗

0
𝐸0(𝜆, 𝑇 )𝑑𝜆 (A.9)

here 𝜎 = 6.67 × 10−8 Wm−2K−1 is the Stefan–Boltzmann constant and
𝐸0(𝜆, 𝑇 ) is the blackbody emissive power. As the temperature of the
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Table A.6
Radiative properties of the coatings applied on different materials and
obtained from the laboratory spectroscopy measurements.

White painting Black painting

𝛼𝑠𝑤,h 0,30 0,95
𝜖 = 𝛼𝑙𝑤,h 0,51 0,95

heat flux sensor remains below 100 °C, the first term in Eq. (A.8) is
negligible and the total emissivity of the surface is approximated to
within 1% by the emissivity in the long wavelength range:

𝜖 = 𝛼𝑙𝑤,h (A.10)

The values of these radiative properties are shown in Table A.6 for the
white and black paintings.

Finally, to calculate the net radiative heat flux leaving the sen-
sor (Eq. (A.3)), the incoming radiation in the short and long wave-
length ranges are obtained by the pyranometer and the pyrgeometer,
respectively.
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