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Abstract

We have measured several 2p → 1s transition energies in core-excited boron-like ions of sulfur and
argon. The measurements are reference-free, with an accuracy of a few parts per million. The x-rays
were produced by the plasma of a an electron-cyclotron resonance ion source and were measured
by a double-crystal x-ray spectrometer. The precision obtained for the measured 1s2s22p2 J −
1s22s22p J ′ lines is ≈4 ppm for sulfur and ≈2 ppm for argon. The line energies are compared to
relativistic atomic structure calculations performed with the mdfgme multi-configuration Dirac-Fock
code. This comparison is used for line identification and test the theoretical methods, which reach an
agreement with experimental data up to 15meV. The theoretical calculations have been extended to
C+, Si9+, Cr19+ and Fe21+, which were the only B-like ions where such transitions were measured
up to now.

Keywords: BSQED, highly-charged ions, x-ray spectroscopy

1 Introduction

The experimental study of few-electron, highly
charged ions (HCI) has consistently improved in
accuracy across a broad range of elements (see
e.g., [1] for a review of one to three electron
ions). Measurements of transitions to the 1s level
in one and two electron ions provide sensitive
tests of Bound State Quantum Electrodynamics
(BSQED). Transitions between 2p → 2s have
also been measured in a number of two and

three-electron ions [1] including heavy ions. In par-
ticular, high precision measurements of 2p → 2s
transition energies in two to four electron ura-
nium ions have been recently measured [2]. At
present, the 1s22s22p 2P3/2 − 2P1/2 transition
wavelength in boron-like argon (five electrons) is
the most accurately measured transition in highly-
charged ions [3, 4]. Its Landé g-factor and upper
level lifetime have also been measured [5].
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However, very few measurements of systems
with open core shells and three electrons or more
have been performed. High-precision, reference-
free measurements of n = 2 → n = 1 transi-
tions in lithium-like and sulfur and argon [6] and
beryllium-like argon have been published in the
last few years [7]. Theoretical calculations in such
systems becomes increasingly difficult with the
number of electrons. In core-excited lines, With a
growing number of electrons, more lines can exist,
, with nearby energies, and broad Auger widths,
increasing the possibility of unresolved transitions.
At the same time, calculation of the level energies
becomes significantly harder for core-excited ions
with more than four electrons. The QED effects
are masked by the uncertainties coming from solv-
ing the many-body problem. There are only four
elements — B, C [8], Cr [9] and Fe [10, 11] — for
which 2p → 1s transitions in the boron electronic
sequence are listed in the NIST Database [12]. The
Livermore group also performed measurements of
Si and S. [13].

These few electron systems with K-holes are
growing in importance as they are now frequently
observed by space-borne x-ray spectrometers, and
in particular high-resolution microcalorimeters
(see, e.g., [14]). A new era of high precision spec-
troscopy of hot plasmas of the universe started
with the launch of the soft x-ray microcalorimeter
built within Hitomi [15], back in 2018. However,
the failure of the satellite postponed this high pre-
cision study of the universe, until XRISM was
launched in September 2023. The first observation
with this new satellite of the Supernova rem-
nant N132D has already been published [16]. The
three most intense elements seen in the spec-
trum are silicon, sulfur and argon. The precise
measurement of K-hole spectra for different ion-
ization states of these elements is useful for online
calibration of the satellite. Some of these lines
have been recently been remeasured by Liver-
more [13], using electron-beam ion traps (EBITs)
and a microcalorimeter, but both the detector
resolution and the ionization method lead to unre-
solved lines. Crystal spectroscopy offers much
better energy resolution, around a few ppm in
the 2 keV to 6 keV energy range, with the draw-
back of accessing a only narrow window of energy,
requiring many measurements. As already demon-
strated in [6, 7, 17, 18], by coupling an electron

cyclotron ion source (ECRIS), to a Double Crys-
tal Spectrometer (DCS), it is possible to perform
reference-free, ppm level accuracy energy mea-
surements. Here we present measurements, in the
region of the 1s2s22p2 2P3/2 − 1s22s22p 2P3/2

transitions in B-like S and Ar. Such transitions
are regularly observed in astrophysical [19] and
plasma measurements [13, 20, 21] but are gen-
erally unresolved, making a unambiguous iden-
tification impossible. The present measurement
reveals a complex structure, which we subse-
quently interpret with the help of high-precision
BSQED calculations.

2 Description of the
experiment

Only the main features of the experiment will be
recalled here as the detailed explanations of the
experimental approach are provided in Refs. [6,
7, 17, 18]. The highly-charged ions are produced
in the plasma of a permanent magnet Electron-
Cyclotron resonance ion source (ECRIS), which is
injected with a 14.5GHz microwaves with a power
of approximately 300W. The electronic temper-
ature is around 50 keV [22], far above the 1s
ionization threshold of many elements including
Xe. The plasma is created from the gas of interest
(here SF6 and Ar) and a support gas (typically
oxygen), which supplies electrons for ionization.
A vacuum double crystal spectrometer (DCS) is
connected to the source by an evacuated pipe
of length around 1.5m. The x rays are observed
through a 50 µm-thick Be window to separate the
ECRIS vacuum and the DCS vacuum. The spec-
trometer is under vacuum to avoid absorption of
the low-energy x rays emitted by elements like S
and Ar [23]. The DCS is precisely aligned with the
ECRIS axis to aim at the plasma’s center posi-
tion. The plasma, with a diameter of about 30mm,
is observable by the spectrometer through a cop-
per tube (the polarization electrode of the source)
with a diameter of 6mm.

The crystals used for the DCS are pure silicon
(111) crystals, which lattice spacing was mea-
sured to a 1.2 × 10−8 relative accuracy at NIST
[17]. Photons reflected off the crystals are detected
using a cooled, large-area avalanche photodiode
(LAAPD). Cooling of the detector is achieved
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using a water-ethanol bath at −18 ◦C, which min-
imize electronic noise and energy resolution for
x-ray photon measurements [24]. Since the spec-
trometer operates in vacuum, the cooling system
additionally serves to dissipate heat from the
angular tables stepping motors and cool the crys-
tals supports. The temperature of each crystal is
measured using calibrated thermistors to better
than 0.1 ◦C. It is stabilized by a proportional-
integral-derivative (PID) controller, which use the
measured temperature to control heating resistors.

During the measurement, the first crystal is
kept at a fixed position and acts as an energy
selector such that a limited range of photon ener-
gies reflect towards the second crystal. The second
crystal is then oriented into one of two position:
(1) nondispersive, reflection of order (n,−n) in
Allison’s notation [25], where the two crystals are
parallel and the photons bounce off both crystals
independently of their energies, or (2) disper-
sive, reflection of order (n, n), where both crystals
deflect the photons in the same direction. The
second crystal angle is scanned around both posi-
tions, in a sequence nondispersive – dispersive –
nondispersive, use for each day of measurement.

The experimental campaigns were conducted
in summer 2017 and summer 2018 and focused
on the 1s2s22p2 2P1/2 − 1s22s22p 2P1/2 and
1s2s22p2 2P3/2 − 1s22s22p 2P3/2 transitions in
B-like sulfur and argon. The measurements were
performed in a room with limited temperature
regulation, during a hot summer, which induced
large temperature variations throughout the mea-
surement period. We thus had to setup our crys-
tal temperature regulation quite above the usual
22.5 ◦C, which is the temperature at with the lat-
tice spacing of the crystal has been measured. This
also led to fluctuations of the temperature of the
crystals larger than in previous measurements.

3 Identification of the
transitions

Typical spectra of B-like sulfur and argon are pre-
sented in Fig. 1. As one can see, they look quite
similar, both composed of five visible peaks. For
easier designation, we will refer to each peak as
peak one to five, from left to right. At first look,
the second and fourth peak seems to be symmet-
ric with respect to the most intense one. In argon,

Fig. 1: Spectra of sulfur and argon with identi-
fication. A fit was added for eye’s comfort. The
angle was converted to energy using the formula
from Ref. [17]. The identification and the compar-
ison with theory is discussed in Sec. 6
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the third peak seems to be composed of two lines,
which are not totally resolved by the spectrome-
ter. The argon’s second peak has a larger width
than the equivalent one in the sulfur spectrum and
than the other sulfur peaks.

The overall process of the analysis is simi-
lar to the one described in our previous work on
He- to Be-like Ar and S [6, 7, 18, 26], as it uses
simulated x-ray profiles, derived from dynamical
diffraction theory and exact crystal response func-
tion. In addition, we use here a Bayesian analysis
(BA) method to be able to disentangle the contri-
bution of the different transitions in each spectral
peak. More precisely we use the Bayesian model
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selection method [27] to assign probabilities to dif-
ferent data models, and get the associated widths
and energies of the measured transitions. Such
methods were used in a previous work [18] for
very specific needs: to check the influence of the
different crystal modelization methods and in [6]
to extract the energy of the M2 forbidden line
1s2s2p 4P5/2 − 1s22s2 2S1/2 in Li-like argon and
sulfur. Differently to our past works, these meth-
ods are used here systematically for each step of
the data analysis.

3.1 Modelling the contributions

Before going into the BA and determine how many
transitions are present in these spectra, it is crucial
to chose properly which kind of model should be
used for reproducing the experimental lineshape.
For a first analysis, a toy-model has been used
based on Voigt profiles, a convolution product of
a Lorentz and a gaussian function. These profiles
take into account the Doppler broadening and the
broadening due to the reflection curves of the crys-
tals as the gaussian width, and the natural width
of the transition as the Lorentz width. In our case,
this lineshape is efficient for fitting lower statis-
tic contributions, but cannot describe the most
intense peaks as it does not take into account the
crystals’ response function shape.

Following, in order to take into account all the
effects from the setup, profiles based on ab ini-
tio simulations [17] are considered to take into
account the effects due to the geometry of the
spectrometer and the ECRIS and the reflection
profile of the crystals. The simulation take as input
reflectivity profiles computed with the xraylib [28]
and XOPPY [29] python libraries, for the Si(111)
crystals, and physical parameters such as the
photons’ energy, the Doppler width and the nat-
ural width. The Doppler broadening, considered
Gaussian, is fixed to the values measured in the
M1 transitions of He-like Ar and S, published in
Refs. [6, 18], which have a negligible natural width
with respect to the Doppler width. More precisely,
we used the values 65(4)meV for argon [26] and
84(6)meV for sulfur [18]. The energy of the x rays
is fixed to 3065 eV for Ar and 2395 eV for sulfur.
Different simulated profiles are simulated consid-
ering natural widths between 0.01 eV and 0.6 eV,
and are compared to the experimental data to

deduce the most probable one. The width deter-
mined through this method is then used for further
simulations in order to deduce the energy (see sec.
4.2)

3.2 Determination of the number of
contributions

These spectra (see Fig. 1, contains several con-
tributions, with some which may be unresolved.
The main challenge is to ascertain properly the
number of contributions, in order to determine
their widths and energy. To dissect the contribu-
tions within these five peaks spectra, we employed
Bayesian model selection methods that, as we will
see, bring several key benefits. To infer the number
of contributions in each peak, we use a set of mod-
els containing different number of contributions.
For all the models, we keep the same background
modeling and lineshape for each contribution:

M (θ, θi, Ii, σ, γi, a) =
cmax∑
i=1

Ii ∗ P ((θ − θi), σ, γi) + a, (1)

where P is the lineshape Ii is the intensity of
the transition, θi the position of the transition,
γi the natural linewidth of the transition, σ the
broadening due to Doppler effect and instrumen-
tal response, and a the background. Depending on
the statistics in the peak, the lineshape used is
either a Voigt profile or a simulation. The Voigt
profile is used used for the peaks with low statistics
(peaks 1, 2, 4, and 5). For peaks with significant
statistic such as the third peak of each spectra, for
both elements, ab initio simulation is required to
descibe sufficently well the data.

For each simulation, the experimental data
are fitted using the code nested fit [30–32] to
deduce the most probable parameters, their uncer-
tainties, and the Bayesian evidence (BE), the
marginalized value of the likelihood over the possi-
ble parameter values. From the Bayesian evidence,
the probability of each model, i.e., the number
of unresolved contribution and their linewidths,
is deduced. (More details on the Bayesian model
selection can be found in Refs. [33–35].) Subse-
quently, we identify the model with the highest BE
for each specified number of contributions, com-
paring these across different sets defined by their
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Fig. 2: Difference of the log Evidence for every peak of argon and sulfur. Every peak seems to have only
one atomic contribution in sulfur. For argon, only the third peak exhibit two contributions. The evidence
differences for the third peak is bigger than the others due to larger statistics.
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natural linewidths. This method is not applied for
the whole spectrum, but to each peak, defining by
eye a cutting in between each contribution. The
neighboring contributions of the studied peak is
modelled with a Voigt profile, to take into account
the long tails.

For the sulfur spectra, all the peaks show the
highest evidence when using a single line simu-
lated profile, indicating, with the present statis-
tics, that there are no line blends and that each
peak visible in the spectrum correspond to a sin-
gle transition (see Fig.2. The same result was
obtained for all peaks of the argon spectra except
the third one (see Fig.2. For this latter one, by
using the simulations, the evidence was highest
for a two transitions model. The case of the sec-
ond peak in argon was peculiar, as it displayed
a much larger natural width (cf Fig. 3) than the
other peaks with only one contribution. By limit-
ing the natural width below 400meV, we obtained
a BE in favor of a two contribution model, as the
one contribution model had the highest evidence
for a natural width ≈650meV, significantly differ-
ent from ≈300meV, the width of all other peaks
with one component only.

3.3 Identification of the transitions

The dominant process in the ion source involves
K-shell ionization of a ground state ion, which cor-
respond in our specific case to the removal of a

Fig. 3: Example of the second argon peak, fitted
with two voigt profiles and a constant back-
ground. The green contribution is the tail of the
neighboring third peak.
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K-shell electron from a 1s22s22p 3P0 carbon-like
ion. We then expect that the main population of
K-shell excited B-like ions will be in 1s2s22p2 2Pi,
i ∈ [1/2, 3/2]. These two levels can decay into
two lower sublevels. The most intense transitions
will be the two 1s2s22p2 2Pi − 1s22s22p 2Pi, i ∈
[1/2, 3/2]. The transitions two transitions with
2Pi −2 Pj , i ̸= j are less probable as they
require a spin flip of the decaying electron. More-
over, the 2P1/2 −2 P3/2 energy is almost the same
for both 1s2s22p2 ans 1s22s22p electronic states.
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Hence the two 1s2s22p2 2Pi − 1s22s22p 2Pi, i ∈
[1/2, 3/2] transitions will be around the same
energy, surrounded by the two 1s2s22p2 2Pi −
1s22s22p 2Pj , (i, j) ∈ [1/2, 3/2], i ̸= j transi-
tions, which energy differs from the 1s2s22p2 2Pi−
1s22s22p 2Pi, i ∈ [1/2, 3/2] by the splitting of
the 1s22s22p2P1/2− The transition schemes are
shown in Fig. 4. This particularity results in a
intense peak, containing two transitions, which are
surrounded with two weak lines, symmetric with
respect to the intense line.

Moreover, in the argon spectra, the energy
difference between the main peak and its adja-
cent peaks is close to the energy deduced by laser
spectroscopy for the 1s22s22p 2P1/2 −2 P3/2 tran-
sition, measured at ≈2.81 eV [36]. The same is
observed for sulfur, with the 1s22s22p 2P1/2 −2

P3/2 transition, measured at 1.628 57 eV by grat-
ing spectroscopy of sun emission [37].

Fig. 4: Transition scheme for the principal peak
and its two neighbors. The symmetry of both
neighbors can be explained by the fact that two
upper level decays into two lower level. As the
splitting of both the upper levels and lower lev-
els is around the same, i.e. E1 − E3 ≈ E2 − E4,
the central peak of the spectrum is blended. With
E2 − E1 = E4 − E3, E2 and E3 transitions
are symmetric with respect to the E1 and E4
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As written above, the argon’s second peak
shows a larger linewidth than the other peaks,
indicating the possible presence of an additional
transition within this peak. This additional tran-
sition is identified as 1s2s22p2 2D3/2 − 2P1/2,
which accounts for the existence of the initial

peak along with 1s2s22p2 2D5/2 − 2P3/2. In sul-
fur, the 2D level decreases in energy, pushing the
2D5/2 beyond the measurement range and sepa-
rating the 1s2s22p2 2D3/2 − 1s22s22p 2P1/2 from
the 1s2s22p2 2P1/2 − 1s22s22p 2P3/2. Finally, the
fifth peak observed in the spectra is identified to
be 1s2s22p2 2S1/2−1s22s22p 2P3/2 for both argon
and sulfur. The identifications of the peaks for
both argon and sulfur are displayed in Fig. 1.

4 Extraction of the physical
parameters

4.1 Determination of the widths

The determination of the width is a key step of
the analysis, as we require the correct natural
width to input in the simulation to extract the
final transition energy values (cf Sec. 4.2). As the
width is not a free fit parameter because of the
complex simulation process, we have to run dif-
ferent analyses, one each profile simulated with
a different width value. Following, we apply once
more the approach of maximum evidence to deter-
mine the most probable value of the width. During
this procedure, all the spectra are taken into
account at once considering the same simulation
for all available by considering the total likeli-
hood equal to the product of the single spectra
likelihood. In this way the statistical uncertainty
of the width determination is drastically. For the
peaks with one component only, the most proba-
ble width value and the associated uncertainty are
determined finding the maximum of a 4th degree
polynomial used as interpolation of the BE depen-
dency as function of the width. An example of
this fit is given in Fig 5. The maximum gives
the measured natural width of the line, while the
maximum BE value (in log) minus 0.96, which
correspond to 2σ uncertainty [38]. For the peaks
with two contributions (in argon only), the evi-
dence is a function of two different widths. In
order to get the width of the two contributions,
we project the 2D evidence function on the width
of the other contribution, by taking the maximum
of the evidence: BE(wi) = maxj(BE(wi, wj)). We
were unable to extract any width for the unre-
solved 1s2s22p2 2P1/2 − 1s2 2s2 2p 2P1/2 and
1s2s22p2 2P3/2 − 1s2 2s2 2p 2P3/2 in sulfur
and 1s2s22p2 2P1/2 − 1s2 2s2 2p 2P3/2 and
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1s2s22p2 2D3/2−1s2 2s2 2p 2P1/2 in argon. All the
widths are shown in Table 1 for argon and sulfur.

From this analysis, the energy of the differ-
ent transitions is also deduced by comparing the
angle difference between the simulations and each
measured transitions. This allowed in addition
to crosscheck any unattended correlation between
the natural width and an approximation of the
transition energy. This energy will be used in the
next step for the final energy search.

.

Table 1: Measured widths for sulfur
and argon. All the transitions are from
the 1s 2s2 2p2 2S+1LJ electronic state to
1s2 2s2 2p 2PJ state. If two transitions are
mentioned, the width shown is the combined
width. Values are in meV. Theoretical values
are described in Sec 5

Transition Exp. Th.

Sulfur

2D3/2 −2 P1/2 256 (35) 162
2P1/2 −2 P3/2 154 (30) 105
2P3/2 −2 P3/2 and 2P1/2 −2 P1/2 192 (3)
2P3/2 −2 P1/2 140 (17) 83
2S1/2 −2 P3/2 208 (28) 196

Argon

2D5/2 −2 P3/2 248(42) 185
2P1/2 −2 P1/2 and 2D3/2 −2 P1/2 617 (40)
2P1/2 −2 P1/2 221 (8) 141
2P3/2 −2 P3/2 182 (8) 120
2P3/2 −2 P1/2 277 (72) 120

4.2 Evaluation of experimental
transition energies

Once the width of each contribution is determined,
we can deduce the energy of every transition.
The Bragg angle depends on the temperature
of the crystals. However, the poor stabilization
of the crystals temperature caused by the hot
summer and the absence of a room temperature
stabilization system, made the crystals drift in
temperature throughout the day. This deviation
is about 1 ◦C, value which we use for the uncer-
tainty in Table 2. The systematical uncertainties
are obtained by the same methods as described in
Refs. [7, 17, 26].

Fig. 5: Fit of the evidence depending on the width
of the natural width simulations with a 4-th order
polynomial for 1s2s22p2 2P3/2 − 1s22s22p 2P3/2
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4.2.1 Temperature correction

With the natural linewidth determined above,
new sets of simulations of both dispersive and
nondispersive spectra are performed using the
corresponding linewidth, for different transitions
energy and crystal temperature, which shifts the
line position. We use five different energies Ek =
E + k∆E, with ∆E ≈ 10meV, E being the
energy deduced from the difference in angle from
the width analysis, and ten temperatures from
22.5 °C to 27 °C for each line. The simulations were
performed using the same temperature for both
crystals. We fit again by applying the peak per
peak cut and the neighbor modelling However,
the temperature of the crystals are different and
changes during the day. The only shift not taken
into account by our simulations is the temperature
difference between the two crystals. The angle dif-
ference is caused by the dilatation of the crystals,
caused by the temperature change, changing the
lattice spacing of the crystals. This dilatation is as
following [39]:

∆d

d
= η0(T − 20) + η1(T − 20)2 (2)

with T the crystal temperature, η0 and η1 the coef-
ficient of dilatation of the crystal. Using this the
Bragg angle can be written as:

ΘBragg(E, T ) = arcsin

(
nλ(1− δ(E))

2d(T )

)
(3)
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Table 2: List of systematic uncertainties for each spectrum. The systematics are separated into two
categories. The first one, the daily systematic uncertainties, regroup all the systematics which can change
on a daily basis. The overall contributions are systematics which are common for all spectra, such as the
crystal parameters, uncertainties tied to the crystals rocking curves or the geometry of the setup.

Daily Contributions (eV) Value (S) Value (Ar)

Angular encoder error (0.2”) 0.0016 0.0035
2nd crystal temperature stabilization (1.0 °C) 0.0062 0.0079
Variation of x-ray source size from 6 mm to 12 mm 0.00462 0.0013

Total (eV) 0.0124 0.0127

Overall Contributions (eV) Value (S) Value (Ar)

Temperature reading (0.5 °C) 0.0031 0.0040
Vertical tilts of crystals (±0.01°) for each crystal 0.00085 0.0002
Vertical divergence (1 mm) 0.00102 0.0002
Si crystal atomic form factor 0.003 0.002
X-ray polarization 0.006 0.0014
Lattice spacing error 0.0000287 0.000037
Index of refraction 0.00055 0.0016
Thermal expansion 0.00015 0.00019

Total (eV) 0.0075 0.0069

with d(T) the lattice spacing of the crystal at tem-
perature T, δ(E) the refractive index correction
and ΘBragg the Bragg angle of a photon of energy
E. The angle difference induced by the change of
the lattice spacing of the first crystal, due to the
difference of temperature between both crystals
can be well approximated by using Eq. (3):

∆θ = ΘBragg(E, Tcryst 1)−ΘBragg(E, Tcryst 2)
(4)

This correction is applied for each spectrum, both
dispersive and nondispersive, and reduce the over-
all scattering of our data along the measurements
as shown in Fig. 6.

The line energy is obtained from the
two bi-dimensional fits from the relation
∆θExpt-simul(EExpt, TExpt) = 0 where TExpt is the
average temperature of the second crystal, to
take into account the temperature of the second
crystal.

4.2.2 Determination of the energy

The energies deduced from each run can now be
processed, in order to obtain the final energy value
and its uncertainty. Our data are much more scat-
tered than previous measurements [6, 7, 17, 18].

The usual way to process the data is by doing
a inverse-variance weighted average. This method
relies on the correct determination of the uncer-
tainties of the values to weight [40]. However,
when inconsistent data have to be considered
(with a scattering much larger than the typical
size of the assigned error bars), the final uncer-
tainty of the weighted average does not depend
on the scattering of the points with the risk of
its underestimation. In our case, compared to the
previous measurement from the DCS, our daily
measurements suffer from a large scattering, mak-
ing the use of the standard weighted average
unappropriated. In order to resolve this prob-
lem, we perform a Bayesian average (BAv) [27,
41], where the uncertainty related to each data
point is considered as a lower bound of the
real uncertainty including unknown systematic
errors. For each measurement, day-dependent sys-
tematical errors are added to each measurement
point, before performing the log-likelihood pro-
cedure. To get the final uncertainty, the sys-
tematical uncertainties do not depend on the
daily measurement conditions are added to the
log-likelihood uncertainty. In this analysis, and
especially for the argon spectra, where the mea-
surements have outliers and high scattering, the
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Fig. 6: Effect of the temperature correction on the energy for 1s2s22p2 2P3/2 − 1s2 2s2 2p 2P3/2 argon
(left) and 1s2s22p2 2P1/2 − 1s2 2s2 2p 2P1/2 and 1s2s22p2 2P3/2 − 1s2 2s2 2p 2P3/2 sulfur (right). In
sulfur, this correction reduces the day-per-day scattering. In argon, this correction reduces the scattering
of the measurements compared to the measured value. The energy value is here calculated with a weighted
average method, with statistical error (light red) and with the systematical uncertainties in dashed orange
lines.
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BAv allows to estimate correctly the statistical
uncertainty to the scattering of the data and to
be robust with respect to the possible presence of
outliers, which shifts the measured energy. Out-
liers were observed in argon spectra, especially
for the 1s2s22p2 2D5/2 − 1s2 2s2 2p 2P3/2 and
1s2s22p2 2S1/2−1s2 2s2 2p 2P3/2 argon (cf Fig. 8).
Since only 2 dispersive spectra have been taken
for sulfur, we do not observe outliers (cf Fig. 7).

5 Theoretical calculations

In order to identify the transition observed,
and to test relativistic many-body techniques
and QED contributions for a core-excited 5-
electron systems, we have performed Multi-
Configuration Dirac-Fock calculations of all pos-
sible 1s2s22p2 2S+1LJ levels and of the two
1s22s22p 2PJ levels for argon and sulfur. We also
performed calculations for these levels on the few
other ions for which measurements are available,
C+, Si9+, Cr19+ and Fe21+. The calculations have
been performed using the 2024 version of the
mdfgme code [42–45]. The calculation was per-
formed using single and double excitations up to
principal quantum number n = 4 or n = 5 depend-
ing on convergence issues, in the Optimized Level
(OL) scheme, i.e., all orbitals are fully relaxed.
For the two lower levels, triple excitations were

also included to compare with accurate experi-
ments, in particular the laser measurement from
Refs [3, 5]. Accurate values for the fine structure
interval of the the two 1s22s22p 2PJ levels were
helpful in the identification of the observed lines,

Table 3: Experimental energy of the transitions in
Ar and S. The 1s2s22p2 2P1/2 − 1s2s22p2 2P1/2 and
1s2s22p2 2D3/2 − 1s22s22p 2P1/2 transitions in Ar
couldn’t be resolved.

Transition Energy (eV)

Sulfur

1s2s22p2 2D3/2 − 1s22s22p 2P1/2 2392.9736 (92)
1s2s22p2 2P1/2 − 1s22s22p 2P3/2* 2393.7771 (89)
1s2s22p2 2P1/2 − 1s22s22p 2P1/2* 2395.4603 (89)
1s2s22p2 2P3/2 − 1s22s22p 2P3/2 2395.4603 (89)
1s2s22p2 2P3/2 − 1s2s22p2 2P1/2 2397.1454 (89)
1s2s22p2 2S1/2 − 1s2s22p2 2P3/2 2399.4039 (91)

Argon

1s2s22p2 2D5/2 − 1s22s22p 2P3/2 3059.8366 (70)
1s2s22p2 2P1/2 − 1s2s22p 2P1/2* 3062.4133 (73)
1s2s22p2 2D3/2 − 1s22s22p 2P1/2* 3062.4133 (73)
1s2s22p2 2P1/2 − 1s22s22p 2P1/2 3065.0314 (69)
1s2s22p2 2P3/2 − 1s22s22p 2P3/2 3065.3403 (69)
1s2s22p2 2P3/2 − 1s22s22p 2P1/2 3068.1366 (77)
1s2s22p2 2S1/2 − 1s22s22p 2P3/2 3069.698 (57)

* Unresolved.
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Fig. 7: Determination of the energy using log-likelihood for sulfur. Each measurement point is including
the daily uncertainties, and the final energy uncertainty, the overall uncertainty is added. Among all
measurement, weighted average and Bayesian average are compatible, and the uncertainty of the Bayesian
average is higher than the weighted mean.
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Fig. 8: Determination of the energy using log-likelihood for argon. Each measurement point is includ-
ing the daily uncertainties, and the final energy uncertainty, the overall uncertainty is added. Among all
measurement, weighted average and Bayesian average are compatible. Nonetheless, the outliers measure-
ments, due to low statistics are shifting the total measured energy, whereas the Bayesian are excluding
them. The Bayesian average approach also allows to adapt the uncertainty on the scattering of the points,
whereas the statistical uncertainty from the weighted average does not depend on the points themselves,
and rely on thumb rules in case of large scattering.
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as several lines decays to both levels and should
have energy differences to the ground state fine
structure splitting.

In these calculations, the Breit interaction is
included to all orders [46]. Finite nuclear size is
included, with a Fermi model, using mean spher-
ical radii from [47]. The self-energy with finite
nuclear size is included for s and p1/2 levels
and for point nuclei for all other levels [48–52].
The self-energy screening is included using the
model operator from [53, 54]. The Uelhing vac-
uum polarization is included to all orders [55]. The
Wichmann and Kroll and higher-order corrections
as well as two-loop corrections are included [56–
60]. Projection operators are taken into account
for all correlation orbitals[61], and all the single
excitations, including those relevant from the Bril-
louin’s theorem are taken into account to insure a
correct non-relativistic limit [62].

The radiative and Auger rate are evaluated
with the mdfgme, including only the largest
contributions, due to intrashell correlation. In
both cases the initial and final state wavefunc-
tions are fully relaxed and the non-orthogonality
between those wavefunctions are fully accounted
for as described in Refs. [63–66]. The width is
largely dominated by a few Auger transitions from
the initial state to the Be-like 1s22p2 3P0 and
1s22s2p 3PJ states, with J = 0, 1 and 2. Auger
transitions to more excited states like 1s22snℓ,
with n ≥ 3 represents less than 1% of the width.
The radiative transitions represent less than 0.1%
of the width.

The comparison between the present calcula-
tions and all the measurements available to date
are shown on Fig. 9.

6 Discussion and comparison
with theory

According to NIST database, most of the transi-
tions identified in the present work have not been
measured yet, with the exception of two transi-
tion in argon. For 1s2s22p2 2P3/2−1s22s22p 2P3/2

and 1s2s22p2 2D3/2 − 1s22s22p 2P1/2 in argon,
our measurement is in agreement with the mea-
surement of Magunov [21] within their 0.4 eV
uncertainty. An EBIT measurement for B-like sul-
fur have been performed by Hell [13], but the level

were not separated enough to provide identifica-
tion. Comparison with theory is thus crucial to
ensure right identification of the levels. We com-
pared our results with MultiConfigurational Dirac
Foch (MCDF) calculations using mdfgme. The
multiconfigurational approach allows taking into
consideration a large amount of electronic corre-
lation by taking into account a limited amount of
electronic configurations. Here have been included
all singly and doubly excited states up to 4f
orbitals. The calculations with triply excited
states were unstable and level crossing were occur-
ring, shifting away the energy of the level. The
results of our calculations and their comparison
to the experimental data are shown in Table 5 for
argon and Table 4 for sulfur. These results are par-
ticularly interesting to compare to theory as the
coupling is changing from LS to JJ coupling in this
region. We compared our theoretical results with
other calculations using different methods such as
relativistic Hartree-Fock method, by Biémont [20],
Magunov [21], Palmeri [67], relativistic Dirac-Fock
method (using fac [68]) performed by Hell [13],
Dirac-Fock from Costa [69] and multiconfigura-
tional Dirac-Fock from Biémont [20]. The inclu-
sion of the correlation is not done for the Rela-
tivistic Hartree-Fock (HFR) and fac calculations,
which can explain the large discrepancies between
the calculated energies and the measurement, as
the correlations can shift the level energies by few
0.1 eV.

Our measurement is overall consistent with the
MCDF calculations. However, several high preci-
sion measurements of the 1s22s22p 2P3/2 −2 P1/2

from laser spectroscopy of B-like argon and grat-
ing spectroscopy of the sun [37] differs from our
observation of the 1s22s22p 2P3/2 −2 P1/2.

We also performed the calculations
of the 1s2s22p2 2P1/2 − 1s22s22p 2P1/2,
1s2s22p2 2P3/2 − 1s22s22p 2P3/2 and
1s2s22p2 2S1/2 − 1s22s22p 2P3/2 for other B-like
systems that were measured, such as carbon [8],
chromium [9], and iron [10, 11]. The calcula-
tions are overall in good agreement with the
measurements.

7 Conclusion

We reported the measurement of 2p → 1s tran-
sitions from argon and sulfur. We were able
to resolve line blending using Bayesian analysis,
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Fig. 9: Comparison theory experiment for all existing 2p → 1s transitions in B-like ions with a 1s hole,
scaled by Z2.
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and we report a precision of 4 ppm in sulfur
and 2 ppm in argon for the measurement of
the 1s2s22p2 2Pi − 1s22s22p 2Pi, i ∈ 1/2, 3/2
transitions. We also performed high-precision cal-
culations for transitions in K-hole transition from
carbon up to iron with good agreement with
experimental values.
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