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Tracking Control of Docking Maneuvers for a
Fully-Actuated Surface Vessel using Backstepping

Leticia Mayumi Kinjo*, Tomas Ménard*, Stefan Wirtensohn**, Olivier Gehan*, Johannes Reuter**

Abstract—In this paper, trajectory tracking for a fully-actuated
surface vessel while performing automated docking is addressed.
Environmental disturbances, integral action, as well as physical
actuator quantities are directly integrated into the approach,
avoiding the need for additional control allocation. By employing
a backstepping design, uniform local exponential stability is
proven. The performance of the controller is demonstrated
by full-scale experiments. Moreover, a comparison between the
physical experiments and simulations is provided.

Index Terms—Trajectory tracking, Autonomous vessel, Back-
stepping control

I. INTRODUCTION

IN recent decades, autonomous surface vessels (ASV) have
become more relevant since they are a suitable solution for

important marine operations such as environmental monitoring
of harsh areas where manned vessels cannot reach, coastal
defense, search and rescue activities and seaborne trade [1],
which has surpassed 10 billion tons of all cargoes since
2015 [2]. One of the most important fields of research to
develop an ASV is vessel motion control, in which the main
objective is to design a controller to solve a specific motion
problem, guaranteeing that the ASV will be able to perform
the demanded maneuvers accurately and safely.

One of the most popular control problems for ASV, besides
the dynamic positioning [3]–[6] and the path following [7]–
[10] is the trajectory tracking problem in which the controller
calculates the necessary forces that the ASV needs to produce
in order to track a time-varying reference trajectory. The
design of the controller to solve the trajectory tracking problem
was proposed in several works using different techniques such
as sliding mode control [11]–[14], adaptive control [15], [16],
nonlinear PID [17], and model predictive control [18]–[21].
Among these well-established control methods, the backstep-
ping control has stood out due to its ability to guarantee
stability, by obtaining the Lyapunov function with the control
law and handling the nonlinearities of the vessel’s dynamic
model. Hence, it is also a powerful technique to design the
controller for ASVs.

The backstepping technique was first implemented to solve
the trajectory tracking problem for vessels in [22], where the
controller, whose control law relies on the assumption that
the surge velocity is always positive, was designed for an
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underactuated surface vessel to track optimal reference trajec-
tories calculated using splines. An extension of the previous
contribution was done later in [23] by taking into account the
forces of the actuators in all three degrees of freedom (DOF),
i.e. surge, sway, and yaw directions, to develop the control law
using the backstepping method, showing that the controller
was able to track a variety of reference trajectories.

In [24], a robust backstepping controller was developed for
a fully-actuated surface vessel to address the pose tracking
problem considering time-varying disturbances. In order to
compensate for the disturbances’ effects, an observer was
designed and integrated with the controller. This combination
has proved to solve the tracking problem for an arbitrary
reference trajectory in simulation. Besides, in [25], the back-
stepping design has also considered a disturbance observer,
which estimates unknown disturbances in finite time, and the
first-order Levant differentiator, which calculates the virtual
controls’ derivatives, avoiding the singularity phenomenon.

Despite the important outcomes of the aforementioned
works to solve the tracking problem employing the back-
stepping technique, most of them have considered the gen-
eral forces as inputs, which are usually hard to measure
in practice. Other works assume an affine input with linear
actuator dynamics [26]. Moreover, there is a lack of ex-
perimental validation of the controllers using a real-scaled
vessel. Therefore, the main contributions of this work consist
of providing experimental results for a real-scaled surface
vessel performing docking maneuvers using a backstepping
controller, first implemented in [27], for which the complete
proof of uniform local exponential stability is thoroughly
developed in this paper. While the proposed method takes
full advantage of the fully actuated configuration, it does not
depend on the specific topology. E.g. a setup having fixed
propeller and a rudder, together with a bow-thruster could be
handled without modification.

The content of this paper is organized as follows. In
Section II, the dynamic model of Solgenia is provided. Then,
in Section III, the backstepping controller is developed and
the uniform local exponential stability proof is given. The
comparison of the controller’s performance in simulation and
real-time tests on Solgenia are assessed in Section IV. Finally,
the conclusion and future work are given in Section V.

II. USV DYNAMIC MODEL

Vessels experience motion in six DOF (surge, sway, heave,
yaw, roll, and pitch). Two coordinate frames are used to
describe these movements, the East-North-Up (ENU) frame
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Fig. 1. Coordinate systems and actuators configuration of Solgenia

e = (xe, ye, ze), which is considered as an inertial frame, and
the body-fixed frame b = (xb, yb, zb) as shown in Figure 1.
In order to design a horizontal motion controller, roll, pitch,
and heave are neglected and the simplified 3 DOF model is
employed to represent the vessel’s dynamics as in [28]

η̇ = R(ψ)ν (1)

Mν̇ +CRB(ν)ν +Nν = τ (nA, α, nB) + τd (2)

where η = [x, y, ψ]T represents the position and heading angle
of the vessel in {e}, and the velocities in {b} are given by
ν = [u, v, r]T . Moreover, τd denotes the disturbance forces
due to the environment that are estimated by an unscented
Kalman filter (UKF) which was thoroughly developed in [29].
The propulsion system of Solgenia is composed of an azimuth
thruster in the back, which can turn 360° with a maximum
panning rate given in Table I, and a bow thruster in the front
as depicted in Figure 1. Since the thruster allocation problem
is considered, the expression of τ is given by

τ =

 FA(nA) cos (α)
FA(nA) sin (α) + FB(nB)

FB(nB)LB − FA(nA) sin (α)LA

 (3)

where LA and LB are the distances between the origin of the
body-fixed frame and the position of the azimuth and bow
thruster respectively as shown in Figure 1. It is important to
highlight that τ is not injective, which comes from the fact that
each force FA can be generated by two different configurations
of the azimuth thruster. The forces of the thrusters FA and FB
are defined as

Fi = pi ∗ ni ∗ |ni|, i = {A,B} (4)

where nA is the rotational speed of the azimuth thruster and
the constant pA can assume two values: if nA ≥ 0 then pA =
a1 = 0.9047, otherwise pA = a2 = 0.6545. The bow thruster
velocity is given by nB and the constant pB can also assume
two values: if nB ≥ 0 then pB = d1 = 0.0461, otherwise
pB = d2 = 0.0548. The constant values a1, a2, d1 and d2
were obtained during the identification process as explained
in [21]. Therefore, the thrusters’ forces τ (nA, α, nB) depend
on the values of the thrusters’ velocities and angle, which
are considered as the physical inputs, and are constrained by
physical conditions of the thrusters given by

nAMin ≤ nA ≤ nAMax |α̇| ≤ α̇Max

ṅAMin ≤ ṅA ≤ ṅAMax nBMin ≤ nB ≤ nBMax

(5)

where nAMax, nAMin, ṅAMax, ṅAMin, nBMax, nBMin, and
α̇Max, denote the upper and lower bounds for azimuth
thruster’s velocity and acceleration, bow thruster’s velocity,

and azimuth thruster’s panning rate respectively, and their
values are given in Table I. The kinematic equation (1)

TABLE I
CONSTRAINTS.

nAMin −33.33Hz ṅAMin −75Hz
s

nAMax 33.33Hz ṅAMax 75Hz
s

nBMin −66.67Hz α̇Max 1.48 rad
s

nBMax 66.67Hz

converts the velocities from the body-fixed frame to the inertial
frame using the rotation matrix given by

R(ψ) =

cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (6)

where R−1(ψ) = RT (ψ) and its derivative is given by

d

dt
(R(ψ)) =

∂R(ψ)

∂ψ
ψ̇ =

−r sinψ −r cosψ 0
r cosψ −r sinψ 0

0 0 0


=

cosψ − sinψ 0
sinψ cosψ 0
0 0 1

0 −r 0
r 0 0
0 0 0

 = R(ψ)S(r)

(7)

correspondingly, d
dt (R

T (ψ)) = −S(r)R(ψ)T . While the
kinetics equation (2) depends on the mass matrix M , the
Coriolis and centripetal matrix CRB(ν) and the damping
matrix N which are detailed in [30].

III. BACKSTEPPING CONTROL DESIGN

The backstepping controller is conceived in this section to
address the trajectory tracking problem for the fully-actuated
vessel Solgenia, whose dynamic model was detailed in Section
II. The extended control model considered in this work is the
same as in [30], and it will be presented here for the sake of
completeness:

η̇ = R(ψ)ν

ν̇ = M−1(τ (f)+ τd −CRB(ν)ν −Nν)

ḟ = µ

(8)

where the vector µ contains the first derivatives of the
physical inputs and represents the virtual input vector, while
f = (nA, α, nB)

T . In order to design the control law using
the backstepping method, first we define fd as the necessary
physical inputs to track a reference trajectory without consid-
ering the disturbances as follows:

η̇d = R(ψd)νd

ν̇d = M−1(τ (fd)−CRB(νd)νd −Nνd)
(9)

where ηd and νd are the reference trajectories for the pose
and the body-fixed velocities. Then, we define fp

d as the
necessary physical inputs to simultaneously track the reference
and compensate for the disturbance loads and the following
assumption is made:

Assumption 1. There exists a C1 function fp
d (t) such that

the following properties hold:

τ (fp
d (t)) = τ (fd(t))− τd(t), ∀t ≥ 0 (10)
fp
d (t) ∈ Uξ, ∀t ≥ 0 (11)
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where Uξ = {[−nAmax
+ξ, nAmax

−ξ]× (−π, π]× [−nBmax
+

ξ, nBmax − ξ]} and ξ < min(nAmax , nBmax).

Property (11) is used to provide a margin from the borders
of the feasible input set U, avoiding situations with unfeasible
input values.
The backstepping design and its stability proof are developed
in six steps. The control law is obtained in the first three
steps as in [27] and they will be presented here for the
sake of completeness. Then, in the fourth step, the error
dynamics is reformulated using new coordinates provided by
the backstepping. In the fifth step, an inequality is obtained
for the remaining term in the derivative of the CLF. Finally,
in the sixth step, the final inequality for the derivative of the
CLF is obtained, as well as the stability proof. First, the error
vectors z1, z2 and z3 are defined as

z1 =η − ηd (12)
z2 =ν −α1 (13)
z3 =f −α2 (14)

where α1, and α2 are stabilizing vector-valued functions, and
the reference trajectories for the pose states are given by ηd.
Step 1: Choosing the following Lyapunov function candidate

V1 =
1

2
z1

Tz1 (15)

the time derivative of V1 is given by

V̇1 = z1
T ż1 (16)

The derivative of z1 is expressed as follows

ż1 = η̇ − η̇d = R(ψ)ν − η̇d = R(ψ)(z2 +α1)− η̇d (17)

Then, substituting (17) into (16) yields

V̇1 = z1
T [R(ψ)z2 +R(ψ)α1 − η̇d] (18)

The stabilization function is chosen as

α1 = R−1(ψ)(η̇d −K1z1) (19)

where K1 = K1
T > 0 is a control gain matrix used to tune

the controller. Replacing (19) into (18) yields

V̇1 = −z1
TK1z1 + z1

TR(ψ)z2 (20)

The term z1
TR(ψ)z2 will be canceled in the next step.

Step 2: Choosing the Lyapunov function candidate as

V2 = V1 +
1

2
z2

TMz2 (21)

The time derivative of V2 is given by

V̇2 = V̇1 + z2
TMż2 (22)

From (13), the expression of ż2 results in

ż2 =ν̇ − α̇1

=M−1(−CRB(ν)ν −Nν + τ (f) + τd −Mα̇1)
(23)

where the time derivative of α1 is given by

α̇1 =

(
d

dt
(R−1(ψ))

)
[−K1(η − ηd) + η̇d]

+R−1(ψ)[−K1(η̇ − η̇d) + η̈d]

(24)

Replacing (23) and (20) into (22), we have

V̇2 = −z1
TK1z1 + z1

TR(ψ)z2

+ z2
T (−CRB(ν)ν −Nν + τ (f) + τd −Mα̇1)

(25)

Choosing α2 such as

τ (α2) = CRB(ν)ν+Nν+Mα̇1−τd−K2z2−RT (ψ)z1
(26)

where K2 is a gain matrix which K2 = K2
T > 0. The

resulting expression of V̇2 is given by

V̇2 = −z1
TK1z1 − z2

TK2z2 + z2
T (τ (f)− τ (α2)) (27)

In the next steps, it will be necessary to find upper bounds
for the term z2

T (τ (f)− τ (α2)) to be able to prove uniform
local exponential stability.
Step 3: Choosing the augmented Lyapunov function as

V3 = V2 +
1

2
z3

Tz3 (28)

the time derivative of (28) is expressed as

V̇3 = V̇2 + z3
T ż3 (29)

Considering the time derivative of (14) given by

ż3 = ḟ − α̇2

= µ− α̇2 (30)

and replacing it in (29) yields

V̇3 = −z1
TK1z1 − z2

TK2z2 + z2
T (τ (f)− τ (α2))

+ z3
T (ḟ − α̇2)

(31)

Designing the virtual input vector µ as

µ = α̇2 −K3z3 (32)

where K3 is a gain matrix which K3 = K3
T > 0, and

substituting (32) into (31) yields

V̇3 = −z1
TK1z1 − z2

TK2z2 − z3
TK3z3

+ z2
T (τ (f)− τ (α2))

(33)

Step 4: In this step, the error dynamics is defined as follows

ż = F (z, t)

= (F1(z1, z2, t), F2(z1, z2, z3, t), F3(z3))
T (34)

with

F1(z1, z2, t) = R(zψ1 + ψd)z2 −K1z1 (35)
F2(z1, z2, z3, t) = M−1(τ (z3 +α2(z1, z2, t))

−τ (α2(z1, z2, t))−K2z2 (36)

−R−1(zψ1 + ψd)z1)

F3(z3) = −K3z3 (37)

where zψ1 is the heading angle of z1 = [zx1 , z
y
1 , z

ψ
1 ]
T and ψd is

the reference trajectory for the yaw angle. Besides, the non-
autonomous character of the dynamics comes from the fact
that it depends on the ηd(t) and their derivatives.
Step 5: Given the expression of V̇3 represented by (33), one
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needs to find upper bounds that are negative and have their
magnitudes greater than the term z2

T (τ (f)−τ (α2)) in order
to obtain a uniform local exponential convergence. First note
that the following inequality holds:

z2
T (τ (f)− τ (α2)) ≤ ||z2|| ||τ (f)− τ (α2)|| (38)

Moreover, for the term ||τ (f)− τ (α2)||, an inequality of the
form ||τ (f)− τ (α2)|| ≤ L∥f −α2∥ will be obtained. Since
τ is locally Lipschitz but not globally Lipschitz, one has to
show that if z is taken close enough to the origin, then for all
t ≥ 0, both f and α2 belong to a compact set, taken here as
the feasible set of the inputs U.
Replacing (13) and (24) into the definition of τ (α2) in (26)
yields

τ (α2) =(CRB(z2 +α1(z1, t)) +N)(z2

+R−1(zψ1 + ψd)(η̇d(t)−K1z1))− τd(t)−K2z2

−RT (zψ1 + ψd)z1 +M(−S(r)RT (zψ1 + ψd)(−K1z1

+η̇d(t))) +MR−1(zψ1 + ψd)(−K1ż1 + η̈d(t))

=h(z1, z2, t)− τd(t)
(39)

where h(z1, z2, t) is a continuous function, which verifies
h(0, 0, t) = τ (fd(t)). The forces to track a disturbed reference
trajectory are defined as in (10) then, we have that

∀ ε > 0 ∃ δ > 0 | ∥z∥ < δ =⇒ ∥τ (α2)− τ (fp
d (t))∥ < ε

(40)
As mention in Section II, τ is not injective, therefore
∥τ (α2) − τ (fp

d (t))∥ being small does not mean that α2

and fp
d (t) are close. Then, fp

d (t) belonging to Uξ does not
necessarily mean that α2 belongs to U. Hence, we will show
that there is a δ > 0 such that

if fp
d ∈ Uξ and ∥τ (fp

d )− τ (α2)∥ < δ then α2 ∈ U (41)

A restriction of τ is considered as τ̄ : (R+, (−π, π],R) →
R3, which corresponds to forces generated only by a positive
velocity of the azimuth thruster. Hence, proving (41) for τ̄
also proves it for τ , since if an antecedent of τ̄ belongs to
U, it means that the other antecedent of τ also belongs to U.
Now, we state the following lemma:

Lemma 1. There exists δ > 0 such that, if f1 ∈ Uξ and
∥τ̄ (f1)− τ̄ (f2)∥ < δ, then f2 ∈ U.

The proof of Lemma 1 can be found in the appendix A.
Applying Lemma 1 with f1 = fp

d and f2 = α2, we have
then proved that there exists δ > 0 such that, for all t ≥ 0,
and z ∈ R9 verifying ∥z∥ < δ, α2 ∈ U and, consequently, f
is in the neighbourhood of U. Hence, the following inequality
holds

||τ (f)− τ (α2)|| ≤

[
sup
f∈U

∥∥∥∥∂τ∂f (f)

∥∥∥∥
]

︸ ︷︷ ︸
△
=L

||f −α2|| (42)

Step 6: The goal of this final step is to prove the uniform local
exponential convergence of z to zero. Let us prove that there
exists an open neighborhood of the origin H ⊂ R9 such that

V̇3 = ⟨∇V3(z),F (z, t)⟩ ≤ −χ||z||2,∀ t ≥ 0 and ∀ z ∈ H
(43)

with χ > 0 to be determined. Using inequality (42) with (38)
gives

z2
T (τ (f)− τ (α2)) ≤ (γ||z2||)

(
L

γ
||f −α2||

)
(44)

where the constant γ > 0 is introduced to give more freedom
in the choice of the gains K2 and K3. Applying the Cauchy-
Schwarz inequality on (44), we have

z2
T (τ (f)− τ (α2)) ≤

γ2

2
||z2||2 +

1

2

(
L

γ

)2

||z3||2 (45)

Using (45) in (33) yields

V̇3 ≤− z1
TK1z1 − z2

T

(
K2 − γ2

2
I

)
z2

− z3
T

(
K3 − 1

2

(
L

γ

)2

I

)
z3

(46)

Using the Rayleigh quotient, we have

V̇3 ≤ −λmin(K1)||z1||2 − λmin

(
K2 − γ2

2
I

)
||z2||2

− λmin

(
K3 − 1

2

(
L

γ

)2

I

)
||z3||2 ≤ −χ||z||2

(47)

with K2 >
γ2

2 I, χ = min

(
λmin(K1), λmin

(
K2 − γ2

2 I
)
,

λmin

(
K3 − 1

2

(
L
γ

)2
I

))
, and K3 >

1
2

(
L
γ

)2
I .

Finally, applying Theorem 4.10 p.154 in [31] gives the
uniform local exponential stability. It is important to notice
that the thruster’s constraints were not taken into account
into the backstepping development. Therefore it would be
possible to have impulse values for the panning rate in α̇2,
and consequently to have discontinuities on the angle α when
nA = 0. However, even if these discontinuities appear on the
inputs, the values of the forces represented by τ (α2) remain
continuous and they are not affected by the discontinuities
in this case. Furthermore, the inner control loops responsible
for the actuators’ dynamics are considered faster than the
backstepping controller, hence the discontinuities on the inputs
are negligible and they do not jeopardize the tracking of the
pose and the body-fixed velocities of the vessel for practical
applications. As L is obtained from (42), the conditions for
the gain matrices K2 and K3 are quite conservative. However,
since the Lyapunov function does not rely on K3, the latter
can be adapted, to prevent high gains from being applied on
µ while still guaranteeing uniform local exponential stability,
by establishing the following proposition:

Proposition 1. Consider system (8) with the control input
vector µ designed as in (32) and the candidate Lyapunov
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function given by (28). Let β > 0 and the gains K1,K2,K3

be chosen such that K1 > 0, K2 >
γ2

2 I and

K3 =



I if V3 ≤ β

I if V3 > β and
−z1

TK1z1 − z2
TK2z2 − z3

Tz3

+z2
T (τ (f)− τ (α2)) < −∥z∥2(

1
2

(
L
γ

)2
+ 1

)
I else

Then the error system (34) is uniformly locally stable and the
set {z ∈ R9 |V3(z) ≤ βK} is globally attractive, with

K =

∣∣∣(−1 +
(
γ
L

)2)∣∣∣
min{2λmin(K1), 2λmin(K2)λmin(M), 2}

(48)

if β > 0 is taken sufficiently small, that is such that the set
{z ∈ R9 |V3(z) ≤ βK} ⊂ H , where H is a neighborhood of
the origin given by (43).

Proof. In order to obtain the stability result, let us prove that
the following inequality holds:

V̇3 ≤ −aV3 + b (49)

in the neighborhood H, with b = β
∣∣∣(−1 +

(
γ
L

)2)∣∣∣ and
a = min{2λmin(K1), 2λmin(K2)λmin(M), 2}. Indeed, con-
sidering inequality (49) and using the comparison lemma from
[31] we have that

V3(t) ≤
b

a
+

(
V3(0)−

b

a

)
e−at (50)

which directly gives the result. One now proves inequality (49)
for the three cases for the definition of K3. For the first case, if
V3 ≤ β, consider inequality (46), then, given the assumptions
of the gains K1,K2,K3, one obtains

V̇3(t) ≤ −aV3(t) +
1

2
z3

T

((
1 +

( γ
L

)2)
I − 2K3

)
z3

(51)

Since in this case K3 = I an over-valuation of the second
term on the right-hand side of (51) is given as follows

(⋆) ≤
∣∣∣∣((1 + ( γL)2

)
− 2

)∣∣∣∣ 12z3Tz3
≤
∣∣∣∣(−1 +

( γ
L

)2)∣∣∣∣V3
≤
∣∣∣∣(−1 +

( γ
L

)2)∣∣∣∣β = b

For the second case, −z1
TK1z1 − z2

TK2z2 − z3
Tz3

+z2
T (τ (f)− τ (α2)) is the expression of V̇3 when K3 = I

which directly give the inequality. For the last case, taking the
expression of K3, one can directly show that the second term
on the right-hand side of inequality (51) is negative, which
gives the required inequality.

IV. EXPERIMENTAL RESULTS

The performance of the controller was assessed experimen-
tally by integrating on Solgenia the backstepping controller
conceived in Section III and implemented on Matlab/Simulink.
Solgenia is a 8m-long solar boat equipped with an RTK-
GPS system, which uses two Trimble (BX982) antennas, it

Fig. 2. Equipment of the research boat Solgenia.

also has rotational encoders directly in the propellers’ shaft
to measure their velocities and a Microautobox2 (MABX2)
[32] as depicted in Figure 2. The experimental tests were
done at the Rhine river, aiming to perform various docking
maneuvers, calculated by a trajectory planner, first used in
[29], which generates a reference trajectory between the initial
position of the vessel and the university’s docking spot. Dur-
ing the experiments, the docking maneuvers were performed
consecutively with different initial poses. Once the data of
the experimental tests were collected, a comparison of the
performance of the backstepping controller in simulation and
in real-time has been conducted. For that, the same initial
poses and the estimated disturbance forces τd obtained in the
experimental tests were used in the simulations on Matlab. The
backstepping parameters used in all of the docking maneuvers
are K1 = I3, K2 = diag(103, 103, 104) and K3 depends
on Proposition 1, γ = 20, and α̇2 was obtained by applying
a differentiator associated with a second-order low-pass filter
with a bandwidth of 10Hz on α2 to filter the discontinuities
that could appear in the derivative calculation. It should be
noted that the bandwidth of this filter has to be chosen
carefully to be greater than the bandwidth of the closed loop
system. Besides, saturation blocks were used in the Simulink
model to implement the thrusters’ constraints listed in Table
I.

The forward docking maneuver had initial pose ηi =
[−10m, 30m,−73.23◦]T as depicted in Figure 3, where it
can be observed that the docking maneuver was executed
correctly in both cases. Furthermore, the root mean square
error (RMSE) values for the simulation and the real-time test
are given in Table II, showing that the experimental results
presented higher tracking errors compared to the simulation
ones, however, it still remains an accurate performance since
the RMSE values were below 20 cm. The states representing
the body-fixed velocities were able to track their references
as depicted in Figure 4, overcoming the disturbance forces.
The physical inputs are illustrated in Figure 5, showing that
the thrusters have respected their limits, given in Table I,
not saturating in any case. Besides, in this maneuver, one
can see that the thrusters can assume different configurations
to generate almost the same forces that result in the same
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Fig. 3. XY-Plot for the forward docking maneuver.
TABLE II

RMSE VALUES FOR THE FORWARD DOCKING.

States Experimental RMSE Simulation RMSE
x[m] 0.1362 0.0836
y[m] 0.2037 0.0455
ψ[rad] 0.0360 0.0113
u[m/s] 0.0197 0.0084
v[m/s] 0.0236 0.0081
r[rad/s] 0.0089 0.0026

Fig. 4. Body-fixed velocity states for the forward docking maneuver.

movement. This difference can be observed during the first 50 s
in Figure 5, where the velocity of the bow thruster nB assumes
opposite values in simulation and in the experimental test. The
angle α presents the same behavior during the same period,
while the azimuth thruster velocity nA has this effect after
the first 25 s. The backward docking was the other maneuver
to study the performance of the controller starting with an
initial pose ηi = [25m, 14m, 10.08◦]T as depicted in Figure
6. In this scenario, the backstepping controller was also able to
perform the docking correctly with the tracking errors given in
Table III, where one can see that the controller has performed
better in simulation than in the experimental scenario, the
latter presenting a position error slightly above 20 cm, which
can still be considered as precise enough for this type of
maneuver. Figure 7 depicts the body-fixed velocities tracking
their reference trajectories. As the forward docking, the RMSE
values of all the states show a reasonable performance for the
experimental test, even if it is not as accurate as the simulation.
In this scenario, the physical inputs depicted in Figure 8

Fig. 5. Physical inputs for the forward docking maneuver.

Fig. 6. XY-Plot for the backward docking maneuver.

TABLE III
RMSE VALUES FOR THE BACKWARD DOCKING MANEUVER.

States Experimental RMSE Simulation RMSE
x[m] 0.1991 0.0680
y[m] 0.2336 0.0827
ψ[rad] 0.0421 0.0157
u[m/s] 0.0275 0.0118
v[m/s] 0.0269 0.0137
r[rad/s] 0.0130 0.0057

have also respected the thrusters’ constraints to perform the
backward docking. Besides, the distinct configuration for the
thrusters in simulation and in the experimental test is shown
in Figure 8 as well, being more explicit during the first 20 s.

V. CONCLUSION

This paper has presented the detailed development of the
backstepping controller first presented in [27], for which uni-
form local exponential stability has been proven, considering
the thruster allocation problem and disturbances to solve the
tracking problem for the fully-actuated vessel Solgenia. The
real-time tests were done to execute docking maneuvers from
different initial poses, resulting in a reasonable performance
compared to the simulation, validating the backstepping con-
troller. The perspective of future work is to use the Lyapunov
function obtained for the backstepping controller as a con-
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Fig. 7. Body-fixed velocity states for the backward docking maneuver.

Fig. 8. Physical inputs for the backward docking maneuver.

traction constraint of a nonlinear model predictive controller
to guarantee stability for it as well and test it in simulation
and on Solgenia.

APPENDIX A
PROOF OF LEMMA 1

The restriction τ̄ is not injective, except outside of the
subspace W = {(0, α, nB)T | α ∈ (−π, π], nB ∈
[−nBmax

+ ξ, nBmax
− ξ]}. Considering f1 = [nA1, α1, nB1]

T

and f2 = [nA2, α2, nB2]
T , the following lemma holds:

Lemma 2. if f1,f2 /∈W then τ̄ (f1) = τ̄ (f2) =⇒ f1 = f2

The proof of Lemma 2 is straightforward and it can be
obtained from the definition of τ in (3). In order to prove
Lemma 1, the following subspace of U is considered.

V(ζ) = {u ∈ U | d(u,W ) ≥ ζ} (52)

where
d(u,W ) = min

v∈W
∥u− v∥ (53)

denotes the distance between u and the set W . Then, the
following two cases are considered:
Case 1: f1 = [nA1, α1, nB1]

T /∈ V(ζ)

In this case, given the definition of V(ζ), there is a point
f3 = [0, α3, nB3]

T of the singular set W that is close to f1,
indeed

∀ f1 /∈ V(ζ) ∃ f3 ∈W | ∥f1 − f3∥ ≤ ζ (54)

Then, we have

∥τ̄ (f3)− τ̄ (f2)∥ ≤ ∥τ̄ (f3)− τ̄ (f1)∥+ ∥τ̄ (f1)− τ̄ (f2)∥
(55)

Since τ̄ is Lipschitz continuous on U with a Lipschitz constant
L, (55) can be reformulated as follows

∥τ̄ (f3)− τ̄ (f2)∥ ≤ Lζ + δ (56)

assuming that ∥τ̄ (f1)− τ̄ (f2)∥ ≤ δ, with δ > 0. Then, using
the formulation of τ as in (3), (56) can be expanded as

|−FA(nA2) cosα2| ≤ Lζ + δ (57)

|−FA(nA2) sinα2 + (FB(nB3)− FB(nB2))| ≤ Lζ+δ (58)∣∣∣∣FA(nA2) sinα2 +
LB
LA

(FB(nB3)− FB(nB2))

∣∣∣∣ ≤ 1

LA
(Lζ+δ)

(59)
where LB > LA. Applying the second triangle inequality in
(58) and (59) yields

|FA(nA2) sinα2| − |FB(nB3)− FB(nB2)| ≤ Lζ + δ (60)

LB
LA

|FB(nB3)− FB(nB2)|−|FA(nA2) sinα2| ≤
1

LA
(Lζ+δ)

(61)
Adding (60) to (61) and denoting p = 1+LA

(LB−LA) results in

|FB(nB3)− FB(nB2)| ≤ Lpζ + pδ (62)

Now, choosing ζ and δ such that ζ ≤ pBξ
2

2Lp and δ ≤ pBξ
2

2p .
Then, using the second triangle equation, we get

|FB(nB2)| − |FB(nB3)| ≤ pBξ

Therefore |nB2|2 ≤ |nB3|2 + ξ2. Adding 2|nB3|ξ to the right
hand side and taking the root yields |nB2| ≤ |nB3| + ξ ≤
nBmax since f3 ∈W .

Similarly than for equation (62), adding (LB/LA) times
(60) to (61), squaring it and adding it to the square of (57)
gives

|FA(nA2)|2 ≤ (1 + L̃2)(Lζ + δ)2 (63)

with L̃ = (1+LB)/(LB −LA). Now, choosing ζ and δ such
that ζ ≤ qpA

2L ξ
2, and δ ≤ qpA

2 ξ2. Then, taking the square of
(63) we get |nA2| ≤ ξ ≤ |nAmax

| with q = (1 + L̃2)−1/2.
Combining the results, we get that if ζ and δ are chosen such
that

ζ ≤ min

{
pA
2Lq

ξ2,
pBξ

2

2pL

}
and δ ≤ min

{
qAξ

2

2q
,
pBξ

2

2p

}
then f2 belongs to U, which proves the lemma for the first
case.

Case 2: f1 = [nA1, α1, nB1]
T ∈ V(ζ)

Since τ̄ is injective, as shown in Lemma 2, we want to
show that for all ε > 0 there is a δ > 0 such that

∀ f1 ∈ V(ζ), ∥τ̄ (f1)− τ̄ (f2)∥ < δ =⇒ ∥f1 − f2∥ < ε
(64)
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Property (64) basically means that the inverse of τ̄ is uni-
formly continuous on τ̄ (V(ζ)). In order to prove the continu-
ity, one explicitly computes τ̄−1 on τ̄ (V(ζ)). Then, knowing
that τ̄ (nA, α, nB) = (X̄, Ȳ , N̄)T , the following system needs
to be solved:

X̄ =FA(nA) cosα (65)
Ȳ =FA(nA) sinα+ FB(nB) (66)
N̄ =LBFB(nB)− LAFA(nA) sinα (67)

Multiplying (66) by −LA, then adding to (67) results in

FB(nB) =
LAȲ + N̄

LA + LB
(68)

In the same way, to obtain FA(nA), (66) is multiplied by LB ,
and (67) is subtracted from it. Then, elevating the resulting
expression and (65) to the square and adding each other

FA(nA) =

√
X̄2 +

(
LBȲ − N̄

LB + LA

)2

(69)

One can obtain the expressions of nA and nB by replacing
(68) and (69) into (4). Besides, as we are considering that
FA(nA) ≥ ζ with ζ > 0, since for u = [nA, α, nB ]

T ∈ V(ζ),
we have

|nA| =

∥∥∥∥∥∥
nAα
nB

−

 0
α
nB

∥∥∥∥∥∥ ≥ min
v∈W

∥u− v∥ ≥ ζ (70)

Then, one has α = arccos
(

X̄
FA(nA)

)
. Hence, τ̄−1 is contin-

uous on τ̄ (V(ζ)). Furthermore, since V(ζ) is a compact set,
τ̄ (V(ζ)) is also a compact set and τ̄−1 is uniformly continuous
on τ̄ (V(ζ)). Therefore, the property (64) is proved.

REFERENCES

[1] Z. Liu, Y. Zhang, X. Yu, and C. Yuan, “Unmanned surface vehicles: An
overview of developments and challenges,” Annual Reviews in Control,
vol. 41, pp. 71 – 93, 2016.

[2] UNCTAD, “Review of maritime transport 2021,” https://unctad.org/
system/files/official-document/rmt2021 en 0.pdf, 2021, accessed: 2022-
06-17.

[3] A. Sørensen, “A survey of dynamic positioning control systems,” Annual
Reviews in Control, vol. 35, no. 1, pp. 123–136, 2011.
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