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#### Abstract

Classic estimation methods for Hawkes processes rely on the assumption that observed event times are indeed a realisation of a Hawkes process, without considering any potential perturbation of the model. However, in practice, observations are often altered by some noise, the form of which depends on the context. It is then required to model the alteration mechanism in order to infer accurately such a noisy Hawkes process. While several models exist, we consider, in this work, the observations to be the indistinguishable union of event times coming from a Hawkes process and from an independent Poisson process. Since standard inference methods (such as maximum likelihood or Expectation-Maximisation) are either unworkable or numerically prohibitive in this context, we propose an estimation procedure based on the spectral analysis of second order properties of the noisy Hawkes process. Novel results include sufficient conditions for identifiability of the ensuing statistical model with exponential interaction functions for both univariate and bivariate processes. Although we mainly focus on the exponential scenario, other types of kernels are investigated and discussed. A new estimator based on maximising the spectral log-likelihood is then described, and its behaviour is numerically illustrated on synthetic data. Besides being free from knowing the source of each observed time (Hawkes or Poisson process), the proposed estimator is shown to perform accurately in estimating both processes.
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## 1 Introduction

Hawkes processes, introduced in Hawkes (1971), are a class of point processes that have been originally used to model self-exciting phenomena and more recently other types of past-dependent behaviours. Their fields of applications are wide and include for instance seismology (Ogata, 1988, 1998), neuroscience (Chornoboy et al., 1988; Lambert et al., 2018), criminology (Olinde and Short, 2020), finance (Embrechts et al., 2011; Bacry et al., 2015) and biology (Gupta et al., 2018), to mention a few. Consequently, there has been a deep focus on estimation techniques for Hawkes processes. Among them, let us mention maximum likelihood approaches (Ogata, 1978; Ozaki, 1979; Guo et al., 2018), methods of moments (Da Fonseca and Zaatour, 2013), least-squares contrast minimisation (Reynaud-Bouret et al., 2014; Bacry et al., 2020), Expectation-Maximisation (EM) procedures (Lewis and Mohler, 2011), and methods using approximations through autoregressive models (Kirchner, 2017).

All of these methods are based on the assumption that the history of the process has been accurately observed, although this information is partial or noised in many contexts, in particular due to measurement or detection errors. Different models, described notably in Lund and Rudemo (2000), have been proposed to handle such errors for spatial point processes, with inference methods based on approximating the likelihood depending on each noise scenario. The first scenario, called displacement, is when the event times are observed with a shift. If deconvolution methods to recover the unnoised process are standard approaches for simpler point processes such as Poisson

[^0]processes (see for instance Antoniadis and Bigot (2006); Bonnet et al. (2022) or the review by Hohage and Werner (2016)), the literature for Hawkes processes remains scarce and consists of the work of Trouleau et al. (2019) where the event times are observed with a delay and the work of Deutsch and Ross (2020) where the shift follows a Gaussian distribution. The latter also explores the framework where some event times are undetected, which is similar to that studied in Mei et al. (2019). This setting can either be referred to as thinning when the observations are randomly missing, or censoring when complete regions are unobserved. The last scenario, called Superposition of ghost points by Lund and Rudemo (2000), is the focus of this paper and describes situations where additional points are coming from an external point process, in our case a Poisson process. A real-world application that motivated this work comes from spike trains analysis in neuroscience: the membrane potential, which is a continuous signal, is recorded and when it exceeds a certain threshold, one considers that an event time, called a spike, occurred. However, since the original signal is noised, it is possible to detect spikes that do not correspond to real events. Regarding inference of such a noisy process, let us highlight that exact likelihood approaches are intractable due to the unknown origin of each occurrence (Hawkes process or noise process) while methods based on inferring this missing information, for instance Expectation-Maximisation algorithms, are computationally too demanding.

Inspired by the work of Cheysson and Lang (2022) when the event times of a Hawkes process are aggregated, we turn to spectral analysis (Section 2.1) to propose a novel estimation procedure that allows to infer the noisy Hawkes process. On the way, we present a general characterisation of the Bartlett spectrum of the superposition of two independent processes (Section 2.2) and identifiability results of the statistical model in the univariate (Section 3) and the bivariate (Section 4) settings. Inference in these two settings is numerically illustrated in Section 5. Before starting, we present the mathematical setting (Section 1.1) and review the references related to spectral approaches (Section 1.2).

### 1.1 Mathematical setting

Let $H=\left(H_{1}, \ldots, H_{d}\right)$ be a stationary multivariate Hawkes process on $\mathbb{R}$ defined by its conditional intensity functions $\lambda_{i}^{H}(i \in\{1, \ldots, d\})$ : for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\lambda_{i}^{H}(t)=\mu_{i}+\sum_{j=1}^{d} \int_{-\infty}^{t} h_{i j}(t-s) H_{j}(\mathrm{~d} s)=\mu_{i}+\sum_{j=1}^{d} \sum_{T_{k}^{H_{j}} \leq t} h_{i j}\left(t-T_{k}^{H_{j}}\right), \tag{1}
\end{equation*}
$$

where $\mu_{i}>0$ is the baseline intensity of process $H_{i}, h_{i j}: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is the interaction or kernel function describing the effect of process $H_{j}$ on process $H_{i}$, and $\left(T_{k}^{\overline{H_{j}}}\right)_{k \geq 1}$ denotes the event times of $H_{j}$.

By defining the matrix $S=\left(\left\|h_{i j}\right\|_{1}\right)_{1 \leq i, j \leq d}$, where

$$
\left\|h_{i j}\right\|_{1}=\int_{-\infty}^{+\infty} h_{i j}(t) \mathrm{d} t
$$

the stationarity condition of $H$ reduces to controlling the spectral radius of $S: \rho(S)<1$ (Brémaud and Massoulié, 1996).

The goal of this paper is to study a noisy version of the Hawkes process where the sequences of event times $\left(T_{k}^{H_{1}}\right)_{k \geq 1}, \ldots,\left(T_{k}^{H_{d}}\right)_{k \geq 1}$ of $H$ are contaminated by the event times from another process $P$. Since the latter process is aimed at modeling an external noise mechanism due to errors in the detection of event times, it is naturally assumed that each subprocess of $H$ is perturbed uniformly with the same level of noise, such that $P$ is chosen to be a multivariate Poisson process with same intensity across subprocesses. Formally, let $P=\left(P_{1}, \ldots, P_{d}\right)$ be a multivariate homogeneous Poisson process on $\mathbb{R}$, supposed to be independent from $H$, where each univariate process $P_{i}$ has the same intensity $\lambda_{0}>0$. We note the event times $\left(T_{k}^{P_{i}}\right)_{k \geq 1}(i \in\{1, \ldots, d\})$. We consider then the point process $N=\left(N_{1}, \ldots, N_{d}\right)$ defined as the superposition of $H$ and $P$ (Definition 2.1): the sequence of event times $\left(T_{k}^{N_{i}}\right)_{k \geq 1}$ of $N_{i}(i \in\{1, \ldots, d\})$ is the ordered union of $\left(T_{k}^{H_{i}}\right)_{k \geq 1}$ and $\left(T_{k}^{P_{i}}\right)_{k \geq 1}$.

Throughout this paper we will refer to $N$ as the noisy Hawkes process, and it will be assumed that event times of $N$ are observed without knowing their origin (Hawkes or Poisson process). Our goal is to estimate both processes (i.e. the baselines $\mu_{i}$, the kernels $h_{i j}$ and the shared Poisson intensity $\lambda_{0}$ ) from the sole observation of $\left(T_{k}^{N_{i}}\right)_{k \geq 1}, i \in\{1, \ldots, d\}$.

Inference procedures for point processes often leverage the intensity functions in order to devise maximum likelihood and method of moment estimators (Ogata, 1988; Ozaki, 1979; Da Fonseca and Zaatour, 2013). Here, the process of interest $N$ being a superposition of two independent point processes, the intensity of each subprocess $N_{i}$ reads (for any integer $i \in\{1, \ldots, d\}$ ): for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\lambda_{i}^{N}(t)=\lambda_{0}+\mu_{i}+\sum_{j=1}^{d} \int_{-\infty}^{t} h_{i j}(t-s) H_{j}(\mathrm{~d} s) \tag{2}
\end{equation*}
$$

However, it appears from Equation (2) that usual estimators cannot be designed from intensity functions $\lambda_{1}^{N}, \ldots, \lambda_{d}^{N}$ since they are based on $H$, which is indistinguishable from $P$ in our setting.

In order to estimate the Hawkes and the Poisson components of $N$, we propose to leverage the spectral analysis of point processes, recently advocated by Cheysson and Lang (2022) for inference of aggregated Hawkes processes. It consists in considering, for a multivariate point process, its matrix-valued spectral density function, denoted $\mathbf{f}: \mathbb{R} \rightarrow \mathbb{C}^{d \times d}$, which is related to second-order measures (Bartlett, 1963). Given some observed times $\left(T_{k}^{N_{1}}\right)_{k \geq 1}, \ldots,\left(T_{k}^{N_{d}}\right)_{k \geq 1}$, (in a prescribed time window $[0, T]$ ), the spectral density is linked to cross-periodograms, defined for all pairs $(i, j) \in\{1, \ldots, d\}^{2}$ and all $\omega \in \mathbb{R}$ by:

$$
\begin{equation*}
I_{i j}^{T}(\omega)=\frac{1}{T} \sum_{k=1}^{N_{i}(T)} \sum_{l=1}^{N_{j}(T)} \mathrm{e}^{-2 \pi \mathrm{i} \omega\left(T_{k}^{N_{i}}-T_{l}^{N_{j}}\right)} \tag{3}
\end{equation*}
$$

where $N_{i}(t)=N_{i}([0, t))$. Indeed, considering the matrix-valued function $\mathbf{I}^{T}: \omega \in \mathbb{R} \mapsto\left(I_{i j}^{T}(\omega)\right)_{1 \leq i, j \leq d}$, the aforementioned link is to be understood as $\mathbf{I}^{T}(\omega)$ (for all $\omega \in \mathbb{R}$ ) being asymptotically distributed according to a complex Wishart distribution with one degree of freedom and scale matrix $\mathbf{f}(\omega)$ (Tuan, 1981; Villani et al., 2022). In particular, this implies that $\mathbb{E}\left[\mathbf{I}^{T}(\omega)\right]=\mathbf{f}(\omega)$. Moreover, it is noteworthy that the periodogram $\mathbf{I}^{T}(\omega)$ can be computed regardless of knowing the source of the event times. This paves the way for estimation.

As it happens, in the scope of statistical inference, a parametric model for the matrix-valued spectral density function is considered:

$$
\mathcal{P}=\left\{\mathbf{f}_{\theta}^{N}: \mathbb{R} \rightarrow \mathbb{C}^{d \times d}, \theta=\left(\mu, \gamma, \lambda_{0}\right) \in \Theta\right\}
$$

where $\gamma$ is a parameter that characterises the interaction functions. Then, for $\omega_{k}=k / T(k \in$ $\{1,2, \ldots\}$ ), it can be shown that $\left(\mathbf{I}^{T}\left(\omega_{k}\right)\right)_{k \geq 1}$ are asymptotically independent, leading to the approximate spectral log-likelihood (Brillinger, 2012; Düker and Pipiras, 2019; Villani et al., 2022):

$$
\begin{equation*}
\ell_{T}(\theta)=-\frac{1}{T} \sum_{k=1}^{M}\left\{\log \left(\operatorname{det}\left(\mathbf{f}_{\theta}^{N}\left(\omega_{k}\right)\right)\right)+\operatorname{tr}\left(\mathbf{f}_{\theta}^{N}\left(\omega_{k}\right)^{-1} \mathbf{I}^{T}\left(\omega_{k}\right)\right)\right\} \tag{4}
\end{equation*}
$$

where det and tr are respectively the determinant and trace of matrices. Then, the so-called Whittle (or spectral) estimator $\mathbf{f}_{\hat{\theta}}^{N}$ of $\mathbf{f}$ (Whittle, 1952) is obtained for $\hat{\theta} \in \Theta$ such that

$$
\hat{\theta} \in \arg \max _{\theta \in \Theta} \ell_{T}(\theta)
$$

### 1.2 Related works

The spectral analysis of point processes was introduced in Bartlett (1963) and extended to 2dimensional point processes in Bartlett (1964). Subsequent research works focusing on the theoretical properties of the Bartlett spectrum include Daley (1971); Daley and Vere-Jones (2003); Tuan (1981) for temporal settings and Mugglestone and Renshaw (1996, 2001); Rajala et al. (2023) for spatial contexts.

Despite this, practical applications remain scarcer in the literature. Adamopoulos (1976) studies earthquake arrivals through the analysis of Hawkes processes and Karavasilis and Rigas (2007) analyses the cross-correlation of bivariate point processes in the context of muscular stimulation.

In a recent contribution by Cheysson and Lang (2022), the authors employ the spectral analysis of point processes to infer an aggregated Hawkes process. More precisely, the observations are assumed to come from a standard Hawkes process but only the counts of events on fixed intervals are available. By leveraging the properties of the Bartlett spectrum, they propose an estimator obtained by means of maximisation of the spectral log-likelihood.

The main advantage of the spectral approach is its obvious ability to handle different kinds of partial observations. That is why we propose an inference procedure for noisy Hawkes processes based on Bartlett's spectral density.

Spectral results concerning the Hawkes model are built on the linearity of the intensity function along with its branching properties. The first spectral analysis of linear Hawkes processes appears in the original paper Hawkes (1971) and was then developed in Daley and Vere-Jones (2003) in both univariate and multivariate contexts. Explicit expressions of the spectral density of a Hawkes process are available as long as the Fourier transform of the kernel functions are known, which allows to work with a wide array of parametrisations.

In this paper, we mainly focus on studying identifiability of the statistical model with the classic exponential kernel (and also give insights about identifiability with other kernels). We subsequently derive a parametric inference procedure for estimating the parameters of a process composed of the superposition of a linear Hawkes process and a homogeneous Poisson process.

## 2 Spectral analysis

### 2.1 The Bartlett spectrum

In this section, we formally introduce the concept of matrix-valued spectral measure $\boldsymbol{\Gamma}: \mathbb{R} \rightarrow \mathbb{C}^{d \times d}$ for a multivariate stationary point process $N=\left(N_{1}, \ldots, N_{d}\right)$. This is an extension of the Bartlett spectrum introduced by Bartlett (1963) for the analysis of univariate point processes. Let $\mathcal{S}$ be the space of real functions on $\mathbb{R}$ with rapid decay (Daley and Vere-Jones, 2003, Chapter 8.6.1):

$$
\mathcal{S}=\left\{f \in C^{\infty}, \forall k \in\{1,2, \ldots\}, \forall r \in\{1,2, \ldots\}, \sup _{x \in \mathbb{R}}\left|x^{r} f^{(k)}(x)\right|<\infty\right\}
$$

where $C^{\infty}$ is the set of smooth functions from $\mathbb{R}$ to $\mathbb{R}$ and $f^{(k)}$ is the $k^{\text {th }}$ derivative of $f \in C^{\infty}$.
Then, the Bartlett spectrum of $N$ is the matrix-valued function $\boldsymbol{\Gamma}^{N}: \omega \in \mathbb{R} \mapsto\left(\Gamma_{i j}^{N}(\omega)\right)_{1 \leq i, j \leq d} \in$ $\mathbb{C}^{d \times d}$, such that for all $1 \leq i, j \leq d, \Gamma_{i j}^{N}$ is a measure on $\mathbb{R}$ verifying (Daley and Vere-Jones, 2003, Equation 8.4.13):

$$
\forall(\varphi, \psi) \in \mathcal{S} \times \mathcal{S}: \quad \operatorname{cov}\left(\int_{\mathbb{R}} \varphi(x) N_{i}(\mathrm{~d} x), \int_{\mathbb{R}} \psi(x) N_{j}(\mathrm{~d} x)\right)=\int_{\mathbb{R}} \tilde{\varphi}(\omega) \tilde{\psi}(-\omega) \Gamma_{i j}^{N}(\mathrm{~d} \omega),
$$

where for all $f \in \mathcal{S}, \tilde{f}: \mathbb{R} \rightarrow \mathbb{C}$ denotes the Fourier transform of $f$ :

$$
\forall \omega \in \mathbb{R}: \quad \tilde{f}(\omega)=\int_{\mathbb{R}} f(x) \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \mathrm{~d} x .
$$

If, for all $1 \leq i, j \leq d$, the measure $\Gamma_{i j}^{N}$ is absolutely continuous, we can define the matrixvalued spectral density function of $N$, denoted $\mathbf{f}^{N}: \mathbb{R} \rightarrow \mathbb{C}^{d \times d}$, such that for all $\omega \in \mathbb{R}, \mathbf{f}^{N}(\omega)=$ $\left(f_{i j}^{N}(\omega)\right)_{1 \leq i, j \leq d}$ with $\Gamma_{i j}^{N}(\mathrm{~d} \omega)=f_{i j}^{N}(\omega) \mathrm{d} \omega$.

From a practical point of view, the spectral density $\mathbf{f}^{N}$ can be derived from the reduced covariance densities. Let $\mathcal{B}_{\mathbb{R}}^{c}$ be the collection of all bounded Borel sets on $\mathbb{R}$ and $\ell_{\mathbb{R}}: \mathcal{B}_{\mathbb{R}}^{c} \rightarrow \mathbb{R}_{\geq 0}$ the Lebesgue measure on $\mathbb{R}$. For all $i \in\{1, \ldots, d\}$, the first moment measure of process $N_{i}$ is defined as $A \in \mathcal{B}_{\mathbb{R}}^{c} \mapsto \mathbb{E}\left[N_{i}(A)\right]$ and, by stationarity of the process, it comes:

$$
\forall A \in \mathcal{B}_{\mathbb{R}}^{c}: \quad \mathbb{E}\left[N_{i}(A)\right]=m_{i}^{N} \ell_{\mathbb{R}}(A)
$$

where $m_{i}^{N}=\mathbb{E}\left[N_{i}([0,1))\right]$ is the mean intensity of process $N_{i}$. Then, for all $(i, j) \in\{1, \ldots, d\}^{2}$ the second order moment measure $M_{i j}^{N}: \mathcal{B}_{\mathbb{R}}^{c} \times \mathcal{B}_{\mathbb{R}}^{c} \rightarrow \mathbb{R}_{\geq 0}$ is defined by (Daley and Vere-Jones, 2003, Section 5.4):

$$
\forall(A, B) \in \mathcal{B}_{\mathbb{R}}^{c} \times \mathcal{B}_{\mathbb{R}}^{c}: \quad M_{i j}^{N}(A, B)=\mathbb{E}\left[N_{i}(A) N_{j}(B)\right]=\int_{A \times B} M_{i j}(\mathrm{~d} x, \mathrm{~d} y)
$$

Now, as the process $N$ is stationary, $M_{i j}^{N}$ can be decomposed in a product of $\ell_{\mathbb{R}}$ and a so-called reduced measure $\breve{M}_{i j}^{N}: \mathcal{B}_{\mathbb{R}}^{c} \rightarrow \mathbb{R}_{\geq 0}$, such that for any bounded measurable function $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with bounded support (Daley and Vere-Jones, 2003, Equation 8.1.1a):

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} g(x, y) M_{i j}^{N}(\mathrm{~d} x, \mathrm{~d} y)=\int_{\mathbb{R}} \int_{\mathbb{R}} g(x, x+u) \ell_{\mathbb{R}}(\mathrm{d} x) \breve{M}_{i j}^{N}(\mathrm{~d} u), \tag{5}
\end{equation*}
$$

which leads to the definition of the reduced covariance measure $\breve{C}_{i j}^{N}: \mathcal{B}_{\mathbb{R}}^{c} \rightarrow \mathbb{R}_{\geq 0}$ :

$$
\begin{equation*}
\forall B \in \mathcal{B}_{\mathbb{R}}^{c}: \quad \breve{C}_{i j}^{N}(B)=\breve{M}_{i j}^{N}(B)-m_{i}^{N} m_{j}^{N} \ell_{\mathbb{R}}(B) . \tag{6}
\end{equation*}
$$

Since the right-hand side is the difference of two positive, positive-definite measures (Daley and Vere-Jones, 2003, Section 8.6), we can define the Fourier transform of $\breve{C}_{i j}$ as the difference of their Fourier transforms (see for example (Pinsky, 2008, Equation 5.2.1) for the Fourier transform of a measure). The resulting quantity comes out to correspond exactly to the spectral density function $f_{i j}^{N}$ :

$$
\begin{equation*}
\forall \omega \in \mathbb{R}: \quad f_{i j}^{N}(\omega)=\int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \breve{M}_{i j}^{N}(\mathrm{~d} x)-m_{i}^{N} m_{j}^{N} \delta(\omega), \tag{7}
\end{equation*}
$$

where $\delta$ is the Dirac delta function.

### 2.2 Superposition of processes and noisy Hawkes process

The model we study considers the superposition of two point processes that we define as follows.
Definition 2.1 (Superposition of processes). Let $X$ and $Y$ be two independent and stationary multivariate point processes with same dimension $d$. The superposition of $X$ and $Y$, denoted $N=X+Y$, is the stationary multivariate point process defined for any integer $1 \leq i \leq d$ as:

$$
\forall A \in \mathcal{B}_{\mathbb{R}}^{c}: \quad N_{i}(A)=X_{i}(A)+Y_{i}(A)
$$

It comes from the definition that if $X$ and $Y$ have respectively event times $\left(T_{k}^{X_{1}}\right)_{k \geq 1}, \ldots$, $\left(T_{k}^{X_{d}}\right)_{k \geq 1}$ and $\left(T_{k}^{Y_{1}}\right)_{k \geq 1}, \ldots,\left(T_{k}^{Y_{d}}\right)_{k \geq 1}$, the sequences of event times of $N=X+Y$ are the ordered unions of $\left(T_{k}^{X_{1}}\right)_{k \geq 1}$ and $\left(T_{k}^{Y_{1}}\right)_{k \geq 1}$ up to $\left(T_{k}^{X_{d}}\right)_{k \geq 1}$ and $\left(T_{k}^{Y_{d}}\right)_{k \geq 1}$. In addition, Proposition 2.2 below states that the spectral density of $N$ can be obtained easily from those of $X$ and $Y$.

Proposition 2.2. Let $X$ and $Y$ be two independent and stationary multivariate point processes with same dimension d, admitting respective spectral densities $\mathbf{f}^{X}$ and $\mathbf{f}^{Y}$.

Then $N=X+Y$ admits a matrix-valued spectral density function $\mathbf{f}^{N}$ and

$$
\begin{equation*}
\mathbf{f}^{N}=\mathbf{f}^{X}+\mathbf{f}^{Y} . \tag{8}
\end{equation*}
$$

Proof. The proof is given in Appendix A.
We are now ready to define the noisy Hawkes model, which is the superposition of a Hawkes process and a homogeneous Poisson process.

Definition 2.3 (Noisy Hawkes process). Let $H$ be a multivariate Hawkes process and $P=$ $\left(P_{1}, \ldots P_{d}\right)$ be a multivariate homogenous Poisson process independent from $H$ and with common intensity $\lambda_{0}>0$ (i.e. for any integer $1 \leq i \leq d, P_{i}$ is a univariate Poisson process with constant intensity $\lambda_{0}$ ). The superposition $N=H+P$ is called a noisy Hawkes process.

Let us remark that, since the process $P$ is aimed at modeling some kind of background noise, it is naturally assumed that subprocesses of $P$ share the same intensity $\lambda_{0}$. However, if identifiability results from the forthcoming sections are specific to this assumption, the presentation done in this section can be trivially extended to a multivariate Poisson process with different intensities.

Now, let us recall that we aim at analysing the process $N=H+P$ through an observation of event times $\left(T_{k}^{N_{1}}\right)_{k \geq 1}, \ldots,\left(T_{k}^{N_{d}}\right)_{k \geq 1}$ with the inability of distinguishing between the times of $H$ and $P$. To do so from a statistical estimation perspective, we leverage the spectral log-likelihood (Equation (4)), which makes use of the spectral density of $N$. The latter can be computed thanks to Proposition 2.2 and Example 8.3(c) from Daley and Vere-Jones (2003). Indeed, let $\widetilde{h}: \mathbb{R} \rightarrow \mathbb{C}^{d \times d}$ be the matrix-valued Fourier transform of the interaction functions:

$$
\forall w \in \mathbb{R}: \quad \tilde{h}(\omega)=\left(\tilde{h}_{i j}(\omega)\right)_{1 \leq i, j \leq d}
$$

under stationarity conditions, the spectral density $\mathbf{f}^{H}$ of the Hawkes process $H$ (defined as in Equation (1)) is (Daley and Vere-Jones, 2003, Equation (8.3.11)):

$$
\begin{equation*}
\forall w \in \mathbb{R}: \quad \mathbf{f}^{H}(\omega)=\left(I_{d}-\tilde{h}(-\omega)\right)^{-1} \operatorname{diag}\left(m^{H}\right)\left(I_{d}-\tilde{h}(\omega)^{T}\right)^{-1} \tag{9}
\end{equation*}
$$

where $I_{d}$ is the identity matrix of dimension $d$ and $\operatorname{diag}\left(m^{H}\right)$ is the diagonal matrix formed by the vector of the mean intensities:

$$
\left(\begin{array}{c}
m_{1}^{H} \\
\vdots \\
m_{d}^{H}
\end{array}\right)=\left(I_{d}-\tilde{h}(0)\right)^{-1}\left(\begin{array}{c}
\mu_{1} \\
\vdots \\
\mu_{d}
\end{array}\right)
$$

Moreover, since the homogeneous Poisson process $P$ (with common intensity $\lambda_{0}$ ) is a Hawkes process with null interactions, its spectral density $\mathbf{f}^{P}$ results easily from Equation (9):

$$
\forall w \in \mathbb{R}: \quad \mathbf{f}^{P}(\omega)=\lambda_{0} I_{d}
$$

which leads to the spectral density of $N$ :

$$
\begin{equation*}
\forall w \in \mathbb{R}: \quad \mathbf{f}^{N}(\omega)=\mathbf{f}^{H}(\omega)+\lambda_{0} I_{d} \tag{10}
\end{equation*}
$$

with $\mathbf{f}^{H}$ expressed in Equation (9). Given this result, the inference procedure consists in maximising the spectral log-likelihood described in Equation (4).

In the forthcoming sections, we focus on this statistical estimation problem in low-dimensional settings ( $d=1$ and $d=2$ ) and provide identifiability results when interactions are exponential.

## 3 The univariate noisy Hawkes process

### 3.1 General setting

Let us start with univariate processes $(d=1)$. In this case, Equation (10) simplifies, as stated in Corollary 3.1.

Corollary 3.1. Let $N$ be a noisy Hawkes process defined by the superposition of a stationary Hawkes process $H$ (with baseline intensity $\mu>0$ and kernel function $h: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ ) and an independent homogeneous Poisson process $P$ (with constant intensity $\lambda_{0}>0$ ). Then the spectral density $f^{N}$ of $N$ reads:

$$
\forall \omega \in \mathbb{R}, \quad f^{N}(\omega)=\frac{\mu}{\left(1-\|h\|_{1}\right)|1-\tilde{h}(\omega)|^{2}}+\lambda_{0}
$$

Proof. This is straightforward from Equations (9) and (10). See also (Daley and Vere-Jones, 2003, Example 8.2(e)) for the spectral density of a univariate exciting Hawkes process.

The estimation procedure also simplifies since the periodogram of $N$ and the spectral loglikelihood (see Equations (3) and (4)) respectively read:

$$
\forall \omega \in \mathbb{R}, \quad I^{T}(\omega)=\frac{1}{T}\left|\sum_{k=1}^{N(T)} \mathrm{e}^{-2 \pi \mathrm{i} \omega T_{k}^{N}}\right|^{2}
$$

where $\left(T_{k}^{N}\right)_{k \geq 1}$ is the sequence of event times of the noisy Hawkes process $N$, and:

$$
\begin{equation*}
\forall \theta \in \Theta, \quad \ell_{T}(\theta)=-\frac{1}{T} \sum_{k=1}^{M}\left(\log \left(f_{\theta}^{N}\left(\omega_{k}\right)\right)+\frac{I^{T}\left(\omega_{k}\right)}{f_{\theta}^{N}\left(\omega_{k}\right)}\right) \tag{11}
\end{equation*}
$$

As explained in Section 1.1, the Whittle estimator $\hat{\theta}$ is then obtained by maximising the function $\ell_{T}$. In the next section, the exponential parametric model $\mathcal{Q}$ for $f^{N}$ is described and analysed.

### 3.2 Exponential model

Let us consider the classic exponential kernel for the Hawkes process $H$ :

$$
\begin{equation*}
\forall t \in \mathbb{R}: \quad h(t)=\alpha \beta \mathrm{e}^{-\beta t} \mathbb{1}_{t \geq 0} \tag{12}
\end{equation*}
$$

with $0<\alpha<1$ and $\beta>0$. The kernel parameter is thus $\gamma=(\alpha, \beta)$ and the statistical model for a univariate noisy Hawkes process becomes:

$$
\mathcal{Q}=\left\{f_{\theta}^{N}: \mathbb{R} \rightarrow \mathbb{C}, \theta=\left(\mu, \alpha, \beta, \lambda_{0}\right) \in \mathbb{R}_{>0} \times(0,1) \times \mathbb{R}_{>0} \times \mathbb{R}_{>0}\right\}
$$

The exponential kernel parametrisation has been widely studied from an inference point of view (see for instance Ozaki (1979); Bacry and Muzy (2016)). In particular, its Fourier transform is:

$$
\begin{equation*}
\forall \omega \in \mathbb{R}: \quad \tilde{h}(\omega)=\frac{\alpha \beta}{\beta+2 \pi \mathrm{i} \omega} \tag{13}
\end{equation*}
$$

and the spectral density $f^{H}$ of a univariate Hawkes process with baseline intensity $\mu>0$ and exponential kernel is (Hawkes, 1971):

$$
\forall \omega \in \mathbb{R}: \quad f^{H}(\omega)=m^{H}\left(1+\frac{\beta^{2} \alpha(2-\alpha)}{\beta^{2}(1-\alpha)^{2}+4 \pi^{2} \omega^{2}}\right), \quad \text { where } m^{H}=\frac{\mu}{1-\alpha} .
$$

It results that the spectral density $f_{\theta}^{N} \in \mathcal{Q}$ of a univariate noisy Hawkes process is:

$$
\begin{equation*}
\forall \omega \in \mathbb{R}: \quad f_{\theta}^{N}(\omega)=\left(\frac{\mu}{1-\alpha} \beta^{2} \alpha(2-\alpha)\right) \frac{1}{\beta^{2}(1-\alpha)^{2}+4 \pi^{2} \omega^{2}}+\left(\frac{\mu}{1-\alpha}+\lambda_{0}\right) . \tag{14}
\end{equation*}
$$

Now, we should be ready for implementing the inference procedure based on maximising the spectral log-likelihood as expressed in Equation (11). However, it appears that the model $\mathcal{Q}$, as currently defined, is not identifiable (see Proposition 3.2). Hopefully, this model becomes identifiable when restricted to only three parameters, thus allowing the practicability of the proposed estimation method, as numerically illustrated in Section 5.1.

Proposition 3.2 (Identifiability in the univariate setting). The model $\mathcal{Q}$ is not identifiable. In particular, for any admissible parameter $\theta=\left(\mu, \alpha, \beta, \lambda_{0}\right)$ there exists an infinite number of admissible parameters $\theta^{\prime}$ such that $f_{\theta}^{N}=f_{\theta^{\prime}}^{N}$.

However, the four collections of models defined below are identifiable:

1. for all $\mu^{\circ}>0, \mathcal{Q}_{\mu}=\left\{f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N} \in \mathcal{Q}, \mu=\mu^{\circ}\right\}$;
2. for all $\alpha^{\circ} \in(0,1), \mathcal{Q}_{\alpha}=\left\{f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N} \in \mathcal{Q}, \alpha=\alpha^{\circ}\right\}$;
3. for all $\beta^{\circ}>0, \mathcal{Q}_{\beta}=\left\{f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N} \in \mathcal{Q}, \beta=\beta^{\circ}\right\}$;
4. for all $\lambda_{0}^{\circ}>0, \mathcal{Q}_{\lambda_{0}}=\left\{f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N} \in \mathcal{Q}, \lambda_{0}=\lambda_{0}^{\circ}\right\}$.

Proof. The proof is given in Appendix B.
The previous discussion raises the question of whether this non-identifiability also extends to the distribution of the noisy Hawkes process. It turns out that, in the exponential case, Markov properties of the intensity function $\lambda^{H}$ of the underlying Hawkes process help ensuring identifiability. Indeed, from the definition of the Hawkes process $H$ and the stationarity of the Poisson process $P,\left(\lambda^{N}(t)\right)_{t \geq 0}$ is a Markov process: it decreases with rate $\beta\left(\lambda^{H}(t)-\mu\right)=\beta\left(\lambda^{N}(t)-\mu-\lambda_{0}\right)$, and the jumps occurring from the Hawkes process, with rate $\lambda^{H}(t)=\lambda^{N}(t)-\lambda_{0}$, are of size $\alpha \beta$, while the jumps occurring from the Poisson component, with rate $\lambda_{0}$, have no impact on the intensity of the process. Then $\left(\lambda^{N}(t), N(t)\right)_{t \geq 0}$ is also a Markov process, more specifically a piecewise deterministic Markov process (Davis, 1984). This allows us to use results from Dassios and Zhao (2011) on the distribution of exponential Hawkes processes to show that the distribution of the exponential noisy Hawkes process is identifiable.

Proposition 3.3. Let $\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and $\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$ be two admissible 4-tuples for the exponential noisy Hawkes model $\mathcal{Q}$, and $N$ and $N^{\prime}$ respectively defined by these two tuples (Equation (2) with kernel (12)). Then, if $N$ and $N^{\prime}$ have same distribution and $\lambda^{N}(0)$ (respectively $\lambda^{N^{\prime}}(0)$ ) is distributed according to the stationary distribution of $\left(\lambda^{N}(t)\right)_{t \geq 0}\left(\right.$ respectively $\left.\left(\lambda^{N^{\prime}}(t)\right)_{t \geq 0}\right)$, then $\left(\mu, \alpha, \beta, \lambda_{0}\right)=\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$.

Proof. See Appendix C.
A consequence of this result is that non-identifiability of our proposed method in the exponential case is a shortcoming of the spectral approach itself rather than an underlying property of the noisy Hawkes process, presumably stemming from the fact that the spectral density only encodes the second order moments of the process. In the forthcoming section, we briefly investigate whether this issue arises when considering other reproduction kernels.

### 3.3 Beyond the exponential model

Let $N$ be a noisy Hawkes process defined by the superposition of a stationary Hawkes process with baseline intensity $\mu$ and kernel function $\alpha h$, with $\alpha \in(0,1), h: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ and $\|h\|_{1}=1$, and a homogeneous Poisson process with intensity $\lambda_{0}$. Per Corollary 3.1, its spectral density is given by

$$
\forall \omega \in \mathbb{R}: \quad f^{N}(\omega)=\frac{\mu}{(1-\alpha)|1-\alpha \tilde{h}(\omega)|^{2}}+\lambda_{0}
$$

While it may be difficult to show that a model is identifiable from the spectral density expression, it may prove fruitful to look at its Taylor expansion around 0, and analyse the Taylor coefficients. For example, considering the uniform kernel and the corresponding Taylor expansion of the spectral density up to order 2 , we get the following proposition.

Proposition 3.4. Let us consider a rectangle interaction function

$$
h: t \in \mathbb{R} \mapsto \phi^{-1} \mathbb{1}_{0 \leq t \leq \phi},
$$

for some kernel parameter $\phi>0$, and the corresponding statistical model for a univariate noisy Hawkes process:

$$
\mathcal{R}=\left\{f_{\theta}^{N}: \mathbb{R} \rightarrow \mathbb{C}, \theta=\left(\mu, \alpha, \phi, \lambda_{0}\right) \in \mathbb{R}_{>0} \times(0,1) \times \mathbb{R}_{>0} \times \mathbb{R}_{>0}\right\}
$$

Then $\mathcal{R}$ is identifiable.
Proof. See Appendix D.

This last proposition shows that non-identifiability of the spectral approach for the noisy exponential Hawkes process is more a consequence of the choice of the reproduction function $h$ rather than a general shortcoming of the spectral approach. It is unexpected that the exponential reproduction function, usually chosen because the Markov properties for the resulting Hawkes intensity simplify calculations (Ozaki, 1979; Da Fonseca and Zaatour, 2013; Duarte et al., 2019), seems to be here the main culprit of non-identifiability for our proposed spectral approach. Still, we will show how, by imposing some constraints on the modelling of multivariate noisy Hawkes processes, we are able to ensure identifiability of the model even in this case.

## 4 The bivariate noisy Hawkes process

This section addresses bivariate noisy Hawkes processes $(d=2)$. More precisely, for such a process $N=H+P$, where $H$ is a bivariate Hawkes process (see Equation (1)) and $P$ a Poisson process with shared intensity $\lambda_{0}$, Corollary 4.1 gives the closed-form expression of the spectral density $\mathbf{f}^{N}$.

Corollary 4.1. Let $N=\left(N_{1}, N_{2}\right)$ be a bivariate noisy Hawkes process defined by the superposition of a stationary Hawkes process $H=\left(H_{1}, H_{2}\right)$ (with baseline intensities $\mu_{1}>0$ and $\mu_{2}>0$, and kernel functions $h_{i j}: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}, 1 \leq i, j \leq 2$ ) and an independent homogeneous Poisson process $P=\left(P_{1}, P_{2}\right)$ (with same constant intensity $\left.\lambda_{0}>0\right)$. Then the spectral density $\mathbf{f}^{N}$ of $N$ reads:

$$
\forall \omega \in \mathbb{R}, \quad \mathbf{f}^{N}(\omega)=\left(\begin{array}{cc}
f_{11}^{H}(\omega)+\lambda_{0} & f_{12}^{H}(\omega) \\
f_{21}^{H}(\omega) & f_{22}^{H}(\omega)+\lambda_{0}
\end{array}\right)
$$

where

$$
\left\{\begin{array}{l}
f_{11}^{H}(\omega)=\frac{m_{1}^{H}\left|1-\tilde{h}_{22}(\omega)\right|^{2}+m_{2}^{H}\left|\tilde{h}_{12}(\omega)\right|^{2}}{\left|\left(1-\tilde{h}_{11}(\omega)\right)\left(1-\tilde{h}_{22}(\omega)\right)-\tilde{h}_{12}(\omega) \tilde{h}_{21}(\omega)\right|^{2}} \\
f_{12}^{H}(\omega)=\frac{m_{1}^{H}\left(1-\tilde{h}_{22}(-\omega)\right) \tilde{h}_{21}(\omega)+m_{2}^{H}\left(1-\tilde{h}_{11}(\omega)\right) \tilde{h}_{12}(-\omega)}{\left|\left(1-\tilde{h}_{11}(\omega)\right)\left(1-\tilde{h}_{22}(\omega)\right)-\tilde{h}_{12}(\omega) \tilde{h}_{21}(\omega)\right|^{2}}
\end{array},\right.
$$

and

$$
m_{1}^{H}=\frac{\mu_{1}\left(1-\left\|h_{22}\right\|_{1}\right)+\mu_{2}\left\|h_{12}\right\|_{1}}{\left(1-\left\|h_{11}\right\|_{1}\right)\left(1-\left\|h_{22}\right\|_{1}\right)-\left\|h_{12}\right\|_{1}\left\|h_{21}\right\|_{1}},
$$

and $f_{22}^{H}, f_{21}^{H}$ and $m_{2}^{H}$ are obtained by symmetry of all indices.
Proof. This is straightforward from Equations (9) and (10).
Then, the estimation procedure is exactly that described in Section 1.1, which is based on computing the cross periodogram $\mathbf{I}^{T}$ and on maximising the spectral $\log$-likelihood $\ell_{T}$ (see Equations (3) and (4)). Now, similarly to the univariate case detailed in Section 3.2, we consider exponential interaction functions, i.e. for $1 \leq i, j \leq 2$ :

$$
\forall t \in \mathbb{R}: \quad h_{i j}(t)=\alpha_{i j} \beta_{i} \mathrm{e}^{-\beta_{i} t} \mathbb{1}_{t \geq 0}
$$

with $\alpha_{i j} \geq 0$ and $\beta_{i}>0$. The kernel parameter is thus $\gamma=(\alpha, \beta)$, where $\alpha \in \mathbb{R}_{\geq 0}^{2 \times 2}$ and $\beta \in \mathbb{R}_{>0}^{2}$ and the statistical model for a bivariate noisy Hawkes process becomes:

$$
\mathcal{Q}_{\Lambda}=\left\{\mathbf{f}_{\theta}^{N}: \mathbb{R} \rightarrow \mathbb{C}^{2 \times 2}, \theta=\left(\mu, \alpha, \beta, \lambda_{0}\right) \in \mathbb{R}_{>0}^{2} \times \Lambda \times \mathbb{R}_{>0}^{2} \times \mathbb{R}_{>0}, \beta \in \Omega_{\alpha}\right\}
$$

where $\Lambda \subset\left\{\alpha \in \mathbb{R}_{\geq 0}^{2 \times 2}: \rho(\alpha)<1\right\}$ is subset of matrices $\alpha$ that will be specified later, and for all $\alpha \in \mathbb{R}_{\geq 0}^{2 \times 2}$,

$$
\Omega_{\alpha}=\left\{\beta \in \mathbb{R}_{>0}^{2}, \beta_{1}=1 \text { if } \alpha_{11}=\alpha_{12}=0, \beta_{2}=1 \text { if } \alpha_{21}=\alpha_{22}=0\right\}
$$

is a subset of admissible values for $\beta$. The definition of $\Omega_{\alpha}$ takes into account that when a row, say the first one, of the interaction matrix $\alpha$ is null, then the corresponding kernels verify $h_{11}=0$ and $h_{12}=0$ independently of the value of $\beta_{1}$. Thus, identifiability for the parameter $\beta_{1}$ is hopeless, which justifies that we get rid of it (by fixing it to an arbitrary value) from the model.

Remark 4.1. Different versions of the multivariate exponential model exist. A first convention assumes that there is a unique $\beta \in \mathbb{R}_{>0}$ shared by all kernel functions (Chevallier et al., 2019; Bacry et al., 2020). A second and less restrictive option, which is that we opt for in this paper, assumes that the recovery rate $\beta_{i} \in \mathbb{R}_{>0}$ for each subprocess $N_{i}(1 \leq i \leq d)$ is shared among received interactions (Bonnet et al., 2023). These choices allow for simplified derivations of estimators in the time domain and in the frequency domain, as shown below.

The aim of this section is to study identifiability of model $\mathcal{Q}_{\Lambda}$. A broad analysis (i.e. for $\left.\Lambda=\left\{\alpha \in \mathbb{R}_{\geq 0}^{2 \times 2}: \rho(\alpha)<1\right\}\right)$ being out of reach for complexity reasons, we exhibit some situations (i.e. subsets $\Lambda$ ) for which non-identifiability (Proposition 4.2) or identifiability (Proposition 4.3) can be proved.

Proposition 4.2 (Non-identifiability in the bivariate setting). The model $\mathcal{Q}_{\Lambda}$ is not identifiable in the three situations:

1. $\Lambda=\left\{\left(\begin{array}{cc}\alpha_{11} & 0 \\ 0 & \alpha_{22}\end{array}\right), 0 \leq \alpha_{11}, \alpha_{22}<1\right\}$, that is for diagonal matrices $\alpha$ (with possibly null entries).
2. $\Lambda=\left\{\left(\begin{array}{cc}\alpha_{11} & \alpha_{12} \\ 0 & 0\end{array}\right), 0<\alpha_{11}<1, \alpha_{12}>0\right\}$, that is for matrices with positive entries in the first row and null entries in the second.
3. $\Lambda=\left\{\left(\begin{array}{cc}0 & 0 \\ \alpha_{21} & \alpha_{22}\end{array}\right), \alpha_{21}>0,0<\alpha_{22}<1\right\}$, that is for matrices with null entries in the first row and positive entries in the second.

Proof. The proof is given in Appendix E.
Remark 4.2. The proof of Proposition 4.2, Situation 1 reveals that non-identifiability stands actually for each subprocess (considered as a univariate process), such that all the submodels with null cross-interactions built by fixing $\alpha_{11}$ or $\alpha_{22}$ to zero, or by keeping them away from zero are also not identifiable.

Proposition 4.3 (Identifiability in the bivariate setting). The model $\mathcal{Q}_{\Lambda}$ is identifiable in the six situations:

1. $\Lambda=\left\{\left(\begin{array}{ll}\alpha_{11} & 0 \\ \alpha_{21} & 0\end{array}\right), 0 \leq \alpha_{11}<1, \alpha_{21}>0\right\}$, that is for matrices $\alpha$ with null entries in the second column and a positive entry on the antidiagonal.
2. $\Lambda=\left\{\left(\begin{array}{cc}0 & \alpha_{12} \\ 0 & \alpha_{22}\end{array}\right), \alpha_{12}>0,0 \leq \alpha_{22}<1\right\}$, that is for matrices $\alpha$ with null entries in the first column and a positive entry on the antidiagonal.
3. $\Lambda=\left\{\left(\begin{array}{cc}\alpha_{11} & 0 \\ \alpha_{21} & \alpha_{22}\end{array}\right), 0<\alpha_{11}<1, \alpha_{21}>0,0 \leq \alpha_{22}<1\right\}$, that is for matrices $\alpha$ with positive entries in the first column and null upper right entry.
4. $\Lambda=\left\{\left(\begin{array}{cc}\alpha_{11} & \alpha_{12} \\ 0 & \alpha_{22}\end{array}\right), 0 \leq \alpha_{11}<1, \alpha_{12}>0,0<\alpha_{22}<1\right\}$, that is for matrices $\alpha$ with a null lower left entry and positive entries in the second column.

Proof. The proofs of Situations 1 and 3 are respectively in Appendices F and G. The other situations are obtained by symmetry of all indices.

Several lessons can be learnt from Propositions 4.2 and 4.3 and Remark 4.2. First, the statistical model $\mathcal{Q}_{\Lambda}$ is not identifiable if $H$ reduces to a bivariate homogenous Poisson process (Proposition 4.2, Situation 1 with $\alpha_{11}=\alpha_{22}=0$ ) or to two independent univariate Hawkes processes (Proposition 4.2, Situation 1 with $\alpha_{11}>0$ and $\alpha_{22}>0$ ) even if the noise $P$ shares the same intensity $\lambda_{0}$ for both subprocesses. This result actually still holds true for a dimension $d>2$.

Second, Proposition 4.3 tells in a nutshell that there must exist cross-interactions in the Hawkes process $H$ (i.e. $\alpha_{12}>0$ or $\alpha_{21}>0$ ) for the model $\mathcal{Q}_{\Lambda}$ to be identifiable. However, interactions must not come from a Poisson subprocess and reach a self-exciting Hawkes subprocess (Proposition 4.2, Situations 2 and 3), but rather they must reach a self-neutral (i.e. with null self-excitation) Hawkes subprocess (Proposition 4.3, Situations 1 and 2) or come from a self-exciting Hawkes subprocess (Proposition 4.3, Situations 3 and 4).

## 5 Numerical results

This section numerically illustrates the behaviour of the proposed estimator $\hat{\theta}$ (described in Section 1.1) for noisy exponential Hawkes processes. It investigates the effect of horizon $T$ and hyperparameter $M$ in the univariate setting (Section 5.1), and the impact of model sparsity and interaction strength in the bivariate setting (Section 5.2).

In the whole study, point processes are simulated thanks to Ogata's thinning method (Ogata, 1981) and numerical optimisation of the spectral log-likelihood is performed via the L-BFGSB method (Byrd et al., 1995), implemented in the scipy.optimize.minimize Python function. Both simulation and estimation algorithms are freely available as a Python package on GitHub ${ }^{1}$

### 5.1 Univariate setting

### 5.1.1 Simulation and estimation scenarios

Data simulation We consider observations $\left(T_{k}^{N}\right)_{1 \leq k \leq N(T)}$ coming from a univariate exponential noisy Hawkes process $N=H+P$, where $P$ is a Poisson process with intensity $\lambda_{0}>0$ and $H$ is a Hawkes process with baseline intensity $\mu=1$ and kernel given by Equation (12) with parameters $\alpha=0.5$ and $\beta=1$.

In order to get close to stationarity while coping with inability to generate a process on the whole line $\mathbb{R}, N$ is simulated on the window $[-100, T]$ with no points in $(-\infty,-100)$ but only observations falling in $[0, T]$ are considered.

The forthcoming section will illustrate the convergence of $\hat{\theta}$, thanks to its behaviour with respect to varying horizon $T \in\{250,500,1000, \ldots, 8000\}$, and the impact of the intensity $\lambda_{0}$ of the noise process $P$ on estimation accuracy, via varying noise-to-signal ratio $\lambda_{0} / m^{H} \in\{0.2,0.4, \ldots, 2.0\}$ (given the average intensity $m^{H}=\mu /(1-\alpha)=2$ of $H$ ).

Statistical models According to Proposition 3.2, which states four collections of identifiable models for univariate exponential Hawkes processes, estimation is successively performed in models $\mathcal{Q}_{\mu}, \mathcal{Q}_{\alpha}, \mathcal{Q}_{\beta}, \mathcal{Q}_{\lambda_{0}}$, where the known parameter is fixed to the value of the generated process (see above).

In addition, the behaviour of $\hat{\theta}$ will be assessed thanks to its relative error $\left\|\hat{\theta}-\theta^{\star}\right\|_{2} /\left\|\theta^{\star}\right\|_{2}$ (where $\theta^{\star}=\left(\mu, \alpha, \beta, \lambda_{0}\right)$ is the vector of the parameters of the generated process) averaged over 50 different trials.

### 5.1.2 Convergence, computation time and influence of parameter $M$

Up to now, the hyperparameter $M$, appearing in the spectral log-likelihood (Equations (4) and (11)) and determining the number of frequencies tested with the spectral density, has been let free. However, the theoretical literature suggests that its choice has a lot of influence on the convergence of the estimation procedure, and has to be guided by $M / T \xrightarrow[T \rightarrow \infty]{ } \infty$ (Pham, 1996).

Since the rate of convergence is not specified but has an effect on the computational efficiency of the spectral estimator, we propose to study the compatible case $M=N(T) \log N(T)$ and the economy case $M=N(T)$.

Figure 1 displays the relative errors $\left\|\hat{\theta}-\theta^{\star}\right\|_{2} /\left\|\theta^{\star}\right\|_{2}$ with respect to both the simulation horizon $T$ (top panels) and the estimation time (bottom panels). As expected, the quality of the estimations improves as $T$ increases, and this independently of which parameter is fixed. Estimations are

[^1]slightly better when considering $M=N(T) \log N(T)$ (orange line) especially for smaller values of $T$ but the trade-off is a ten times higher computation time. Therefore, the performance benefit of taking $M=N(T) \log N(T)$ rather than $M=N(T)$ seems minor when compared to the computational cost. For this reason, the forthcoming numerical experiments will be performed with $M=N(T)$.


Figure 1: Relative estimation error with confidence bands ( $\pm 1.96$ empirical standard deviation) respectively for $\mu, \alpha, \beta$ and $\lambda_{0}$ fixed (columns from left to right) with respect to the time horizon $T$ (top) and the computation time (bottom) in logarithmic scale. Level of noise $\lambda_{0}=1.6$.

### 5.1.3 Influence of the noise level

Figure 2 shows the relative error with respect to the ratio $\lambda_{0} / m_{H}$, obtained when increasing the value of $\lambda_{0}$ while keeping the other parameters fixed, for a given horizon $T=8000$.


Figure 2: Relative estimation error with confidence bands ( $\pm 1.96$ empirical standard deviation) respectively for $\mu, \alpha, \beta$ and $\lambda_{0}$ fixed with respect to the noise-to-signal ratio for the maximal horizon $T=8000$.

First, we can see that the value of $\lambda_{0}$ has a low impact on the quality of estimations. However, let us notice that when $\beta$ is fixed, the average error is substantially larger than when any of the other parameters is fixed. This could be explained by a compensation phenomenon inside the triplet ( $\mu, \alpha, \lambda_{0}$ ) which occurs as our method implicitly adjusts the estimation to the mean intensity of the noisy Hawkes process:

$$
m^{N}=\lambda_{0}+\frac{\mu}{1-\alpha}
$$

which is indeed a quantity independent of $\beta$.
This numerical compensation is illustrated in Figure 3, where we can see that overestimating $\mu$ is systematically balanced by underestimating $\alpha$ and $\lambda_{0}$ and vice versa, whereas the estimated mean intensities remain accurate. In this experiment, the level of noise has been arbitrarily fixed to $\lambda_{0}=1.2$ but the observed behaviour appears similarly for all possible values of $\lambda_{0}$ used in the previous section.


Figure 3: Estimations $\hat{\mu}, \hat{\alpha}$ and $\hat{\lambda}_{0}$ (of $\mu, \alpha$, and $\lambda_{0}$ ) for $\lambda_{0}=1.2$ when $\beta$ is fixed, sorted by the values of $\hat{\mu}$ (top). In all plots, each color corresponds to one of the 50 repetitions. Boxplot of estimated mean intensities (bottom).

When performing estimation with $\alpha$ fixed (the case for which the average error is the second larger, as illustrated in Figure 2), the compensation appears only between $\hat{\mu}$ and $\hat{\lambda}_{0}$ whereas $\hat{\beta}$ does not seem impacted, as shown in Figure 4.

### 5.2 Bivariate setting

This section illustrates numerical estimation of bivariate exponential noisy Hawkes processes (see Section 4) when conditions of identifiability are met (Proposition 4.3). We carry out two different studies, exploring different scenarios: Section 5.2.1 studies the influence of the strength of the cross-interaction between the two subprocesses and Section 5.2.2 investigates the performance of the estimator with and without knowledge of the null components. Indeed, since identifiability conditions depend on knowing which components are non-null, an information that is unlikely to


Figure 4: Estimations $\hat{\mu}, \hat{\beta}$ and $\hat{\lambda}_{0}$ (of $\mu, \beta$, and $\lambda_{0}$ ) for $\lambda_{0}=1.2$ when $\alpha$ is fixed, sorted by the values of $\hat{\mu}$ (top). In all plots, each color corresponds to one of the 50 repetitions. Boxplot of estimated mean intensities (bottom).
be available in practical applications, we compare the performance of the estimator for both the reduced model $\mathcal{Q}_{\Lambda}$, where the null components are known, and the complete model,

$$
\mathcal{Q}=\left\{\mathbf{f}_{\theta}^{N}: \mathbb{R} \rightarrow \mathbb{C}^{2 \times 2}, \theta=\left(\mu, \alpha, \beta, \lambda_{0}\right) \in \mathbb{R}_{>0}^{2} \times \mathbb{R}_{\geq 0}^{2 \times 2} \times \mathbb{R}_{>0}^{2} \times \mathbb{R}_{>0}, \rho(\alpha)<1\right\}
$$

with no prior information.
Throughout this section, we consider a Hawkes process with $\mu=\binom{1.0}{1.0}$ and $\beta=\binom{1.0}{1.3}$. In addition, fortified by the analysis of the univariate setting, the Poisson intensity is chosen to be $\lambda_{0}=0.5$ (the level of noise does not appear to have a significant impact on the quality of estimations, Figure 2) and it is considered $M=N(T)$ (which provides accurate estimations in a reasonable amount of time, Figure 1).

### 5.2.1 Influence of the cross-interaction

Let us consider one of the identifiable scenarios where the only non-null interaction in the Hawkes process is one of the two cross-interactions (see Proposition 4.3, Situation 1). More precisely, we consider the reduced model $\mathcal{Q}_{\Lambda}$, where

$$
\Lambda=\left\{\left(\begin{array}{cc}
0 & 0 \\
\alpha_{21} & 0
\end{array}\right): \alpha_{21}>0\right\}
$$

The Hawkes process is then simulated with different levels of cross-interaction: $\alpha_{21} \in\{0.2,0.4,0.6,0.8\}$, and estimations are obtained by optimising the spectral log-likelihood on the non-null parameters $\mu_{1}, \mu_{2}, \alpha_{21}, \beta_{2}$, and $\lambda_{0}$.

Figure 5 illustrates the influence of the true parameter $\alpha_{21}$ on the quality of the estimations, through the relative error of the estimations for the different values of $\alpha_{21}$ and an increasing range


Figure 5: Heatmap of relative errors for each estimation $\hat{\mu}_{1}, \hat{\mu}_{2}, \hat{\alpha}_{21}, \hat{\beta}_{2}$, and $\hat{\lambda}_{0}$ for different levels of interaction $\alpha_{21}$ (x-axis) and horizons $T$ (y-axis).
of horizons $T$. As a complement to what has been observed in Figure 1, our estimator appears to behave particularly well for higher values of $T$, but also for higher values of $\alpha_{21}$.

This is not surprising since, for smaller values of $\alpha_{21}$, the Hawkes process behaves closely to a homogeneous Poisson process, and as proven in Proposition 4.2, the superposition of two Poisson processes leads to a non-identifiable model. Lower interactions necessitate then higher values of $T$ to obtain satisfactory results. Inversely, for average and high interaction magnitudes, we start to obtain small errors for horizon values around $T=3000$.

### 5.2.2 Influence of null interactions

In this section we simulate 50 repetitions with a fixed horizon $T=3000$ for two identifiable scenarios regarding the Hawkes process $H=\left(H_{1}, H_{2}\right)$.

Scenario 1 The matrix of interactions is:

$$
\alpha=\left(\begin{array}{ll}
0.5 & 0 \\
0.4 & 0
\end{array}\right),
$$

corresponding to Proposition 4.3, Situation 1. In other terms, $H_{1}$ excites both subprocesses whereas $H_{2}$ has no influence on the dynamics (See Figure 6, left).

Scenario 2 The matrix of interactions is:

$$
\alpha=\left(\begin{array}{cc}
0.5 & 0 \\
0.4 & 0.4
\end{array}\right),
$$

corresponding to Proposition 4.3, Situation 3. In other terms, $H_{1}$ excites both subprocesses and $H_{2}$ excites itself (See Figure 6, right).


Figure 6: Interactions in the two numerical scenarios considered.
Graphics in the left column of Figure 7 present the boxplots of each parameter estimation when considering their respective reduced models $\mathcal{Q}_{\Lambda}$. These results show that our method provides unbiased estimates of all parameters and is particularly efficient at inferring the interaction matrix $\alpha$ (estimations have very low variance). The larger variances are observed for parameters $\mu_{1}, \mu_{2}$ and $\lambda_{0}$, which is probably due to compensation effects already mentioned in Section 5.1.3.

Scenario 1


Scenario 2


Figure 7: Boxplots of parameter estimations in the reduced model $\mathcal{Q}_{\Lambda}$ (left) and full model $\mathcal{Q}$ (right) in Scenario 1 (top) and Scenario 2 (bottom) ( 50 trials). Average estimation (green triangle) is to be compared to true parameter (blue point).

Estimating in the reduced model $\mathcal{Q}_{\Lambda}$ requires prior knowledge on the null parameters $\alpha_{i j}$ $(1 \leq i, j \leq 2)$, which is unlikely in practical applications. Therefore, we compare the results obtained in the reduced model to those in the complete model $\mathcal{Q}$ (see the right column graphics in Figure 7). If the estimates of $\alpha$ and $\beta$ seem still empirically unbiased, we observed several deteriorations compared to the previous results. First, we notice a bias in the estimates of $\mu_{1}, \mu_{2}$ and $\lambda_{0}$ : more precisely, $\mu_{1}$ and $\mu_{2}$ are overestimated while $\lambda_{0}$ is underestimated in both scenarios. Moreover, we observe in Scenario 2 some outlier estimations for the $\alpha_{i j}(1 \leq i, j \leq 2)$ coefficients, which did not appear when considering the reduced model.

Fortunately, Figure 7 also suggests that our estimator is able to detect the null interactions in the full model, which allows to re-estimate the parameters in the reduced model. To do so, we propose to look at the $5 \%$-empirical quantile of each term of the estimated interaction matrix $\hat{\alpha}$, which are summarised in Table 1.

We can notice that the empirical $5 \%$-quantiles are set to zero for each real null parameters $\alpha_{i j}(1 \leq i, j \leq 2)$ in both scenarios. This suggests that when enough repetitions are available, it is possible to use these empirical quantiles to estimate the null interactions. An estimation

|  | $\alpha_{11}$ | $\alpha_{12}$ | $\alpha_{21}$ | $\alpha_{22}$ |
| :--- | :---: | :---: | :---: | :---: |
| Scenario 1 | 0.40 | 0.00 | 0.32 | 0.00 |
| Scenario 2 | 0.41 | 0.00 | 0.34 | 0.35 |

Table 1: $5 \%$-quantile of each parameter of the estimated interaction matrix $\hat{\alpha}$. The true parameter $\alpha_{12}$ is null in both scenarios and $\alpha_{22}$ is null only in Scenario 1 .
procedure when no prior information is known about the support of the interaction graph would then consist in a three-step approach: first, estimating all parameters in the complete model $\mathcal{Q}$; second, computing the $5 \%$-quantiles for all estimated interactions parameters in matrix $\hat{\alpha}$, and defining the support of $\alpha$ to be entries corresponding to a positive empirical quantile; finally, reestimating all parameters in the reduced model defined by the support of $\alpha$. Let us remark that the proposed support estimation step boils down to correspond to a multiple test that, when the noisy Hawkes process has significantly more that 2 dimensions, can be corrected thanks to usual procedures such as Bonferroni and Benjamini-Hochberg methods.

## 6 Discussion

In this paper, we propose a spectral approach to estimate the parameters of a noisy Hawkes process, the performance of which is illustrated on an extended numerical study. Although we highlight the great benefit of considering a spectral analysis when standard inference methods are not available, we also bring out identifiability issues that may arise, either from the model itself or from the spectral approach. While we exhibit several identifiable and non-identifiable scenarios in both univariate and bivariate contexts, a general result on identifiability is still to be established, in particular in higher dimensions. For this purpose, the number of non-null cross-interactions and the choice of the kernel functions appear to be key elements in order to obtain identifiability guarantees.

More generally, we believe that the spectral analysis can provide efficient estimators in many frameworks of inaccurately or partially observed data. A natural extension of this work is to consider alternative forms for the noise process, for instance an heterogeneous Poisson process. Another topic of interest is to investigate another mechanism for the noise when some points are randomly missing. This would be complementary to our work since it would allow to model both false positive and false negative occurrences. In practice, this could be of great interest for applications, especially for the tracking of epidemics. Finally, let us mention that this paper focuses on the linear Hawkes model, which excludes notably inhibition phenomenons. Though the nonlinear framework is particularly interesting for many applications, for instance in neuroscience, all the spectral theory for point processes only exists in a linear context so that we believe that developing a spectral inference procedure for nonlinear processes would be very challenging and remains a widely open topic.
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## A Proof of Proposition 2.2

Lemma A.1. Let $X$ and $Y$ be two independent and stationary multivariate point processes with same dimension d. If they admit second order moment measures, denoted respectively $\left(M_{i j}^{X}\right)_{1 \leq i, j \leq d}$ and $\left(M_{i j}^{Y}\right)_{1 \leq i, j \leq d}$, then the process $N=X+Y$ also admits a second order moment measure, noted $\left(M_{i j}^{N}\right)_{1 \leq i, j \leq d}$, and for any pair $(A, B) \in\left(\mathcal{B}_{\mathbb{R}}^{c}\right)^{2}$ and all $1 \leq i, j \leq d$ :

$$
\begin{equation*}
M_{i j}^{N}(A, B)=M_{i j}^{X}(A, B)+M_{i j}^{Y}(A, B)+\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \ell_{\mathbb{R}}(A) \ell_{\mathbb{R}}(B) \tag{15}
\end{equation*}
$$

where for all $i \in\{1, \ldots, d\}$ and $m_{i}^{X}=\mathbb{E}\left[X_{i}([0,1))\right]$ and $m_{i}^{Y}=\mathbb{E}\left[Y_{i}([0,1))\right]$. Furthermore, the reduced measure of $N$ reads:

$$
\begin{equation*}
\breve{M}_{i j}^{N}(B)=\breve{M}_{i j}^{X}(B)+\breve{M}_{i j}^{Y}(B)+\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \ell_{\mathbb{R}}(B) \tag{16}
\end{equation*}
$$

Proof. Let $(A, B) \in\left(\mathcal{B}_{\mathbb{R}}^{c}\right)^{2}$. Then for any $1 \leq i, j \leq d$ :

$$
\begin{aligned}
M_{i j}^{N}(A, B) & =\mathbb{E}\left[N_{i}(A) N_{j}(B)\right] \\
& =\mathbb{E}\left[\left(X_{i}(A)+Y_{i}(A)\right)\left(X_{j}(B)+Y_{j}(B)\right)\right] \\
& =\mathbb{E}\left[X_{i}(A) X_{j}(B)\right]+\mathbb{E}\left[X_{i}(A) Y_{j}(B)\right]+\mathbb{E}\left[X_{j}(A) Y_{i}(B)\right]+\mathbb{E}\left[Y_{j}(A) Y_{j}(B)\right] \\
& =M_{i j}^{X}(A, B)+\mathbb{E}\left[X_{i}(A)\right] \mathbb{E}\left[Y_{j}(B)\right]+\mathbb{E}\left[X_{j}(A)\right] \mathbb{E}\left[Y_{i}(B)\right]+M_{i j}^{Y}(A, B) \\
& =M_{i j}^{X}(A, B)+m_{i}^{X} m_{j}^{Y} \ell(A) \ell(B)+m_{j}^{X} m_{i}^{Y} \ell(A) \ell(B)+M_{i j}^{Y}(A, B),
\end{aligned}
$$

where the last line comes from the stationarity, which implies that $\mathbb{E}\left[X_{i}(A)\right]=m_{i}^{X} \ell(A)$.
By applying Equation (5) to the function $g(x, y)=\mathbb{1}_{x \in[0,1]} \mathbb{1}_{y-x \in B}$ for any $B \in \mathcal{B}_{\mathbb{R}}^{c}$, we can remark that:

$$
\int_{\mathbb{R}^{2}} g(x, y) M_{i j}^{N}(\mathrm{~d} x, \mathrm{~d} y)=\int_{[0,1]} \ell_{\mathbb{R}}(\mathrm{d} x) \int_{B} \breve{M}_{i j}^{N}(\mathrm{~d} u)=\breve{M}_{i j}^{N}(B) .
$$

In particular this equality is also true if we replace $N$ by $X$ and $Y$. By leveraging Equation (15) on the left-side integral, we obtain:

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} g(x, y) M_{i j}^{N}(\mathrm{~d} x, \mathrm{~d} y) & =\breve{M}_{i j}^{X}(B)+\breve{M}_{i j}^{Y}(B)+\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \int_{x \in[0,1]} \int_{y \in B+x} \ell_{\mathbb{R}}(\mathrm{d} y) \ell_{\mathbb{R}}(\mathrm{d} x) \\
& =\breve{M}_{i j}^{X}(B)+\breve{M}_{i j}^{Y}(B)+\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \ell_{\mathbb{R}}([0,1]) \ell_{\mathbb{R}}(B) \\
& =\breve{M}_{i j}^{X}(B)+\breve{M}_{i j}^{Y}(B)+\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \ell_{\mathbb{R}}(B)
\end{aligned}
$$

which achieves the proof.

## Proof of Proposition 2.2

By definition of the spectral density, for all $\omega \in \mathbb{R}$ :

$$
\begin{align*}
f_{i j}^{N}(\omega)= & \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \breve{M}_{i j}^{N}(\mathrm{~d} x)-m_{i}^{N} m_{j}^{N} \delta(\omega) \\
= & \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \breve{M}_{i j}^{X}(\mathrm{~d} x)+\int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \breve{M}_{i j}^{Y}(\mathrm{~d} x) \\
& +\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \ell_{\mathbb{R}}(\mathrm{d} x)-\left(m_{i}^{X}+m_{i}^{Y}\right)\left(m_{j}^{X}+m_{j}^{Y}\right) \delta(\omega) \\
= & \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \breve{M}_{i j}^{X}(\mathrm{~d} x)-m_{i}^{X} m_{j}^{X} \delta(\omega)+\int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \breve{M}_{i j}^{Y}(\mathrm{~d} x)-m_{i}^{Y} m_{j}^{Y} \delta(\omega) \\
& +\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \ell_{\mathbb{R}}(\mathrm{d} x)-\left(m_{i}^{X} m_{j}^{Y}+m_{i}^{Y} m_{j}^{X}\right) \delta(\omega) \\
= & f_{i j}^{X}(\omega)+f_{i j}^{Y}(\omega)+\left(m_{i}^{X} m_{j}^{Y}+m_{j}^{X} m_{i}^{Y}\right) \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \mathrm{~d} x-\left(m_{i}^{X} m_{j}^{Y}+m_{i}^{Y} m_{j}^{X}\right) \delta(\omega) . \tag{17}
\end{align*}
$$

By properties of the Dirac measure, for all $\omega \in \mathbb{R}$ :

$$
\int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \delta(x) \mathrm{d} x=1
$$

and so by duality of the Fourier transform (Pinsky, 2008, Proposition 5.2.4.) it follows that:

$$
\int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} x \omega} \mathrm{~d} x=\delta(\omega)
$$

The last two terms of Equation (17) being equal, we obtain $f_{i j}^{N}=f_{i j}^{X}+f_{i j}^{Y}$.

## B Proof of Proposition 3.2

We first show that equality of two spectral densities with different parameters is equivalent to a system of equations (Equations (18)). This result will be used then to prove both parts of Proposition 3.2.

Let $\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and ( $\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}$ ) be two admissible 4-tuples for the exponential noisy Hawkes model. Let us assume that for all $\omega \in \mathbb{R}$ :

$$
f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N}(\omega)=f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}^{N}(\omega) .
$$

Thanks to Equation (14), this equality implies the following system of equations:

$$
\begin{cases}\frac{\mu}{1-\alpha}+\lambda_{0}=\frac{\mu^{\prime}}{1-\alpha^{\prime}}+\lambda_{0}^{\prime} & (\omega \rightarrow+\infty) \\ \frac{\mu}{1-\alpha} \frac{\beta^{2} \alpha(2-\alpha)}{\beta^{2}(1-\alpha)^{2}}+\frac{\mu}{1-\alpha}+\lambda_{0}=\frac{\mu^{\prime}}{1-\alpha^{\prime}} \frac{\beta^{\prime 2} \alpha^{\prime}\left(2-\alpha^{\prime}\right)}{{\beta^{\prime 2}\left(1-\alpha^{\prime}\right)^{2}}^{\prime}+\frac{\mu^{\prime}}{1-\alpha^{\prime}}+\lambda_{0}^{\prime}} \quad(\omega=0) \\ \frac{\mu}{1-\alpha} \frac{\beta^{2} \alpha(2-\alpha)}{\beta^{2}(1-\alpha)^{2}+4 \pi^{2}}+\frac{\mu}{1-\alpha}+\lambda_{0}=\frac{\mu^{\prime}}{1-\alpha^{\prime}} \frac{{\beta^{\prime 2} \alpha^{\prime}\left(2-\alpha^{\prime}\right)}_{\beta^{\prime 2}\left(1-\alpha^{\prime}\right)^{2}+4 \pi^{2}}^{2}+\frac{\mu^{\prime}}{1-\alpha^{\prime}}+\lambda_{0}^{\prime}}{} \quad(\omega=1) .\end{cases}
$$

The first equality can be used to simplify the second and third equalities, leading to:

$$
\left\{\begin{array}{l}
\frac{\mu}{1-\alpha}+\lambda_{0}=\frac{\mu^{\prime}}{1-\alpha^{\prime}}+\lambda_{0}^{\prime} \\
\frac{\mu}{1-\alpha} \frac{\alpha(2-\alpha)}{(1-\alpha)^{2}}=\frac{\mu^{\prime}}{1-\alpha^{\prime}} \frac{\alpha^{\prime}\left(2-\alpha^{\prime}\right)}{\left(1-\alpha^{\prime}\right)^{2}} \\
\frac{\mu}{1-\alpha} \frac{\beta^{2} \alpha(2-\alpha)}{\beta^{2}(1-\alpha)^{2}+4 \pi^{2}}=\frac{\mu^{\prime}}{1-\alpha^{\prime}} \frac{\beta^{\prime 2} \alpha^{\prime}\left(2-\alpha^{\prime}\right)}{{\beta^{\prime 2}\left(1-\alpha^{\prime}\right)^{2}+4 \pi^{2}}^{2}} .
\end{array}\right.
$$

Now, given that $\alpha \in(0,1)$ (same for $\alpha^{\prime}$ ), the last two equalities lead to:

$$
\frac{\beta^{2}(1-\alpha)^{2}}{\beta^{2}(1-\alpha)^{2}+4 \pi^{2}}=\frac{{\beta^{\prime}}^{2}\left(1-\alpha^{\prime}\right)^{2}}{{\beta^{\prime 2}}^{2}\left(1-\alpha^{\prime}\right)^{2}+4 \pi^{2}},
$$

which in turn implies $\beta(1-\alpha)=\beta^{\prime}\left(1-\alpha^{\prime}\right)$.
Thus, it results the following system of equations:

$$
\left\{\begin{array}{l}
\frac{\mu}{1-\alpha}+\lambda_{0}=\frac{\mu^{\prime}}{1-\alpha^{\prime}}+\lambda_{0}^{\prime}  \tag{18a}\\
\frac{\mu \alpha(2-\alpha)}{(1-\alpha)^{3}}=\frac{\mu^{\prime} \alpha^{\prime}\left(2-\alpha^{\prime}\right)}{\left(1-\alpha^{\prime}\right)^{3}} \\
\beta(1-\alpha)=\beta^{\prime}\left(1-\alpha^{\prime}\right)
\end{array}\right.
$$

Now, Equations (18) lead to

$$
\left\{\begin{array}{l}
\frac{\mu}{1-\alpha}+\lambda_{0}=\frac{\mu^{\prime}}{1-\alpha^{\prime}}+\lambda_{0}^{\prime} \\
\frac{\mu}{1-\alpha} \beta^{2} \alpha(2-\alpha)=\frac{\mu^{\prime}}{1-\alpha^{\prime}}{\beta^{\prime}}^{2} \alpha^{\prime}\left(2-\alpha^{\prime}\right) \\
\beta(1-\alpha)=\beta^{\prime}\left(1-\alpha^{\prime}\right),
\end{array}\right.
$$

which, by Equation (14), implies straightforwardly $f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N}=f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}^{N}$. Consequently,

$$
f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N}=f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}^{N} \Longleftrightarrow \text { Equations (18). }
$$

The model $\mathcal{Q}$ is not identifiable.
Let $\tau>-\lambda_{0}$ and $\lambda_{0}^{\prime}=\lambda_{0}+\tau>0$.
Then, by denoting $\kappa=\frac{\mu}{1-\alpha} \beta^{2} \alpha(2-\alpha)$, Equations (18) are equivalent to:

$$
\left\{\begin{array}{rl}
\mu^{\prime} & =\frac{\beta(1-\alpha)\left(\frac{\mu}{1-\alpha}-\tau\right)}{\sqrt{\beta^{2}(1-\alpha)^{2}+\frac{\mu^{\kappa}}{1-\alpha}-\tau}}  \tag{19}\\
\alpha^{\prime} & =1-\frac{\beta(1-\alpha)}{\sqrt{\beta^{2}(1-\alpha)^{2}+\frac{\mu^{\kappa}}{1-\alpha}-\tau}} \\
\beta^{\prime} & =\sqrt{\beta^{2}(1-\alpha)^{2}+\frac{\mu}{\frac{\mu}{1-\alpha}-\tau}}
\end{array} .\right.
$$

From (19), it is clear that for all $\tau \in\left(-\lambda_{0}, \frac{\mu}{1-\alpha}\right) \backslash\{0\},\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}+\tau\right) \neq\left(\mu, \alpha, \beta, \lambda_{0}\right)$ is an admissible parameter for $\mathcal{Q}$ and $f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}+\tau\right)}^{N}=f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N}$. Consequently, $\mathcal{Q}$ is not identifiable.

The reduced model defined by a triplet of admissible parameters is identifiable.
It will be shown that, for admissible parameters, $f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N}=f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}^{N}$ implies

$$
\mu=\mu^{\prime} \Longleftrightarrow \alpha=\alpha^{\prime} \Longleftrightarrow \beta=\beta^{\prime} \Longleftrightarrow \lambda_{0}=\lambda_{0}^{\prime}
$$

from which we can deduce identifiability of the four collections of models mentioned in Proposition 3.2. Indeed, let, for instance, $\alpha^{\circ} \in(0,1)$ and consider

$$
\mathcal{Q}_{\alpha}=\left\{f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N} \in \mathcal{Q}, \alpha=\alpha^{\circ}\right\}
$$

Then for all $f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N} \in \mathcal{Q}_{\alpha}$ and $f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}^{N} \in \mathcal{Q}_{\alpha}$,

$$
f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}^{N}=f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}^{N} \Longrightarrow\left\{\begin{array} { l } 
{ \mu = \mu ^ { \prime } \Longleftrightarrow \alpha = \alpha ^ { \prime } \Longleftrightarrow \beta = \beta ^ { \prime } \Longleftrightarrow \lambda _ { 0 } = \lambda _ { 0 } ^ { \prime } } \\
{ \alpha = \alpha ^ { \circ } = \alpha ^ { \prime } }
\end{array} \Longrightarrow \left\{\begin{array}{l}
\mu=\mu^{\prime} \\
\beta=\beta^{\prime} \\
\lambda_{0}=\lambda_{0}^{\prime} \\
\alpha=\alpha^{\prime}
\end{array}\right.\right.
$$

So, let us assume that $f_{\left(\mu, \alpha, \beta, \lambda_{0}\right)}=f_{\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)}$, for some admissible parameters. As shown beforehand this implies Equations (18). From Equation (18c), we establish that

$$
\alpha=\alpha^{\prime} \Longleftrightarrow \beta=\beta^{\prime}
$$

since, $\beta>0$ and $\alpha<1$.
From Equation (18b), since $\alpha>0$, it is clear that $\alpha=\alpha^{\prime} \Longrightarrow \mu=\mu^{\prime}$. Conversely, if $\mu=\mu^{\prime}>0$, Equation (18b) becomes:

$$
g(\alpha)=\frac{\alpha(2-\alpha)}{(1-\alpha)^{3}}=\frac{\alpha^{\prime}\left(2-\alpha^{\prime}\right)}{\left(1-\alpha^{\prime}\right)^{3}}=g\left(\alpha^{\prime}\right)
$$

In particular, $g$ is a strictly increasing function on $(0,1)$ and so it can be deduced that $\alpha=\alpha^{\prime}$. So

$$
\mu=\mu^{\prime} \Longleftrightarrow \alpha=\alpha^{\prime}
$$

Finally, as $\mu=\mu^{\prime} \Longleftrightarrow \alpha=\alpha^{\prime}$, from Equation (18a) we conclude that $\alpha=\alpha^{\prime} \Longrightarrow \lambda_{0}=\lambda_{0}^{\prime}$. Let us now assume that $\lambda_{0}=\lambda_{0}^{\prime}$, Equation (18a) then reads

$$
\frac{\mu}{1-\alpha}=\frac{\mu^{\prime}}{1-\alpha^{\prime}}
$$

As $\mu>0$ and $\mu^{\prime}>0$, Equation (18b) can be then reduced to

$$
s(\alpha):=\frac{\alpha(2-\alpha)}{(1-\alpha)^{2}}=\frac{\alpha(2-\alpha)}{(1-\alpha)^{2}}=s\left(\alpha^{\prime}\right)
$$

where $s$ is a strictly increasing function on $(0,1)$ and so $\alpha=\alpha^{\prime}$. With this we have proved that $\alpha=\alpha^{\prime} \Longleftrightarrow \lambda_{0}=\lambda_{0}^{\prime}$ which achieves the proof.

## C Proof of Proposition 3.3

Let $\left(\mathcal{H}_{t}^{N}\right)_{t \geq 0}$ (respectively $\left.\left(\mathcal{H}_{t}^{H}\right)_{t \geq 0}\right)$ be the natural filtration associated with $\left(\lambda^{N}(t)\right)_{t \geq 0}$ (respectively $\left.\left(\lambda^{H}(t)\right)_{t \geq 0}\right)$. Let us now consider the conditional survival function of the first non-negative jump $\tau_{1}$ of $N$ given the past (before 0 ): for all $t \geq 0$,

$$
\begin{array}{rlr}
\mathbb{P}\left(\tau_{1}>t \mid \mathcal{H}_{0}^{N}\right) & =\mathbb{P}\left(N(t)=0 \mid \mathcal{H}_{0}^{N}\right) \\
& =\mathbb{P}\left(P(t)=0, H(t)=0 \mid \mathcal{H}_{0}^{N}\right) \\
& =\mathbb{P}\left(P(t)=0 \mid \mathcal{H}_{0}^{N}\right) \mathbb{P}\left(H(t)=0 \mid \mathcal{H}_{0}^{N}\right) & \text { (by independence) } \\
& =\mathbb{P}(P(t)=0) \mathbb{P}\left(H(t)=0 \mid \mathcal{H}_{0}^{H}\right) & \text { (by definition) } \\
& =\mathrm{e}^{-\lambda_{0} t} e^{-\mu\left(t-u_{t}\right)-u_{t} \lambda^{H}(0)}, &
\end{array}
$$

with $u_{t}=\left(1-\mathrm{e}^{-\beta t}\right) \beta^{-1}$ and where we have used that, given that $H(t)=0$, for all $u \in[0, t]$,

$$
\lambda^{H}(u)=\mu+\left(\lambda^{H}(0)-\mu\right) \mathrm{e}^{-\beta u}
$$

Let us remark that the last equality can also be deduced from (Dassios and Zhao, 2011, Corollary 3.3 ) with the same notation $u_{t}$ :

$$
\mathbb{P}\left(H(t)=0 \mid \mathcal{H}_{0}^{H}\right)=\exp \left(-\int_{0}^{u_{t}} \frac{\mu \beta v}{1-\beta v} \mathrm{~d} v\right) \mathrm{e}^{-u_{t} \lambda^{H}(0)}
$$

It appears that $\mathbb{P}\left(\tau_{1}>t \mid \mathcal{H}_{0}^{N}\right)$ depends on the past only through $\lambda^{H}(0)$. But $\lambda^{H}(0)=\lambda^{N}(0)-$ $\lambda_{0}$ and $\lambda^{N}(0)$ is distributed according to the stationary distribution of $\left(\lambda^{N}(t)\right)_{t \geq 0}$. It results that $\lambda^{H}(0)$ is distributed according to the stationary distribution of $\left(\lambda^{H}(t)\right)_{t \geq 0}$, the Laplace transform of which is given by (Dassios and Zhao, 2011, Corollary 3.1). Plugging in this result, we have:

$$
\begin{aligned}
\mathbb{P}\left(\tau_{1}>t\right) & =\mathrm{e}^{-\lambda_{0} t-\mu\left(t-u_{t}\right)} \mathbb{E}\left[\mathrm{e}^{-u_{t} \lambda^{H}(0)}\right] \\
& =\mathrm{e}^{-\lambda_{0} t-\mu\left(t-u_{t}\right)} \exp \left(-\int_{0}^{u_{t}} \frac{\mu \beta v}{\beta v+\mathrm{e}^{-\alpha \beta v}-1} \mathrm{~d} v\right) .
\end{aligned}
$$

For ease of derivation, let $G: t \in \mathbb{R}_{\geq 0} \mapsto-\log \mathbb{P}\left(\tau_{1}>t\right)$. The function $G$ is differentiable and has derivative $D$ given by:

$$
D(t)=\lambda_{0}+\mu\left(1-\mathrm{e}^{-\beta t}\right)+\frac{\mu\left(1-\mathrm{e}^{-\beta t}\right) \mathrm{e}^{-\beta t}}{\exp \left(-\alpha\left(1-\mathrm{e}^{-\beta t}\right)\right)-\mathrm{e}^{-\beta t}} .
$$

Now define in the same manner $\tau_{1}^{\prime}, G^{\prime}$, and $D^{\prime}$ from the process $N^{\prime}$ with parameter $\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$, with $\lambda^{N^{\prime}}(0)$ being distributed according to the stationary distribution of $\left(\lambda^{N^{\prime}}(t)\right)_{t \geq 0}$, and assume that $N$ and $N^{\prime}$ have the same distribution. Then it follows that both $\tau_{1}$ and $\tau_{1}^{\prime}$ have the same distribution, so that $G(t)=G^{\prime}(t)$ for all $t \geq 0$. Since $G$ and $G^{\prime}$ are everywhere differentiable and have the same initial value $G(0)=G^{\prime}(0)=0$, it results that $D(t)=D^{\prime}(t)$ for all $t \geq 0$.

We want to establish a system of four equations satisfied by the parameters that leads to the equality of the 4 -tuples. First, noting that $\lim _{t \rightarrow \infty} D(t)=\lambda_{0}+\mu$, we get

$$
\begin{equation*}
\lambda_{0}+\mu=\lambda_{0}^{\prime}+\mu^{\prime} . \tag{20}
\end{equation*}
$$

Then, since $\lim _{t \rightarrow 0} D(t)=\lambda_{0}+\mu /(1-\alpha)$, we get, using Equation (20),

$$
\begin{equation*}
\frac{\mu \alpha}{1-\alpha}=\frac{\mu^{\prime} \alpha^{\prime}}{1-\alpha^{\prime}} \tag{21}
\end{equation*}
$$

To highlight two other equations on the parameters, we establish the Taylor expansion of $D(t)$ around $t=0$ up to order 2. After some calculation, we find that

$$
D(t)=\lambda_{0}+\frac{\mu}{1-\alpha}+\frac{\mu \alpha}{1-\alpha}\left(\frac{1}{2} \beta t \frac{\alpha-2}{1-\alpha}+\frac{1}{12} \beta^{2} t^{2} \frac{\alpha^{3}-\alpha^{2}-3 \alpha+6}{(1-\alpha)^{2}}+o\left(t^{2}\right)\right) .
$$

From the first-order term of the expansion, Equation (21) and the equality of $D$ and $D^{\prime}$, we find that

$$
\begin{equation*}
\beta \frac{\alpha-2}{1-\alpha}=\beta^{\prime} \frac{\alpha^{\prime}-2}{1-\alpha^{\prime}} . \tag{22}
\end{equation*}
$$

Then the second-order term of the expansion can be rewritten

$$
\frac{\mu \alpha}{1-\alpha} \frac{1}{12}\left(\frac{\beta(\alpha-2)}{1-\alpha}\right)^{2} \frac{\alpha^{3}-\alpha^{2}-3 \alpha+6}{(\alpha-2)^{2}}
$$

so that from Equations (21) and (22), we find that

$$
\begin{equation*}
g(\alpha)=\frac{\alpha^{3}-\alpha^{2}-3 \alpha+6}{(\alpha-2)^{2}}=\frac{\alpha^{3}-\alpha^{\prime 2}-3 \alpha^{\prime}+6}{\left(\alpha^{\prime}-2\right)^{2}}=g\left(\alpha^{\prime}\right) . \tag{23}
\end{equation*}
$$

$\alpha \mapsto g(\alpha)$ can be shown to be strictly increasing for $\alpha \in(0,1)$, so that Equation (23) yields that $\alpha=\alpha^{\prime}$. With this remark, one can easily show from the system composed by Equations (20)-(23) that the tuples $\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and ( $\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}$ ) are equal.

## D Proof of Proposition 3.4

Lemma D.1. Assume all moments of $h$ are finite: $\forall n \geq 0, m_{n}=\int t^{n} h(t) \mathrm{d} t<\infty$. Then the spectral density $f^{N}$ of the noisy Hawkes process $N$ has a Taylor expansion around 0 given by:

$$
\begin{equation*}
\forall t \in \mathbb{R}: \quad f^{N}(t)=\frac{\mu}{(1-\alpha)^{3}}+\frac{\mu}{(1-\alpha)^{3}} \sum_{q \geq 1}\left(\frac{\alpha}{1-\alpha} \sum_{n \geq 1} b_{n} t^{2 n}\right)^{q}+\lambda_{0} \tag{24}
\end{equation*}
$$

with

$$
\begin{equation*}
b_{n}=\frac{(-1)^{n}(2 \pi)^{2 n} a_{n}}{(2 n)!}, \quad \text { and } \quad a_{n}=2 m_{2 n}-\frac{\alpha}{1-\alpha} \sum_{k=1}^{2 n-1}\binom{2 n}{k}(-1)^{k} m_{k} m_{2 n-k} \tag{25}
\end{equation*}
$$

Proof. Introduce the Taylor expansion of the Fourier transform of $h$ :

$$
\forall t \in \mathbb{R}: \quad \tilde{h}(t)=\sum_{n \geq 0}(\mathrm{i} \tau)^{n} \frac{m_{n}}{n!},
$$

where $\tau=-2 \pi t$. Then, given that $m_{0}=1$,

$$
\begin{aligned}
|1-\alpha \tilde{h}(t)|^{2} & =\left(1-\alpha \sum_{n \geq 0}(\mathrm{i} \tau)^{n} \frac{m_{n}}{n!}\right)\left(1-\alpha \sum_{n \geq 0}(-\mathrm{i} \tau)^{n} \frac{m_{n}}{n!}\right) \\
& =1-2 \alpha \sum_{n \geq 0}(-1)^{n} \tau^{2 n} \frac{m_{2 n}}{(2 n)!}+\alpha^{2} \sum_{n \geq 0} \sum_{k=0}^{n}(-1)^{k}(\mathrm{i} \tau)^{n} \frac{m_{n-k} m_{k}}{(n-k)!k!} \\
& =1-\alpha \sum_{n \geq 0} 2 m_{2 n} \frac{(-1)^{n} \tau^{2 n}}{(2 n)!}+\alpha^{2} \sum_{n \geq 0} \sum_{k=0}^{2 n}(-1)^{k} m_{k} m_{2 n-k}\binom{2 n}{k} \frac{(-1)^{n} \tau^{2 n}}{(2 n)!} \\
& =(1-\alpha)^{2}\left(1-\frac{\alpha}{1-\alpha} \sum_{n \geq 1} a_{n} \frac{(-1)^{n} \tau^{2 n}}{(2 n)!}\right) .
\end{aligned}
$$

Inverting this expression and taking the Taylor expansion of $x \mapsto(1-x)^{-1}$ around 0 yields the desired result.

Remark D.1. For $n=1,2, a_{n}$ is given by

$$
\left\{\begin{array}{l}
a_{1}=2 m_{2}+\frac{\alpha}{1-\alpha} 2 m_{1}^{2} \\
a_{2}=2 m_{4}+\frac{\alpha}{1-\alpha}\left(8 m_{1} m_{3}-6 m_{2}^{2}\right),
\end{array}\right.
$$

so that the Taylor expansion of $f^{N}$ up to order 5 is:

$$
f^{N}(t)=a+c_{1} t^{2}+c_{2} t^{4}+o\left(t^{5}\right)
$$

with

$$
\begin{aligned}
a & =\frac{\mu}{(1-\alpha)^{3}}+\lambda_{0} \\
c_{1} & =4 \frac{\mu \alpha \pi^{2}}{(1-\alpha)^{4}}\left[-m_{2}-\frac{\alpha}{1-\alpha} m_{1}^{2}\right] \\
c_{2} & =16 \frac{\mu \alpha \pi^{4}}{(1-\alpha)^{4}}\left[\frac{m_{4}}{12}+\frac{\alpha}{1-\alpha}\left(\frac{m_{1} m_{3}}{3}+\frac{3 m_{2}^{2}}{4}\right)+\left(\frac{\alpha}{1-\alpha}\right)^{2} 2 m_{2} m_{1}^{2}+\left(\frac{\alpha}{1-\alpha}\right)^{3} m_{1}^{4}\right] .
\end{aligned}
$$

## Proof of Proposition 3.4

Let ( $\mu, \alpha, \phi, \lambda_{0}$ ) and ( $\mu^{\prime}, \alpha^{\prime}, \phi^{\prime}, \lambda_{0}^{\prime}$ ) be two admissible 4-tuples for the uniform noisy Hawkes model $\mathcal{R}$, and assume that, for all $\omega \in \mathbb{R}$,

$$
f_{\left(\mu, \alpha, \phi, \lambda_{0}\right)}^{N}(\omega)=f_{\left(\mu^{\prime}, \alpha^{\prime}, \phi^{\prime}, \lambda_{0}^{\prime}\right)}^{N}(\omega) .
$$

First, noting that $\lim _{\omega \rightarrow \infty} f_{\left(\mu, \alpha, \phi, \lambda_{0}\right)}^{N}(\omega)=\lambda_{0}+\mu /(1-\alpha)$, we get

$$
\begin{equation*}
\lambda_{0}+\frac{\mu}{1-\alpha}=\lambda_{0}^{\prime}+\frac{\mu^{\prime}}{1-\alpha^{\prime}} . \tag{26}
\end{equation*}
$$

Then, since $f_{\left(\mu, \alpha, \phi, \lambda_{0}\right)}^{N}(0)=\lambda_{0}+\mu /(1-\alpha)^{3}$ and using Equation (26), we get:

$$
\begin{equation*}
\frac{\mu \alpha(2-\alpha)}{(1-\alpha)^{3}}=\frac{\mu^{\prime} \alpha^{\prime}\left(2-\alpha^{\prime}\right)}{\left(1-\alpha^{\prime}\right)^{3}} \tag{27}
\end{equation*}
$$

Now, since the Taylor expansions, given by Equation (24), of $f_{\left(\mu, \alpha, \phi, \lambda_{0}\right)}^{N}$ and $f_{\left(\mu^{\prime}, \alpha^{\prime}, \phi^{\prime}, \lambda_{0}^{\prime}\right)}^{N}$ around 0 coincide, their respective Taylor coefficients $\left(c_{1}, c_{2}, \ldots\right)$ and $\left(c_{1}^{\prime}, c_{2}^{\prime}, \ldots\right)$ are equal. Plugging in the moments of the uniform distribution on $[0, \phi]$,

$$
m_{n}=\frac{\phi^{n}}{n+1}, \quad \text { for all } n \geq 0
$$

the first order coefficient $c_{1}$ can be written

$$
c_{1}=-\frac{\pi}{3} \frac{\mu \alpha(2-\alpha)}{(1-\alpha)^{3}} \phi^{2} \frac{4-\alpha}{(1-\alpha)^{2}(2-\alpha)},
$$

so that, with the use of Equation (27), we get

$$
\begin{equation*}
\phi^{2} \frac{4-\alpha}{(1-\alpha)^{2}(2-\alpha)}=\phi^{\prime 2} \frac{4-\alpha^{\prime}}{\left(1-\alpha^{\prime}\right)^{2}\left(2-\alpha^{\prime}\right)} . \tag{28}
\end{equation*}
$$

Similarly, by plugging the moments in the second order coefficient $c_{2}$, we get

$$
c_{2}=\frac{\pi^{4}}{15} \frac{\mu \alpha(2-\alpha)}{(1-\alpha)^{3}}\left(\phi^{2} \frac{4-\alpha}{(1-\alpha)^{2}(2-\alpha)}\right)^{2} \frac{(2-\alpha)\left(\alpha^{3}-8 \alpha^{2}+18 \alpha+4\right)}{(4-\alpha)^{2}}
$$

so that, by Equations (27) and (28),

$$
\begin{equation*}
g(\alpha)=\frac{(2-\alpha)\left(\alpha^{3}-8 \alpha^{2}+18 \alpha+4\right)}{(4-\alpha)^{2}}=\frac{\left(2-\alpha^{\prime}\right)\left(\alpha^{\prime 3}-8 \alpha^{\prime 2}+18 \alpha^{\prime}+4\right)}{\left(4-\alpha^{\prime}\right)^{2}}=g\left(\alpha^{\prime}\right) . \tag{29}
\end{equation*}
$$

But $\alpha \mapsto g(\alpha)$ can be shown to be strictly increasing for $\alpha \in(0,1)$, so that Equation (29) yields that $\alpha=\alpha^{\prime}$. Finally, it is easily proven from the system composed by Equations (26)-(29) that the tuples $\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and ( $\left.\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$ are equal.

## E Proof of Proposition 4.2

Let $N$ be a bivariate noisy Hawkes process parametrised by the exponential model $\mathcal{Q}_{\Lambda}$. We will prove that if either of the conditions in Proposition 4.2 is fulfilled then $\mathcal{Q}_{\Lambda}$ is not identifiable.

- Condition 1: Let

$$
\Lambda=\left\{\left(\begin{array}{cc}
\alpha_{11} & 0 \\
0 & \alpha_{22}
\end{array}\right), 0 \leq \alpha_{11}, \alpha_{22}<1\right\}
$$

For any admissible $\theta=\left(\mu, \alpha, \beta, \lambda_{0}\right)$, the spectral matrix $\mathbf{f}_{\theta}^{N}$ is diagonal such that, for any integer $i \in\{1,2\}$ :

$$
f_{\theta}^{N i}(\omega)=\frac{\mu_{i}}{1-\alpha_{i i}}\left(\frac{\beta_{i}^{2} \alpha_{i i}\left(2-\alpha_{i i}\right)}{\beta_{i}^{2}\left(1-\alpha_{i i}\right)^{2}+4 \pi^{2} \omega^{2}}\right)+\left(\frac{\mu_{i}}{1-\alpha_{i i}}+\lambda_{0}\right)
$$

We will show that there exists an admissible $\theta^{\prime}=\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$ such that $\theta^{\prime} \neq \theta$ and $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{N}$. Let $\tau>-\lambda_{0}$ and $\lambda_{0}^{\prime}=\lambda_{0}+\tau$.
For every $i \in\{1,2\}$, on the one hand, if $\alpha_{i i} \neq 0$ then, as shown in the univariate case (Appendix B), letting $\kappa_{i}=\frac{\mu_{i}}{1-\alpha_{i i}} \beta_{i}^{2} \alpha_{i i}\left(2-\alpha_{i i}\right)$ and defining the parameters:

$$
\left\{\begin{array}{l}
\mu_{i}^{\prime}=\frac{\beta_{i}\left(1-\alpha_{i i}\right)\left(\frac{\mu_{i}}{1-\alpha_{i i}}-\tau\right)}{\sqrt{\beta_{i}^{2}\left(1-\alpha_{i i}\right)^{2}+\frac{\mu_{i}}{1+k_{i}}}}  \tag{30}\\
\alpha_{i i}^{\prime}=1-\frac{\beta_{i}\left(1-\alpha_{i i}\right)}{\sqrt{\beta_{i}^{2}\left(1-\alpha_{i i}\right)^{2}+\frac{\kappa_{i}}{1-\alpha_{i i}}-\tau}} \\
\beta_{i}^{\prime}=\sqrt{\beta_{i}^{2}\left(1-\alpha_{i i}\right)^{2}+\frac{\mu_{i}}{1-\kappa_{i}}-\tau},
\end{array}\right.
$$

leads to $f_{\theta}^{N}{ }_{i i}=f_{\theta^{\prime}}^{N}{ }_{i i}$.
On the other hand, if $\alpha_{i i}=0$ then, $f_{\theta}^{N}{ }_{i i}=\mu_{i}+\lambda_{0}$ and it is enough to consider:

$$
\left\{\begin{array}{l}
\mu_{i}^{\prime}=\mu_{i}-\tau \\
\alpha_{i i}^{\prime}=0 \\
\beta_{i}^{\prime}=\beta_{i},
\end{array}\right.
$$

to get $f_{\theta}^{N}{ }_{i i}=f_{\theta^{\prime}{ }_{i i}}^{N}$.
In both cases, for $\tau \in\left(-\lambda_{0}, \min _{1 \leq i \leq 2}\left\{\frac{\mu_{i}}{1-\alpha_{i i}}\right\}\right) \backslash\{0\}$, we obtain an admissible parameter $\theta^{\prime} \neq \theta$ and $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{N}$. Thus, the model is not identifiable.

- Condition 2 and 3: Without loss of generality, let

$$
\Lambda=\left\{\left(\begin{array}{cc}
\alpha_{11} & \alpha_{12} \\
0 & 0
\end{array}\right), 0<\alpha_{11}<1, \alpha_{12}>0\right\}
$$

For any admissible parameter $\theta=\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and for any $\omega \in \mathbb{R}$, the spectral matrix reads:

$$
\mathbf{f}_{\theta}^{N}(\omega)=\left[\begin{array}{cc}
f_{\theta}^{N}(\omega) & f_{\theta}^{N}(\omega)(\omega) \\
f_{\theta}^{N}{ }_{21}(\omega) & f_{\theta}^{N}{ }_{22}^{N}(\omega)
\end{array}\right]=\left[\begin{array}{cc}
f_{\theta}^{N}(\omega) & \frac{\mu_{2} \beta_{1} \alpha_{12}}{\beta_{1}\left(1-\alpha_{11}\right)-2 \pi \mathrm{i} \omega} \\
\frac{\mu_{2} \beta_{1} \alpha_{12}}{\beta_{1}\left(1-\alpha_{11}\right)+2 \pi \mathrm{i} \omega} & \mu_{2}+\lambda_{0}
\end{array}\right]
$$

with

$$
\begin{aligned}
f_{\theta}^{N}{ }_{11}(\omega)= & \left(\frac{\mu_{1}}{1-\alpha_{11}}+\frac{\mu_{2} \alpha_{12}}{1-\alpha_{11}}\right) \frac{\beta_{1}^{2} \alpha_{11}\left(2-\alpha_{11}\right)}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}}+\frac{\mu_{2} \beta_{1}^{2} \alpha_{12}^{2}}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}} \\
& +\frac{\mu_{1}}{1-\alpha_{11}}+\frac{\mu_{2} \alpha_{12}}{1-\alpha_{11}}+\lambda_{0}
\end{aligned}
$$

Let us introduce the following constants:

$$
\left\{\begin{array}{l}
A=\mu_{2}+\lambda_{0} \\
B=\mu_{2} \beta_{1} \alpha_{12} \\
C=\beta_{1}\left(1-\alpha_{11}\right) \\
D=\frac{\mu_{1}+\mu_{2} \alpha_{12}}{1-\alpha_{11}}+\lambda_{0} \\
E=\left(\frac{\mu_{1}+\mu_{2} \alpha_{12}}{1-\alpha_{11}}\right) \beta_{1}^{2} \alpha_{11}\left(2-\alpha_{11}\right)+\mu_{2} \beta_{1}^{2} \alpha_{12}^{2}
\end{array}\right.
$$

which allow us to rewrite the spectral matrix as:

$$
\mathbf{f}_{\theta}^{N}(\omega)=\left[\begin{array}{cc}
\frac{E}{C^{2}+4 \pi^{2} \omega^{2}}+D & \frac{B}{C-2 \pi \mathrm{i} \omega}  \tag{31}\\
\frac{B}{C+2 \pi \mathrm{i} \omega} & A
\end{array}\right]
$$

Let $\tau \in \mathbb{R} \backslash\left\{\mu_{2},\left(\mu_{1}+\mu_{2} \alpha_{12}\right) /\left(1-\alpha_{11}\right)\right\}$ and:

$$
\kappa_{\tau}=\frac{\left(\mu_{1}+\mu_{2} \alpha_{12}\right) \alpha_{11}\left(2-\alpha_{11}\right)\left(\mu_{2}-\tau\right)-\tau \mu_{2}^{2} \alpha_{12}^{2}\left(1-\alpha_{11}\right)}{\left(\mu_{2}-\tau\right)\left(\mu_{1}+\mu_{2} \alpha_{12}-\tau\left(1-\alpha_{11}\right)\right)} .
$$

Now, consider the parameter $\theta^{\prime}=\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$, defined as follows:

$$
\left\{\begin{array}{l}
\mu_{1}^{\prime}=\frac{\mu_{1}-\tau\left(1-\alpha_{11}\right)}{\sqrt{\left(1-\alpha_{11}\right)^{2}+\kappa_{\tau}}}  \tag{32}\\
\mu_{2}^{\prime}=\mu_{2}-\tau \\
\alpha_{11}^{\prime}=1-\frac{1-\alpha_{11}}{\sqrt{\left(1-\alpha_{11}\right)^{2}+\kappa_{\tau}}} \\
\alpha_{12}^{\prime}=\frac{\mu_{2} \alpha_{12}}{\left(\mu_{2}-\tau\right) \sqrt{\left(1-\alpha_{11}\right)^{2}+\kappa_{\tau}}} \\
\beta_{1}^{\prime}=\beta_{1} \sqrt{\left(1-\alpha_{11}\right)^{2}+\kappa_{\tau}} \\
\lambda_{0}^{\prime}=\lambda_{0}+\tau
\end{array}\right.
$$

The goal will be to show that there exists $\tau$ such that $\theta^{\prime}$ is well defined, admissible for $\mathcal{Q}_{\Lambda}$, such that $\theta \neq \theta^{\prime}$ and $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{N}$.
First, in order for $\theta^{\prime}$ to be an admissible parameter, let us remark that $\rho(S)=\alpha_{11}$ and so we obtain the following constrains:

$$
\left\{\begin{array} { l } 
{ \mu _ { 1 } ^ { \prime } > 0 }  \tag{33}\\
{ \mu _ { 2 } ^ { \prime } > 0 } \\
{ 0 < \alpha _ { 1 1 } ^ { \prime } < 1 } \\
{ \alpha _ { 1 2 } ^ { \prime } > 0 } \\
{ \beta _ { 1 } ^ { \prime } > 0 } \\
{ \lambda _ { 0 } ^ { \prime } > 0 }
\end{array} \Longleftrightarrow \left\{\begin{array} { l } 
{ \mu _ { 1 } - \tau ( 1 - \alpha _ { 1 1 } ) > 0 } \\
{ \mu _ { 2 } - \tau > 0 } \\
{ \frac { 1 - \alpha _ { 1 1 } } { \sqrt { ( 1 - \alpha _ { 1 1 } ) ^ { 2 } + \kappa _ { \tau } } } < 1 } \\
{ ( 1 - \alpha _ { 1 1 } ) ^ { 2 } + \kappa _ { \tau } > 0 } \\
{ \lambda _ { 0 } + \tau > 0 }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\tau<\frac{\mu_{1}}{1-\alpha_{11}} \\
\tau<\mu_{2} \\
\kappa_{\tau}>0 \\
\tau>-\lambda_{0}
\end{array}\right.\right.\right.
$$

Since $\tau<\mu_{1} /\left(1-\alpha_{11}\right) \Longrightarrow \mu_{1}+\mu_{2} \alpha_{12}-\tau\left(1-\alpha_{11}\right)>0$, the third inequality becomes

$$
\tau<\frac{\left(\mu_{1}+\mu_{2} \alpha_{12}\right) \alpha_{11}\left(2-\alpha_{11}\right) \mu_{2}}{\left(\mu_{1}+\mu_{2} \alpha_{12}\right) \alpha_{11}\left(2-\alpha_{11}\right)+\mu_{2}^{2}\left(1-\alpha_{11}\right) \alpha_{12}^{2}}
$$

Then for

$$
\tau \in\left(-\lambda_{0}, \min \left\{\frac{\mu_{1}}{1-\alpha_{11}}, \mu_{2}, \frac{\left(\mu_{1}+\mu_{2} \alpha_{12}\right) \alpha_{11}\left(2-\alpha_{11}\right) \mu_{2}}{\left(\mu_{1}+\mu_{2} \alpha_{12}\right) \alpha_{11}\left(2-\alpha_{11}\right)+\mu_{2}^{2}\left(1-\alpha_{11}\right) \alpha_{12}^{2}}\right\}\right) \backslash\{0\}
$$

the right-hand side of Equations (33) is verified and so $\theta^{\prime}$ defined by Equations (32) is well defined, admissible for $\mathcal{Q}_{\Lambda}$ and $\theta^{\prime} \neq \theta$.
Then, we can show that:

$$
\left\{\begin{array}{l}
\mu_{2}^{\prime}+\lambda_{0}^{\prime}=\mu_{2}+\lambda_{0}=A \\
\mu_{2}^{\prime} \beta_{1}^{\prime} \alpha_{12}^{\prime}=\mu_{2} \beta_{1} \alpha_{12}=B \\
\beta_{1}^{\prime}\left(1-\alpha_{11}^{\prime}\right)=\beta_{1}\left(1-\alpha_{11}\right)=C \\
\frac{\mu_{1}^{\prime}+\mu_{2}^{\prime} \alpha_{12}^{\prime}}{1-\alpha_{11}^{\prime}}+\lambda_{0}^{\prime}=\frac{\mu_{1}+\mu_{2} \alpha_{12}}{1-\alpha_{11}}+\lambda_{0}=D \\
\left(\frac{\mu_{1}^{\prime}+\mu_{2}^{\prime} \alpha_{12}^{\prime}}{1-\alpha_{11}}\right){\beta_{1}^{\prime}}^{2} \alpha_{11}^{\prime}\left(2-\alpha_{11}^{\prime}\right)+\mu_{2}^{\prime}{\beta_{1}^{\prime}}^{2} \alpha_{12}^{\prime}{ }^{2}=\left(\frac{\mu_{1}+\mu_{2} \alpha_{12}}{1-\alpha_{11}}\right) \beta_{1}^{2} \alpha_{11}\left(2-\alpha_{11}\right)+\mu_{2} \beta_{1}^{2} \alpha_{12}^{2}=E
\end{array}\right.
$$

This assures that, for all $\omega \in \mathbb{R}$ :

$$
\mathbf{f}_{\theta^{\prime}}^{N}(\omega)=\left[\begin{array}{cc}
\frac{E}{C^{2}+4 \pi^{2} \omega^{2}}+D & \frac{B}{C-2 \pi \mathrm{i} \omega} \\
\frac{B}{C+2 \pi \mathrm{i} \omega} & A
\end{array}\right]=\mathbf{f}_{\theta}^{N}(\omega)
$$

Thus, the model is not identifiable.

## F Proof of Proposition 4.3, Situations 1 and 2

Without loss of generality, let

$$
\Lambda=\left\{\left(\begin{array}{cc}
\alpha_{11} & 0 \\
\alpha_{21} & 0
\end{array}\right), 0 \leq \alpha_{11}<1, \alpha_{21}>0\right\}
$$

Then, for any admissible parameter $\theta=\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and all $\omega \in \mathbb{R}$ :

$$
\left\{\begin{array}{l}
f_{\theta{ }_{11}}^{N}(\omega)=\frac{\mu_{1}}{1-\alpha_{11}} \frac{\beta_{1}^{2}+4 \pi^{2} \omega^{2}}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}}+\lambda_{0} \\
f_{\theta{ }_{12}}^{N}(\omega)=\frac{\mu_{1}}{1-\alpha_{11}} \frac{\beta_{1}^{2}+4 \pi^{2} \omega^{2}}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}} \frac{\alpha_{21} \beta_{2}}{\beta_{2}+2 \pi \mathrm{i} \omega} \\
f_{\theta{ }_{22}}^{N}(\omega)=\frac{\mu_{1}}{1-\alpha_{11}} \frac{\beta_{1}^{2}+4 \pi^{2} \omega^{2}}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}} \frac{\alpha_{21}^{2} \beta_{2}^{2}}{\beta_{2}^{2}+4 \pi^{2} \omega^{2}}+\mu_{2}+\frac{\mu_{1} \alpha_{21}}{1-\alpha_{11}}+\lambda_{0}
\end{array}\right.
$$

and $f_{\theta}^{N}{ }_{21}(\omega)=\overline{f_{\theta}^{N}(\omega)}$.
These expressions can be reformulated as follows:

$$
\left\{\begin{array}{l}
f_{\theta{ }_{11}(\omega)}^{N}=m_{1}^{H} \frac{1}{\left|1-\tilde{h}_{\theta 11}(\omega)\right|^{2}}+\lambda_{0} \\
f_{\theta 12}^{N}(\omega)=\left(f_{\theta \quad 11}^{N}(\omega)-\lambda_{0}\right) \tilde{h}_{\theta 21}(\omega) \\
f_{\theta 22}^{N}(\omega)=\frac{\left|f_{\theta 12}^{N}(\omega)\right|^{2}}{f_{\theta}^{N}{ }_{11}(\omega)-\lambda_{0}}+\lim _{\omega^{\prime} \rightarrow+\infty} f_{\theta 22}^{N}\left(\omega^{\prime}\right)
\end{array}\right.
$$

where $m_{1}^{H}=\mu_{1} /\left(1-\alpha_{11}\right), m_{2}^{H}=\mu_{2}+\mu_{1} \alpha_{21} /\left(1-\alpha_{11}\right)$ and $\lim _{\omega^{\prime} \rightarrow+\infty} f_{\theta}^{N}\left(\omega^{\prime}\right)=m_{2}^{H}+\lambda_{0}$.
Let $\theta^{\prime}=\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$ be an admissible parameter such that $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{\prime}$. For $\omega=0$, it comes $f_{\theta}^{N}{ }_{22}(0)=f_{\theta^{\prime} 22}^{N}(0)$, which implies that

$$
\frac{\left|f_{\theta 12}^{N}(0)\right|^{2}}{f_{\theta 11}^{N}(0)-\lambda_{0}}=\frac{\left|f_{\theta^{\prime} 12}^{N}(0)\right|^{2}}{f_{\theta^{\prime} 11}^{N}(0)-\lambda_{0}^{\prime}}
$$

Since $\left|f_{\theta}^{N}{ }_{12}(0)\right|^{2}=\mu_{1} \alpha_{21}\left(1-\alpha_{11}\right)^{-3} \neq 0\left(\right.$ as $\alpha_{11}<1$ and $\left.\alpha_{21}>0\right), f_{\theta}^{N}{ }_{12}(0)=f_{\theta^{\prime} 12}^{N}(0)$ and $f_{\theta}^{N}{ }_{11}(0)=f_{\theta^{\prime} 11}^{N}(0)$, it results that:

$$
\lambda_{0}=\lambda_{0}^{\prime}
$$

Now, for all $\omega \in \mathbb{R}$, since $f_{\tilde{\theta}}^{N}{ }^{N}(\omega)=f_{\theta^{\prime} 12}^{N}(\omega)$, it comes $\left(f_{\theta}^{N}{ }_{11}(\omega)-\lambda_{0}\right) \tilde{h}_{\theta 21}(\omega)=\left(f_{\theta^{\prime} 11}^{N}(\omega)-\right.$ $\left.\lambda_{0}^{\prime}\right) \tilde{h}_{\theta^{\prime}, 21}(\omega)$, then $\tilde{h}_{\theta 21}(\omega)=\tilde{h}_{\theta^{\prime}, 21}(\omega)$. By Equation (13), it results that:

$$
\frac{\alpha_{21} \beta_{2}}{\beta_{2}+2 \pi \mathrm{i} \omega}=\frac{\alpha_{21}^{\prime} \beta_{2}^{\prime}}{\beta_{2}^{\prime}+2 \pi \mathrm{i} \omega}
$$

For $\omega=0$, this simplifies to

$$
\alpha_{21}=\alpha_{21}^{\prime}
$$

For $\omega=1$, as $\alpha_{21} \neq 0$ it comes $\beta_{2} /\left(\beta_{2}+2 \pi \mathrm{i}\right)=\beta_{2}^{\prime} /\left(\beta_{2}^{\prime}+2 \pi \mathrm{i}\right)$, then

$$
\beta_{2}=\beta_{2}^{\prime}
$$

Now, by considering the limits as $\omega \rightarrow \infty$, we obtain the two following equations:

$$
\left\{\begin{array}{l}
\frac{\mu_{1}}{1-\alpha_{11}}+\lambda_{0}=\frac{\mu_{1}^{\prime}}{1-\alpha_{11}^{\prime}}+\lambda_{0} \\
\mu_{2}+\frac{\mu_{1} \alpha_{21}}{1-\alpha_{11}}+\lambda_{0}=\mu_{2}^{\prime}+\frac{\mu_{1}^{\prime} \alpha_{21}}{1-\alpha_{11}^{\prime}}+\lambda_{0}
\end{array}\right.
$$

which, using that $\mu_{1}>0$, can be simplified to:

$$
\left\{\begin{array}{l}
\frac{\mu_{1}}{1-\alpha_{11}}=\frac{\mu_{1}^{\prime}}{1-\alpha_{11}^{\prime}} \\
\mu_{2}=\mu_{2}^{\prime}
\end{array}\right.
$$

Now, as $f_{\theta}^{N}{ }_{11}(0)=\mu_{1} /\left(1-\alpha_{11}\right)^{3}$, we have the two following equations:

$$
\left\{\begin{array}{l}
\frac{\mu_{1}}{1-\alpha_{11}}=\frac{\mu_{1}^{\prime}}{1-\alpha_{11}^{\prime}} \\
\frac{\mu_{1}}{\left(1-\alpha_{11}\right)^{3}}=\frac{\mu_{1}^{\prime}}{\left(1-\alpha_{11}^{\prime}\right)^{3}}
\end{array}\right.
$$

which imply

$$
\left\{\begin{array}{l}
\mu_{1}=\mu_{1}^{\prime} \\
\alpha_{11}=\alpha_{11}^{\prime}
\end{array}\right.
$$

At last, since $f_{\theta}^{N}{ }_{11}(1)=f_{\theta^{\prime} 11}^{N}(1)$ and $\mu_{1}>0$,
which implies

$$
\alpha_{11}\left(2-\alpha_{11}\right) \beta_{1}^{2}=\alpha_{11}\left(2-\alpha_{11}\right){\beta_{1}^{\prime}}^{2}
$$

Either $\alpha_{11}>0$, so the previous equation leads to

$$
\beta_{1}=\beta_{1}^{\prime},
$$

or $\alpha_{11}=0$, so $\alpha_{11}^{\prime}=\alpha_{11}=0$ and $\beta_{1}=\beta_{1}^{\prime}=1$ (since $\theta$ and $\theta^{\prime}$ are admissible for the model) .
This proves that $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{N} \Longrightarrow \theta=\theta^{\prime}$, which achieves the proof.

## G Proof of Proposition 4.3, Situations 3 and 4

Without loss of generality, let

$$
\Lambda=\left\{\left(\begin{array}{cc}
\alpha_{11} & 0 \\
\alpha_{21} & \alpha_{22}
\end{array}\right), 0<\alpha_{11}<1, \alpha_{21}>0,0 \leq \alpha_{22}<1\right\}
$$

Then, for any admissible parameter $\theta=\left(\mu, \alpha, \beta, \lambda_{0}\right)$ and all $\omega \in \mathbb{R}$ :

$$
\left\{\begin{aligned}
f_{\theta}^{N}{ }_{11}(\omega)= & \frac{\mu_{1}}{1-\alpha_{11}} \frac{\beta_{1}^{2} \alpha_{11}\left(2-\alpha_{11}\right)}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}}+\frac{\mu_{1}}{1-\alpha_{11}}+\lambda_{0} \\
f_{\theta{ }_{12}}^{N}(\omega)= & \left(f_{\theta{ }_{11}}^{N}(\omega)-\lambda_{0}\right) \frac{\alpha_{21} \beta_{2}}{\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2} \omega^{2}}\left(\beta_{2}\left(1-\alpha_{22}\right)-2 \pi \mathrm{i} \omega\right) \\
f_{\theta{ }_{22}}^{N}(\omega)= & \left(\frac{\mu_{1} \alpha_{21}}{\left(1-\alpha_{22}\right)\left(1-\alpha_{11}\right)}+\frac{\mu_{2}}{1-\alpha_{22}}\right) \frac{\beta_{2}^{2}+4 \pi^{2} \omega^{2}}{\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2} \omega^{2}}+ \\
& \frac{\mu_{1} \alpha_{21}^{2} \beta_{2}^{2}}{1-\alpha_{11}} \frac{\beta_{1}^{2}+4 \pi^{2} \omega^{2}}{\left(\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2} \omega^{2}\right)\left(\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2} \omega^{2}\right)}+\lambda_{0}
\end{aligned}\right.
$$

and $f_{\theta \quad 21}^{N}(\omega)=\overline{f_{\theta}^{N}(\omega)}$.

Let $\theta^{\prime}=\left(\mu^{\prime}, \alpha^{\prime}, \beta^{\prime}, \lambda_{0}^{\prime}\right)$ be an admissible parameter such that $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{N}$. We start by showing that $\lambda_{0}=\lambda_{0}^{\prime}$. From $\mathfrak{R e}\left(f_{\theta 12}^{N}(1)\right)=\mathfrak{R e}\left(f_{\theta^{\prime} 12}^{N}(1)\right)$ and $\mathfrak{I m}\left(f_{\theta}^{N}{ }_{12}(1)\right)=\mathfrak{I m}\left(f_{\theta^{\prime} 12}^{N}(1)\right)$, the following system of equations is established:

$$
\left\{\begin{array}{l}
\frac{\left(f_{\theta}^{N}(11)-\lambda_{0}\right) \alpha_{21} \beta_{2}}{\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2}} \beta_{2}\left(1-\alpha_{22}\right)=\frac{\left(f_{\theta^{\prime} 11}^{N}(1)-\lambda_{0}^{\prime}\right) \alpha_{21}^{\prime} \beta_{2}^{\prime}}{\beta_{2}^{\prime 2}\left(1-\alpha_{22}^{\prime}\right)^{2}+4 \pi^{2}} \beta_{2}^{\prime}\left(1-\alpha_{22}^{\prime}\right)  \tag{34}\\
\frac{\left(f_{\theta}^{N}(11)-\lambda_{0}\right) \alpha_{21} \beta_{2}}{\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2}}=\frac{\left(f_{\theta^{\prime} 11}^{N}(1)-\lambda_{0}^{\prime}\right) \alpha_{21}^{\prime} \beta_{2}^{\prime}}{\beta_{2}^{\prime 2}\left(1-\alpha_{22}^{\prime}\right)^{2}+4 \pi^{2}}
\end{array}\right.
$$

Since

$$
f_{\theta \quad 11}^{N}(1)-\lambda_{0}=\frac{\mu_{1}}{1-\alpha_{11}} \frac{\beta_{1}^{2}+4 \pi^{2}}{\beta_{1}^{2}\left(1-\alpha_{11}\right)^{2}+4 \pi^{2}} \neq 0
$$

and $\alpha_{21} \beta_{2}>0$, Equations (34) imply that

$$
\begin{equation*}
\beta_{2}\left(1-\alpha_{22}\right)=\beta_{2}^{\prime}\left(1-\alpha_{22}^{\prime}\right) . \tag{35}
\end{equation*}
$$

Now, from $f_{\theta}^{N}{ }_{12}(0)=\left(f_{\theta}^{N}{ }_{11}(0)-\lambda_{0}\right) \alpha_{21} /\left(1-\alpha_{22}\right)$ and $f_{\theta}^{N}{ }_{11}(0)-\lambda_{0}=\mu_{1} /\left(1-\alpha_{11}\right)^{3} \neq 0$, it comes $\alpha_{21}=f_{\theta}^{N}{ }_{12}(0)\left(1-\alpha_{22}\right) /\left(f_{\theta}^{N}{ }_{11}(0)-\lambda_{0}\right)$ and the second equality of Equations (34) implies that

$$
\begin{equation*}
\frac{f_{\theta 11}^{N}(1)-\lambda_{0}}{f_{\theta}^{N}(0)-\lambda_{0}} \frac{f_{\theta}^{N}{ }_{\theta 12}(0) \beta_{2}\left(1-\alpha_{22}\right)}{\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2}}=\frac{f_{\theta^{\prime} 11}^{N}(1)-\lambda_{0}^{\prime}}{f_{\theta^{\prime} 11}^{N}(0)-\lambda_{0}^{\prime}} \frac{f_{\theta^{\prime} 12}^{N}(0) \beta_{2}^{\prime}\left(1-\alpha_{22}^{\prime}\right)}{\beta_{2}^{\prime 2}\left(1-\alpha_{22}^{\prime}\right)^{2}+4 \pi^{2}} \tag{36}
\end{equation*}
$$

By Equation (35)

$$
\frac{f_{\theta 12}^{N}(0) \beta_{2}\left(1-\alpha_{22}\right)}{\beta_{2}^{2}\left(1-\alpha_{22}\right)^{2}+4 \pi^{2}}=\frac{f_{\theta^{\prime} 12}^{N}(0) \beta_{2}^{\prime}\left(1-\alpha_{22}^{\prime}\right)}{{\beta_{2}^{\prime}}^{2}\left(1-\alpha_{22}^{\prime}\right)^{2}+4 \pi^{2}}
$$

and since $\alpha_{21}>0, f_{\theta}^{N}{ }_{12}(0) \neq 0$ and Equation (36) leads to

$$
\frac{f_{\theta 11}^{N}(1)-\lambda_{0}}{f_{\theta 11}^{N}(0)-\lambda_{0}}=\frac{f_{\theta^{\prime} 11}^{N}(1)-\lambda_{0}^{\prime}}{f_{\theta^{\prime} 11}^{N}(0)-\lambda_{0}^{\prime}}
$$

Since $f_{\theta}^{N}{ }_{11}$ is strictly decreasing, $f_{\theta}^{N}{ }_{11}(1)-f_{\theta}^{N}{ }_{11}(0)=f_{\theta^{\prime} 11}^{N}(1)-f_{\theta^{\prime} 11}^{N}(0) \neq 0$, and it comes $\lambda_{0}=\lambda_{0}^{\prime}$.

Now, the expression of $f_{\theta}^{N}{ }_{11}$ is similar to that of the univariate spectral density $f_{\theta}^{N}$ in Proposition 3.2. Thus, following the proof in Appendix B, from $f_{\theta}^{N}{ }_{11}=f_{\theta^{\prime}{ }_{11}}^{N}$ and $\lambda_{0}=\lambda_{0}^{\prime}$ (since $\alpha_{11}>0$ and $\alpha_{11}^{\prime}>0$ ) it comes:

$$
\left\{\begin{array}{l}
\mu_{1}=\mu_{1}^{\prime} \\
\alpha_{11}=\alpha_{11}^{\prime} \\
\beta_{1}=\beta_{1}^{\prime}
\end{array}\right.
$$

Next, from $f_{\theta}^{N}{ }_{12}(0)=f_{\theta^{\prime} 12}^{N}(0)$, it comes:

$$
\left(f_{\theta}^{N}{ }_{11}(0)-\lambda_{0}\right) \frac{\alpha_{21}}{1-\alpha_{22}}=\left(f_{\theta^{\prime} 11}^{N}(0)-\lambda_{0}^{\prime}\right) \frac{\alpha_{21}^{\prime}}{1-\alpha_{22}^{\prime}}
$$

which implies, with $f_{\theta}^{N}{ }_{11}(0)-\lambda_{0}=f_{\theta^{\prime} 11}^{N}(0)-\lambda_{0}^{\prime} \neq 0$ :

$$
\begin{equation*}
\frac{\alpha_{21}}{1-\alpha_{22}}=\frac{\alpha_{21}^{\prime}}{1-\alpha_{22}^{\prime}} . \tag{37}
\end{equation*}
$$

Now, from $\lim _{\omega^{\prime} \rightarrow \infty} f_{\theta}^{N}{ }_{22}\left(\omega^{\prime}\right)=\lim _{\omega^{\prime} \rightarrow \infty} f_{\theta^{\prime} 22}^{N}\left(\omega^{\prime}\right)$,

$$
\frac{\mu_{1} \alpha_{21}}{\left(1-\alpha_{11}\right)\left(1-\alpha_{22}\right)}+\frac{\mu_{2}}{1-\alpha_{22}}=\frac{\mu_{1} \alpha_{21}^{\prime}}{\left(1-\alpha_{11}\right)\left(1-\alpha_{22}^{\prime}\right)}+\frac{\mu_{2}^{\prime}}{1-\alpha_{22}^{\prime}}
$$

and leveraging Equation (37), it comes:

$$
\begin{equation*}
\frac{\mu_{2}}{1-\alpha_{22}}=\frac{\mu_{2}^{\prime}}{1-\alpha_{22}^{\prime}} \tag{38}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
f_{\theta 22}^{N}(0) & =\left(\frac{\mu_{1} \alpha_{21}}{\left(1-\alpha_{11}\right)\left(1-\alpha_{22}\right)}+\frac{\mu_{2}}{1-\alpha_{22}}+\frac{\mu_{1} \alpha_{21}^{2}}{\left(1-\alpha_{11}\right)^{3}}\right) \frac{1}{\left(1-\alpha_{22}\right)^{2}}+\lambda_{0} \\
& =\left(\frac{\mu_{1}}{1-\alpha_{11}} \frac{\alpha_{21}}{1-\alpha_{22}}+\frac{\mu_{2}}{1-\alpha_{22}}\right) \frac{1}{\left(1-\alpha_{22}\right)^{2}}+\frac{\mu_{1}}{\left(1-\alpha_{11}\right)^{3}} \frac{\alpha_{21}^{2}}{\left(1-\alpha_{22}\right)^{2}}+\lambda_{0}
\end{aligned}
$$

Thus, by Equations (37) and (38), we obtain from $f_{\theta 22}^{N}(0)=f_{\theta^{\prime} 22}^{N}(0)$ :

$$
\frac{1}{\left(1-\alpha_{22}\right)^{2}}=\frac{1}{\left(1-\alpha_{22}^{\prime}\right)^{2}},
$$

which implies

$$
\alpha_{22}=\alpha_{22}^{\prime}
$$

To conclude, from Equations (35), (38) and (37), $\beta_{2}=\beta_{2}^{\prime}, \mu_{2}=\mu_{2}^{\prime}$ and $\alpha_{21}=\alpha_{21}^{\prime}$. This proves that $\mathbf{f}_{\theta}^{N}=\mathbf{f}_{\theta^{\prime}}^{N} \Longrightarrow \theta=\theta^{\prime}$, which achieves the proof.
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