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Abstra
t. Conforman
e testing is still the main indus-

trial validation te
hnique for tele
ommuni
ation proto-


ols. In pra
ti
e, the automati
 
onstru
tion of test 
ases

based on �nite-state models is hindered by the state ex-

plosion problem. We try to redu
e its magnitude by using

stati
 analysis te
hniques in order to obtain smaller but

equivalent models.
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1 Introdu
tion

Conforman
e testing is a well-established te
hnique for

the validation of tele
ommuni
ation proto
ols. Currently,

it is still the main validation te
hnique used at an indus-

trial s
ale, given the inherent 
omplexity of more ambi-

tious te
hniques su
h as formal veri�
ation. In the 
ase of

proto
ols, 
onforman
e testing has been 
ompletely for-

malized by [8,34,18℄ and is also standardized within [17℄.

Test 
ases 
an be automati
ally generated from formal

spe
i�
ations and several tools su
h as tgv [12℄, tveda-

2 [25℄, test
omposer [22℄, autolink [29℄ or torx [2℄

are now fully operational.

Conforman
e test 
ases are automati
ally 
onstru
ted

by exploring a syn
hronous produ
t between a model

obtained from the spe
i�
ation and some test purpose,

both represented as labeled transition systems. A test

purpose is used to sele
t interesting test 
ases within

the spe
i�
ation model.
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The 
entral problem arising here is the well known

state explosion. There are mainly two reasons: 
on
ur-

ren
y, whi
h is usually 
attened using an interleaving

semanti
s and data, whi
h are also evaluated to all pos-

sible, distin
t values. Various solutions exist and have

been implemented to deal with state explosion. For in-

stan
e, on-the-
y te
hniques attempt to explore only a

part of the model e.g, guided by the test purpose. Sym-

boli
 te
hniques rely on symboli
 and 
ompa
t represen-

tations of sets of states instead of individual states. In

this 
ontext, we propose a solution relying on the use of

stati
 simpli�
ations of spe
i�
ations depending on test

purposes, before model generation. This approa
h 
an

be used in 
ombination with the above redu
tion te
h-

niques. Moreover, it is not limited to test generation, but

it 
an be applied to model-
he
king in general.

Our 
ontribution

We propose to simplify spe
i�
ations by means of dif-

ferent sli
ing methods with respe
t to information from

test purposes. We 
onsider spe
i�
ations as being asyn-


hronously 
ommuni
ating extended �nite-state automata

and test purposes as extended �nite-state automata with


onstraints.

A �rst sli
ing method takes into a

ount the set of

intera
tions between spe
i�
ation 
omponents, starting

from inputs enabled in the test purpose. We obtain a

�rst redu
tion of the spe
i�
ation, 
onsisting of the part

whi
h is stati
ally rea
hable, given the inputs of the test

purpose. A se
ond sli
ing, 
omputes variables and pa-

rameters whi
h may be relevant to outputs observed by

the test purpose. All other, irrelevant variables and as-

so
iated a
tions are safely dis
arded. Finally, the spe
i-

�
ation is sli
ed with respe
t to 
onstraints on data at-

ta
hed to the test purpose. The 
onstraints we 
onsider

are either 
onstants (i.e, variable equals some value at
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a 
ontrol point) or intervals (i.e, for numeri
al variables

only, restri
tion to intervals of values).

All these analyses transform spe
i�
ations without

loss of information with respe
t to the test purpose.

Moreover, they are independent and 
an be implemented

separately. Furthermore, they 
an be applied iteratively,

in any order, until no more redu
tion is obtained { a

�xpoint is always rea
hed given that spe
i�
ations are

stati
ally �nite.

We have implemented all these analysis methods in

the 
ontext of the IF tool-set [6℄, a platform for the

validation of distributed real-time systems developed at

Verimag. We have already experimented them in sev-

eral industrial 
ase studies and have obtained very good

results.

Related work

Stati
 program sli
ing has been introdu
ed byWeiser [35℄

as a te
hnique for analyzing program dependen
ies. Given

a sli
ing 
riterion (s; V ), where s is a 
ontrol point and

V a set of program variables, a program sli
e 
onsists of

a subset of statements that a�e
t (ba
kward sli
ing) or

are a�e
ted by (forward sli
ing) the values of variables

at s. Korel and Laski [24℄ introdu
ed the notion of dy-

nami
 sli
ing. In this 
ase, only the dependen
ies that

o

ur in a spe
i�
 exe
ution of the program are taken

into a

ount. A dynami
 sli
ing 
riterion spe
i�es not

only a a set of variables and a statement, but the dif-

ferent o

urren
es in the exe
ution history. A survey of

algorithms for program sli
ing 
an be found in [32℄. In

our work, we 
onsider only stati
 sli
ing.

In general, sli
ing is used to automate work on soft-

ware debugging, testing and maintainan
e and we men-

tion here just a few typi
al examples of its use. In [14℄ the

authors present an approa
h for sele
tive regression test-

ing using sli
ing. Regression testing identi�es the parts

of the program that are a�e
ted by some 
hange. In [28℄,

the authors present a testing and debugging methodol-

ogy for Spreadsheet languages based on program sli
ing.

In [30℄, sli
ing is de�ned on interpro
edural 
ontrol 
ow

in order to be appli
able to large software. tveda-2 [25℄

produ
es test 
ases from sdl spe
i�
ations by perform-

ing simple synta
ti
 transformations on them. A di�er-

ent appli
ation is given in [15℄, where sli
ing is used for

veri�
ation purposes, in order to extra
t �nite-state ma-


hines from multi-threaded programs.

Outline

The remainder of the paper is stru
tured as follows. Se
-

tion 2 brie
y reviews the notions of 
onforman
e testing

and presents the underlying model. In se
tion 3, we in-

trodu
e and formalize the sli
ing te
hniques of the spe
-

i�
ation with respe
t to the test purpose. We give some

experimental results in se
tion 4 showing the interest of

queue
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Fig. 1. Test ar
hite
ture

our simpli�
ations on 
omplex spe
i�
ations. We 
on-


lude in se
tion 5.

2 Conforman
e test 
ase generation

A

ording to the 
lassi�
ation of test ar
hite
tures from

[17,27℄, we 
onsider a lo
al single-layer test method with

syn
hronous 
ommuni
ation between the tester and the

implementation under test (iut). It is lo
al be
ause all

the events from the environment to the iut are under

the 
ontrol of the tester. It is single-layer be
ause we

test implementations of spe
i�
ations organized in one

layer. The tester intera
ts with the iut via some points

of 
ontrol and observation (p
os). The 
ommuni
ation

at the p
os is syn
hronous (by rendez-vous). The ar
hi-

te
ture is shown in Figure 1.

2.1 Spe
i�
ation

We 
onsider spe
i�
ations 
onsisting of 
on
urrent pro-


esses, 
ommuni
ating through signal passing via a set

of unbounded queues. We distinguish between internal

queues (
ommuni
ations inside the system) and exter-

nal queues (
ommuni
ations between the system and its

environment). Pro
esses are represented by �nite-state

automata extended with a
tions on queues and lo
al

variables. Without loss of generality, a
tions are simple

guarded 
ommands and signals 
arry a single parameter.

De�nition 1 (syntax). A spe
i�
ation SP is a tuple

(S;C; P ) where S is the set of signals, C = C

int

[ C

ext

is the set of queues (internal and external ones) and

P is the set of pro
esses. A pro
ess p 2 P is a tuple

(X

p

; Q

p

; T

p

; q

0

p

) where X

p

is a set of lo
al variables, Q

p

is a set of 
ontrol states, �

p

is a set of a
tions whi
h


an be performed by p, and T

p

� Q

p

��

p

�Q

p

is a set

of 
ontrol transitions. An a
tion 
an be either a guarded

assignment [ b ℄ x := e, a guarded input [ b ℄ 
?s(x),

or a guarded output [ b ℄ 
!s(e). b and e are expres-

sions, x 2 X

p

is a variable, 
 2 C is a queue and



Marius Bozga et al.: Using Stati
 Analysis To Improve Automati
 Test Generation 3

�

q̂

0

sp

2

b

Q

sp

(1)

(�; �; �) 2

b

Q

sp

q

p

[b℄ x:=e

�! q

0

p

�(b) = t �(e) = v

(�

0

; �

0

; �

0

) = (�[q

0

p

=q

p

℄; �[v=x℄; �) 2

b

Q

sp

(�; �; �)

�

�! (�

0

; �

0

; �

0

) 2

b

T

sp

(2)

(�; �; �) 2

b

Q

sp

q

p
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0

p


 2 C

ext
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(�

0

; �

0

; �

0
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0

p

=q

p
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b

Q

sp

(�; �; �)


!s(v)

�! (�

0

; �

0

; �

0

) 2

b

T

sp

(3)

(�; �; �) 2

b

Q

sp

q

p

[b℄ 
!s(e)

�! q

0

p


 2 C

int

�(b) = t �(e) = v �(
) = w

(�

0

; �

0

; �

0

) = (�[q

0

p

=q

p

℄; �; �[w:s(v)=
℄) 2

b

Q

sp

(�; �; �)

�

�! (�

0

; �

0

; �

0

) 2

b

T

sp

(4)

(�; �; �) 2

b

Q

sp

q

p

[b℄ 
?s(x)

�! q

0

p


 2 C

ext

�(b) = t v 2 D n f?g

(�

0

; �

0

; �

0

) = (�[q

0

p

=q

p

℄; �[v=x℄; �) 2

b

Q

sp

(�; �; �)


?s(v)

�! (�

0

; �

0

; �

0

) 2

b

T

sp

(5)

(�; �; �) 2

b

Q

sp

q

p

[b℄ 
?s(x)

�! q

0

p


 2 C

int

�(b) = t v 2 D �(
) = s(v):w

(�

0

; �

0

; �

0

) = (�[q

0

p

=q

p

℄; �[v=x℄; �[w=
℄) 2

b

Q

sp

(�; �; �)

�

�! (�

0

; �

0

; �

0

) 2

b

T

sp

(6)

Table 1. Semanti
 rules for spe
i�
ations.

s 2 S is a signal. We denote by q

p

�

�! q

0

p

, a transi-

tion (q

p

; �; q

0

p

) 2 T

p

.

We give the semanti
s of spe
i�
ations in terms of

basi
 labeled transition systems (without variables). We

assume the existen
e of a universal domain D whi
h 
on-

tains the values of variables and signal parameters. The

boolean values ft; fg and the spe
ial unde�ned ? value

are 
ontained in D. We de�ne variable 
ontexts as total

mappings � :

S

p2P

X

p

! D from variables to values.

We extend these mappings to expressions in the usual

way (in the 
ase of a variable x and an expression e su
h

that x 2 vars(e) and �(x) = ? we have �(e) = ?).

We de�ne queue 
ontexts as total mappings � : C

int

!

(S � D)

�

whi
h asso
iate with ea
h internal queue 
 a

sequen
e of messages. Messages are pairs (s; v) denoted

also by s(v), where s is a signal and v the 
arried pa-

rameter value. The empty sequen
e is denoted as �.

De�nition 2 (semanti
s). The semanti
s of a spe
i-

�
ation SP is given by a labeled transition system




SP =

(

b

Q

sp

;

b

T

sp

; q̂

0

sp

). States q̂

sp

of this system are triples of the

form (�; �; �), where � is a variable 
ontext, � is a queue


ontext and � = hq

1

; :::q

n

i 2 �

p2P

Q

p

is a global 
ontrol

state. Transitions are either internal and labeled with �

(they 
orrespond to assignments or internal 
ommuni
a-

tion) or visible and labeled with the 
orresponding a
tion

(on external 
ommuni
ation). The set of transitions is

the smallest set obtained by the rules given in table 1. In

the initial state q̂

0

sp

2

b

Q

sp

internal queues are empty and

pro
esses are at initial 
ontrol states, and all variables

have some default initial values.

2.2 Test purpose and 
onsisten
y

A test purpose is an extended �nite-state automaton

whi
h des
ribes a pattern of intera
tions between the

tester and the iut. It is usually des
ribed from the per-

spe
tive of the implementation i.e, inputs and outputs of

the test purpose mean respe
tively inputs and outputs

of the implementation.

In our setting, inputs of the test purpose have 
on-

straints atta
hed to the parameter value. Constraints re-

stri
t the allowed values of the parameter to some sub-

set of its domain, for example, to some 
onstant (unique,

�xed) value, or to an interval of values, et
. Contrarily

to inputs, output parameters are always un
onstrained.

This de�nition has been inspired by tt
n

1

and has

the following intuition: it is possible to 
onstrain values

sent to the implementation (be
ause the signal is sent by

the tester and thus 
ontrolled) but one 
an only observe

values re
eived from the iut (be
ause the implementa-

tion 
annot be 
ontrolled by the tester).

De�nition 3 (test purpose). A test purpose TP is

a tuple (Q

tp

; T

tp

; q

0

tp

; Q

a



tp

) where Q

tp

is a set of states,

T

tp

� Q

tp

��

tp

�Q

tp

is a set of transitions and Q

a



tp

�

Q

tp

is a set of a

epting states, without su

essors by

T

tp

.

1

Tree and Tabular Combined Notation [17℄
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�

tp

is the set of intera
tions �

tp

whi
h are 
ontrolled

or observed by the test purpose. This set is partitioned

into the set of feeds �

f


ontaining the 
onstrained signal

inputs 
?s(C) and the set of observations �

o


ontaining

the un
onstrained signal outputs 
!s(�). We denote by


 2 C

ext

an external queue, s 2 S a signal, C a 
onstraint

and � any value.

In order to ensure the feasibility of the test generation

method, we rely on a notion of 
onsisten
y between the

test purpose and the spe
i�
ation. Consisten
y ensures

that the set of behaviors des
ribed by the test purpose

is in
luded in the set of behaviors des
ribed by the spe
-

i�
ation. More pre
isely, a test purpose TP is said to

be 
onsistent with respe
t to a spe
i�
ation SP if there

exists a 
onsisten
y preorder relating them.

De�nition 4 (
onsisten
y preorder). Let

d

SP = (

b

Q

sp

,

b

T

sp

, q̂

0

sp

) be the semanti
 model of the spe
i�
ation, and

TP = (Q

tp

, T

tp

, q

0

tp

, Q

a



tp

) be the test purpose. A bi-

nary relation R �

b

Q

sp

� Q

tp

is a 
onsisten
y preoder

if and only if for all (q̂

sp

; q

tp

) 2 R whenever q

tp

�

�!q

0

tp

then exists

^

q

00

sp

; q̂

0

sp

, su
h that q̂

00

sp

is rea
hable from q̂

sp

by a tra
e whi
h does not 
ontain �, and q̂

00

sp

�

�!q̂

0

sp

and

(q̂

0

sp

; q

0

tp

) 2 R.

The notion of 
onsisten
y of a test purpose with re-

spe
t to a spe
i�
ation is di�erent of the notion of 
on-

forman
e relation relating the implementation and its

spe
i�
ation [33,25℄. The 
onforman
e relation states

that inputs whi
h are not a

epted by the spe
i�
ation

may be a

epted by the implementation but outputs pro-

du
ed by the implementation must also be produ
ed by

the spe
i�
ation.

2.3 Syn
hronous produ
t

Test 
ases are automati
ally 
onstru
ted by exploring

the syn
hronous produ
t between the model of the spe
-

i�
ation




SP = (

b

Q

sp

,

b

T

sp

, q̂

0

sp

) and the test purpose TP =

(Q

tp

, T

tp

, q

0

tp

, Q

a



tp

). We formally de�ne the syn
hronous

produ
t sin
e all of the preservation results rely on it.

However, we do not des
ribe how tests are sele
ted from

the produ
t, for this aspe
t see [21℄.

De�nition 5 (syn
hronous produ
t). We de�ne the

syn
hronous produ
t

Q

(




SP ; TP ) as the labeled transition

system (Q

�

; T

�

; q

0

�

), with Q

�

�

b

Q

sp

�Q

tp

, where Q

�

and

T

�

are the smallest sets obtained by the appli
ation of the

following rules:

�

(q̂

0

sp

; q

0

tp

) 2 Q

�

(7)

(q̂

sp

; q

tp

) 2 Q

�

q̂

sp

�

�!q̂

0

sp

q

tp

62 Q

a



tp

(q̂

0

sp

; q

tp

) 2 Q

�

(q̂

sp

; q

tp

)

�

�!(q̂

0

sp

; q

tp

) 2 T

�

(8)

(q̂

sp

; q

tp

) 2 Q

�

q̂

sp


?s(v)

�! q̂

0

sp

q

tp


?s(C)

�! q

0

tp

C(v)

(q̂

0

sp

; q

0

tp

) 2 Q

�

(q̂

sp

; q

tp

)


?s(v)

�! (q̂

0

sp

; q

0

tp

) 2 T

�

(9)

(q̂

sp

; q

tp

) 2 Q

�

q̂

sp


?s(v)

�! q̂

0

sp


?s(C) 2 �

f

C(v)

(q̂

0

sp

; q

tp

) 2 Q

�

(q̂

sp

; q

tp

)


?s(v)

�! (q̂

0

sp

; q

tp

) 2 T

�

(10)

(q̂

sp

; q

tp

) 2 Q

�

q̂

sp


!s(v)

�! q̂

0

sp

q

tp


!s(�)

�! q

0

tp

(q̂

0

sp

; q

0

tp

) 2 Q

�

(q̂

sp

; q

tp

)


!s(v)

�! (q̂

0

sp

; q

0

tp

) 2 T

�

(11)

(q̂

sp

; q

tp

) 2 Q

�

q̂

sp


!s(v)

�! q̂

0

sp

(q̂

0

sp

; q

tp

) 2 Q

�

(q̂

sp

; q

tp

)


!s(v)

�! (q̂

0

sp

; q

tp

) 2 T

�

(12)

3 Stati
 analysis for testing

The purpose of stati
 analysis is to 
ompute the (min-

imal) part of the spe
i�
ation whi
h is relevant for the

test purpose. We present three distin
t analyses:

1. the relevant 
ontrol analysis restri
ts the pro
esses

to the sets of 
ontrol states and 
ontrol transitions

whi
h are rea
heable via the transition relations T

p

of

SP , given the feeds of the test purpose; this analysis


orresponds to a forward stati
 sli
ing method based

on 
ontrol dependen
ies,

2. the relevant variables analysis 
omputes and sim-

pli�es pro
esses with respe
t to variables whi
h are

used to 
ompute values needed for observations of the

test purpose; this analysis 
orresponds to a ba
kward

stati
 sli
ing method based on data depende
ies,

3. the 
onstraint propagation aims to further simplify

pro
esses, given the 
onstraints atta
hed to feeds of

the test purpose.

Ea
h analysis takes as input a spe
i�
ation and pro-

vides an transformed (smaller) one, but still equivalent

with respe
t to the syn
hronous produ
t operation. The

three analyses are 
ompletely independent and 
an be

applied in any order. Moreover, they 
an be applied it-

eratively be
ause the redu
tion obtained by one analysis


an be further exploited by another and so on, until no

more redu
tion is possible.

Example 1. In order to illustrate all three analyses let us


onsider the toy example presented in Figure 2. It 
on-

sists of two pro
esses 
ommuni
ating through an internal

queue 
l 2 C

int

. The external queues are 
i; 
o 2 C

ext

.

We want to generate some test 
ase 
ontaining the input


i?sr(x), with x 2 [1; 10℄ followed by the output 
o!sa.

Therefore, the set of feeds is �

f

= f
i?sr([1; 10℄)g and

the set of observations is �

o

= f
o?sa(�)g.
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i?sr([1,10℄)


o!sa(*)

y:=1

x:=0

br:=t


l?s(n)

[i<n℄

i:=1

[i=n℄

y:=y*i

x:=x+i

i:=i+1


o!sa(x)

[: br℄ [br℄

�


o!pa(y)


l?p(n)

br:=f

�


i?sr(n) 
i?pr(n)


l!s(n) 
l!p(n)


i?sr([1,10℄)

Fig. 2. Example

3.1 \Relevant 
ontrol" analysis

This analysis restri
ts ea
h pro
ess to the set of 
on-

trol states and 
ontrol transitions that may be rea
hed

given the feeds. Intuitively, it 
an be seen as building

the largest sub-pro
esses, after the removal of external

inputs un
overed by feeds, and subsequently the inter-

nal inputs un
overed by internal outputs. This analysis


orresponds to a forward stati
 sli
ing method based on


ontrol dependen
ies.

De�nition 6 (sli
ing wrt feeds). We de�ne the sli
e

of a spe
i�
ation SP = (S;C; P ) with respe
t to a set

of feeds �

f

of a test purpose TP to be the spe
i�
ation

SP n

f

�

f

= (S;C; P n

f

�

f

), where P n

f

�

f


ontains a

sli
ed pro
ess p

0

for ea
h pro
ess p 2 P . The sli
e for a

pro
ess p = (X

p

; Q

p

; T

p

; q

0

p

) 2 P is de�ned as the pro
ess

p

0

= (X

p

; Q

0

p

; T

0

p

; q

0

p

), with the same sets of variables.

The sets of states Q

0

p

� Q

p

and transitions T

0

p

� T

p

are

de�ned as the smallest sets satisfying the following rules:

�

q

0

p

2 Q

0

p

(13)

q

p

2 Q

0

p

q

p

[b℄ x:=e

�! q

0

p

q

0

p

2 Q

0

p

q

p

[b℄ x:=e

�! q

0

p

2 T

0

p

(14)

q

p

2 Q

0

p

q

p

[b℄ 
!s(e)

�! q

0

p

q

0

p

2 Q

0

p

q

p

[b℄ 
!s(e)

�! q

0

p

2 T

0

p

(15)

q

p

2 Q

0

p

q

p

[b℄ 
?s(x)

�! q

0

p


?s(C) 2 �

f

q

0

p

2 Q

0

p

q

p

[b℄ 
?s(x)

�! q

0

p

2 T

0

p

(16)

q

p

2 Q

0

p

q

p

[b℄ 
?s(x)

�! q

0

p


 2 C

int

9r:q

r

[b

0

℄ 
!s(e)

�! q

0

r

2 T

0

p

q

0

p

2 Q

0

p

q

p

[b℄ 
?s(x)

�! q

0

p

2 T

0

p

(17)

We mention here the input/output propagation be-

tween pro
esses. That is, an input transition is part of

the sli
e if there exists at least one 
orresponding output

transition whi
h is already part of the sli
e.

The algorithm 
omputing the sli
ed system pro
eeds

in an iterative manner. It maintains the sets of 
ontrol

states and 
ontrol transitions rea
hed for ea
h pro
ess.

Initially, the sets of states 
ontain the initial states of the

pro
esses, and the sets of transitions are empty. Then, at

ea
h step, one of the rules is applied and sets of rea
hed

states and transitions are updated a

ordingly. The al-

gorithm stops when no rule is appli
able any more. The


omplexity of this algorithms is O(

P

p

jQ

p

j+ jT

p

j), linear

with respe
t to the number of 
ontrol states and 
ontrol

transitions in the spe
i�
ation.

Example 2. Sli
ing wrt feeds applied on the spe
i�
a-

tion from Figure 2, results in the spe
i�
ation shown in

Figure 3. The external input 
i?pr(n) is un
overed by

the feeds and therefore it is eliminated; in turn, this in-

du
es the elimination of 
l !p(n) and thus 
l?p(n) is no

more 
overed by an internal output so it is eliminated

together with br := f.

Sli
ing with respe
t to feeds preserves the syn
hronous

produ
t.

Theorem 1 (
orre
tness of sli
ing wrt feeds). Let

SP = (S;C; P ) be a spe
i�
ation, TP a test purpose

and �

f

the set of feeds of TP. The syn
hronous produ
ts

between the models of SP respe
tively SP n

f

�

f

and the

test purpose TP are the same:

Q

(




SP ; TP ) =

Q

(

\

SP n

f

�

f

; TP ) .

Proof. In one dire
tion, it is obvious that the initial

produ
t (between the spe
i�
ation and the test purpose)


ontains the sli
ed produ
t (between the sli
ed spe
i�-


ation and the same test purpose) be
ause sli
ing may

only eliminate some parts of the spe
i�
ation. In the

other dire
tion, the in
lusion is proved by indu
tion. By

de�nition, both produ
ts 
ontain the same initial state.

If some state is present in both produ
ts, all its su

es-

sors in the global produ
t 
an be also found in the sli
ed

produ
t. More exa
tly, if some su

essor is rea
hed (
f.
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i?sr([1,10℄)


o!sa(*)

y:=1

x:=0

br:=t


l?s(n)

[i<n℄

i:=1

[i=n℄

y:=y*i

x:=x+i

i:=i+1


o!sa(x)

[: br℄ [br℄

�


o!pa(y)

�


i?sr(n)


l!s(n)


i?sr([1,10℄)

Fig. 3. Example sli
ing wrt feeds

some of the rules 7-12) in the global produ
t, then the


orresponding (
ontrol) state and transition are also in

the sli
ed spe
i�
ation (
f. the equivalent rule in 13-17),

and therefore it 
an also be rea
hed in the sli
ed produ
t.

ut

3.2 \Relevant variables" analysis

This analysis is an extension of live variable analysis [4℄.

It attempts to 
ompute, for ea
h pro
ess, the set of rele-

vant variables in ea
h 
ontrol state. The relevan
e is de-

�ned with respe
t to test purpose observations: a vari-

able is relevant in a 
ontrol state if its value in that

state might in
uen
e the parameter value of some signal

output o

urring in the test purpose. Or, similar to the

de�nition of live variables, we 
onsider a variable to be

relevant in a 
ontrol state if and only if there exists a

path starting at that state su
h that the variable is used

before being rede�ned on the path. But here, we 
onsider

a variable to be used only when it is used in external out-

puts observed by the test purpose, or in assignments to

relevant variables (possibly via internal inputs).

De�nition 7 (variables relevant wrt observations).

Let SP = (S;C; P ) be a spe
i�
ation and TP = (Q

tp

,T

tp

,

q

0

tp

, Q

a



tp

) be a test purpose. The relevant variables are

de�ned for ea
h pro
ess p = (X

p

; Q

p

; T

p

; q

0

p

) 2 P by a

fun
tion Rlv

p

: Q

p

! 2

X

p

mapping states to subsets of

variables. The sets Rlv

p

(q

p

) for states q

p

2 Q

p

are de-

�ned as the least �xed point of the following equation

system:

Rlv

p

(q

p

) =

S

t

p

:q

p

�

�!q

0

p

Rlv(q

0

p

) nDef

p

(t

p

) [Use

p

(t

p

)

where

Def

p

(t

p

) =

8

>

>

>

<

>

>

>

:

fxg if t

p

= q

p

[b℄ x:=e

�! q

0

p

or

t

p

= q

p

[b℄ 
?s(x)

�! q

0

p

; otherwise

Use

p

(t

p

) =

8

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

:

vars(b) [ vars(e)

if t

p

= q

p

[b℄ x:=e

�! q

0

p

and x 2 Rlv

p

(q

0

p

)

or t

p

= q

p

[b℄ 
!s(e)

�! q

0

p

and


 2 C

ext

and 9q

tp


!s(�)

�! q

0

tp

2 T

tp

or


 2 C

int

and 9r:q

r

[b

0

℄ 
?s(x)

�! q

0

r

2 T

r

and

x 2 Rlv

r

(q

0

r

)

vars(b) otherwise

The relevant variables are 
omputed simultaneously

for all pro
esses. The algorithm operates in a ba
kward

manner on the 
ontrol graphs. It starts with empty sets

of variables for ea
h state, and at ea
h step one transition

is analyzed: the set of used variables is re
omputed in the


urrent 
ontext and then, the set of relevant variables for

the sour
e state is updated. The algorithms ends and the

least �xed point is rea
hed when no more 
hange in the

relevan
e sets o

urs for any transition.

Also in this analysis, the relevan
e of variables is

propagated between pro
esses. In fa
t, variables used in

expressions sent through internal 
ommuni
ation 
han-

nels are relevant at the sender side if there exists at least

one possible destination in whi
h their value is relevant.

Sli
ing with respe
t to observations attempts to re-

du
e the number of variables used inside pro
esses. Con-


retely, we eliminate assignements of irrelevant variables.

Irrelevant variables used in inputs are repla
ed by some

don't 
are variable >

p

. Finally, expressions o

urring in

unused outputs are repla
ed by the unde�ned value ?.

This transformation is formally des
ribed below.

De�nition 8 (sli
ing wrt observations). Let SP =

(S;C; P ) be a spe
i�
ation and TP be a test purpose. We

de�ne the sli
e of the spe
i�
ation SP given the relevant

variables 
omputed wrt observations to be the spe
i�
a-

tion SP n

o

�

o

= (S;C; P n

o

�

o

), where P n

o

�

o


on-

tains a sli
ed pro
ess p

0

for ea
h pro
ess p 2 P . The sli
e

for a pro
ess p = (X

p

; Q

p

; T

p

; q

0

p

) is de�ned as a pro
ess

p

0

= (X

0

p

; Q

p

; T

0

p

; q

0

p

) whi
h has the same set of states

and the same initial state, but operates only on relevant

variables. We put X

0

p

=

S

q

p

2Q

p

Rlv

p

(q

p

) and transitions

T

0

p

are 
onstru
ted from T

p

su
h that they do not de�ne

irrelevant variables anymore:
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q

p

[b℄ x:=e

�! q

0

p

x 2 Rlv

p

(q

0

p

)

q

p

[b℄ x:=e

�! q

0

p

2 T

0

p

(18)

q

p

[b℄ x:=e

�! q

0

p

x 62 Rlv

p

(q

0

p

)

q

p

[b℄ �

�! q

0

p

2 T

0

p

(19)

q

p

[b℄ 
?s(x)

�! q

0

p

x 2 Rlv

p

(q

0

p

)

q

p

[b℄ 
?s(x)

�! q

0

p

2 T

0

p

(20)

q

p

[b℄ 
?s(x)

�! q

0

p

x 62 Rlv

p

(q

0

p

)

q

p

[b℄ 
?s(>

p

)

�! q

0

p

2 T

0

p

(21)

q

p

[b℄ 
!s(e)

�! q

0

p

Use(
!s)

q

p

[b℄ 
!s(e)

�! q

0

p

2 T

0

p

(22)

q

p

[b℄ 
!s(e)

�! q

0

p

:Use(
!s)

q

p

[b℄ 
!s(?)

�! q

0

p

2 T

0

p

(23)

where Use(
!s) = 9q

tp


!s(�)

�! q

0

tp

2 T

tp

or 9r:q

r

[b

0

℄ 
?s(x)

�!

q

0

r

2 T

r

and x 2 Rlv

r

(q

0

r

) denotes the global utility of

outputs of the form 
!s.

The 
omplexity of sli
ing with respe
t to outputs is

O(

P

p

jQ

p

jjX

p

j), linear with respe
t to the produ
t of the

number of variables and the number of 
ontrol states for

ea
h pro
ess.

Example 3. Sli
ing wrt observations applied to the spe
-

i�
ation and the test purpose from Figure 3, produ
es

the spe
i�
ation shown in Figure 4. The transitions la-

beled y := 1 and y := y � i are relabeled by � and the

output 
o!pa(y) be
omes 
o!pa(?) be
ause :Use(
o!pa).

Intuitively, sli
ing wrt observations preserves the model

of the spe
i�
ation up to the 
on
rete values 
arried by

signals not observed in the test purpose. We de�ne the

renaming of the spe
i�
ation model




SP with respe
t to

the set of output a
tions �

o

in the following way: ea
h

output 
!s(v) whi
h is not spe
i�ed by the test purpose

i.e., 
!s(�) 62 �

o

, is renamed into 
!s(?). The other a
-

tions are left un
hanged.

p


!s(v)

�! q 
!s(�) =2 �

o

p


!s(?)

�! q

(24)

In this way, we abstra
t from the exa
t parameter

values for outputs, other than those o

urring in the test

purpose. We note the renamed model by




SP # �

o

. The

following theorem holds.


i?sr([1,10℄)


o!sa(*)

x:=0

br:=t


l?s(n)

[i<n℄

i:=1

[i=n℄

�

x:=x+i

i:=i+1


o!sa(x)

[: br℄ [br℄

�


o!pa(?)

�


i?sr(n)


l!s(n)

�


i?sr([1,10℄)

Fig. 4. Example sli
ing wrt observations

Theorem 2 (
orre
teness of sli
ing wrt observa-

tions). Let SP = (S;C; P ) be a spe
i�
ation and TP =

(Q

tp

, T

tp

, q

0

tp

, Q

a



tp

). The model of SP renamed with

respe
t to the observable outputs �

o

and the model of

SP n

o

�

o

are strongly bisimilar. In turn, the syn
hronous

produ
t

Q

(




SP ;TP) and

Q

(

\

SP n

o

�

o

;TP) are strongly

bisimilar.

Proof. Let us 
onsider the following relation between

initial and sli
ed model states: a state (�; �; �) of SP is

related to some state (�

0

; �

0

; �

0

) of SP n

o

�

o

if and only

if for ea
h pro
ess p, the 
ontrol states are identi
al in

both model states i.e �(p) = �

0

(p), all relevant variables

have the same values �(x) = �

0

(x) 8x 2 Rlv

p

(�(p)) and

all queue 
ontents are identi
al up to values atta
hed to

irrelevant signals �(
) � �

0

(
) 8
 2 C

int

{ a signal s

is irrelevant if none of the pro
esses uses the values of

its parameter (that is :Use(
!s)). It is easy to see that

the relation above is a bisimulation between these two

models, that is, starting from related states, the same

transitions are enabled in both models and they lead

again to related states. In addition, given that the initial

states of both models are also related it turns out that

the two models are strongly bisimlar. ut

Noti
e also the possibility of a more general appli-


ation of relevant variables. In fa
t, we exploit them at
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a purely synta
ti
 level for example, by eliminating the

irrelevant variables and their dependen
ies in the spe
i�-


ation. However, it is possible to take them into a

ount

in a di�erent manner: one 
an reinitialize them by some

default value as soon as they be
ome irrelevant and still

obtain a bisimilar redu
ed model.

3.3 Constraint propagation

This se
tion provides an approa
h to simplify the spe
-

i�
ation using the 
onstraints imposed on the inputs

of the test purpose. Currently, the 
onstraints we 
on-

sider have the form of 
onstants ([23℄) or integer inter-

vals ([9℄). First, these 
onstraints 
an be atta
hed to pos-

sible mat
hing inputs. Then, using some intra/interpro
esses

data 
ow analysis algorithms, the 
onstraints are propa-

gated through the spe
i�
ation. For ea
h 
ontrol state, a


onservative approximation of the set of possible values

for ea
h variable is 
omputed. Finally, this information is

used to evaluate the transitions guards and to eliminate

those never �rable.

We sket
h the 
onstraint propagation problem and a

possible solution. Again, it is a data 
ow analysis prob-

lem whose basi
 
omponents are:

1. the 
ow graph is 
omposed of the (
ontrol) states and

(
ontrol) transitions of ea
h pro
ess and some aux-

iliary 
onstru
tions in order to simulate the internal

queues,

2. the 
onstant latti
e C

D

of values of the domain D,

the interval latti
e I

D

of intervals of values of the

domain D and respe
tively the latti
e L representing

the disjoint union C

D

� I

D

,

3. the 
lass of transfer fun
tions Transfer

t

p

: (X

p

! L)

! (X

p

! L), for ea
h transition t

p

: q

p

[b℄ �

�! q

0

p

:

(a) if � is x := e then

Transfer

t

p

(f)(x

0

) =

�

f(x

0

) if x

0

6= x

f(e) if x

0

= x

(b) if � is 
?s(x) then

Transfer

t

p

(f)(x

0

) =

8

>

>

>

>

<

>

>

>

>

:

f(x

0

) if x

0

6= x

C(x

0

) if x

0

= x ^


 2 C

ext

^


?s(C) 2

f

> otherwise

(
) if � is 
!s(e) then Transfer

t

p

(f) = f

One 
an observe that in the de�nition of Transfer

t

p

fun
tions guards are ignored. In fa
t, they are taken

into a

ount only later, in order to enable the appli
a-

tion of a transfer fun
tion (see �xpoint equation 25).

4. the 
on
uen
e fun
tions

F

, one for ea
h state.

By 
hoosing the 
onstraints to be the elements of L

we ensure the possibility to test the emptiness of a 
on-

straint and to have a partial order among them. Also,

in order to de�ne the transfer fun
tions for transitions,

one has to ensure that the a
tions of transitions (as-

signments and arithmeti
 operations) 
an be realized

with 
onstraints. This requirement is ful�lled by de�ning

the operations with set of values similarly as in interval

arithmeti
 [26℄.

Having seen what are the basi
 requirements and

an approa
h to ful�ll them, the de�nition of 
onstraint

propagation problem follows.

De�nition 9 (
onstraint propagation). Let SP =

(S;C; P ) be a spe
i�
ation and �

f

the set of feeds of the

a test purpose TP. Constraints are represented, for ea
h

pro
ess by fun
tions Val

p

: Q

p

! (X

p

! L) (extended

to expressions, as usually). With the notations presented

before, the 
onstraint propagation problem is de�ned as

�nding the least �x point of the following equation sys-

tem:

Val

p

(q

0

p

) =

F

t

p

:q

p

[b℄ �

�! q

0

p

Transfer

t

p

(Val

p

(q

p

))

if Val(q

p

)(b) 6= false

(25)

The algorithm used for solving the 
onstraint prop-

agation problem in the 
ase of the latti
e of 
onstants

is the 
lassi
al iterative algorithm from [23℄ with an in-

terpro
esses variant su
h as [11℄. When we 
onsider the

latti
e of intervals, whi
h has an in�nite height, we use

for ea
h pro
ess a widening te
hnique as in [3℄ in order

to guarantee 
onvergen
e.

The results of the 
onstraint propagation problem are

used again to simplify the spe
i�
ation. They also allow,

for the outgoing output transitions of a 
ontrol state, to

have a 
onservative approximation of the parameters of

the signals, thereby enabling generation of symboli
 test


ases.

De�nition 10 (sli
ing wrt 
onstraints). Let SP =

(S;C; P ) be a spe
i�
ation and �

f

a set of feeds. We de-

�ne the sli
e of the spe
i�
ation SP given the 
onstraints


omputed wrt feeds to be the spe
i�
ation SP n




�

f

=

(S;C; P n




�

f

), where P n




�

f


ontains a sli
ed pro-


ess p

0

for ea
h pro
ess p 2 P . The sli
e for a pro-


ess p = (X

p

; Q

p

; T

p

; q

0

p

) is de�ned as a pro
ess p

0

=

(X

p

; Q

0

p

; T

0

p

; q

0

p

), whi
h operates on the same set of vari-

ables X

p

. The sets of states Q

0

p

� Q

p

and transitions

T

0

p

� T

p

are the smallest sets satisfying the following

rules:

�

q

0

p

2 Q

0

p

(26)

q

p

2 Q

0

p

q

p

[b℄ �

�! q

0

p

2 T

p

Val

p

(q

p

)(b) 6= ffg

q

0

p

2 Q

0

p

q

p

[b℄ �

�! q

0

p

2 T

0

p

(27)

Example 4. Sli
ing wrt 
onstraints applied to the spe
-

i�
ation and the test purpose of Figure 4, produ
es the

spe
i�
ation shown in Figure 5. The value t for br is

propagated to the sour
e state for the transition with the

guard [:br℄ whi
h guarantee that this transition and the
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i?sr([1,10℄)


o!sa(*)

x:=0

br:=t


l?s(n)

[i<n℄

i:=1

[i=n℄

�

x:=x+i

i:=i+1


o!sa(x)

[br℄

�

�


i?sr(n)


l!s(n)

�


i?sr([1,10℄)

Fig. 5. Example sli
ing wrt 
onstraints

following 
o!pa(?) are never �red. These transitions are

eliminated from the spe
i�
ation. The 
onstraint propa-

gation provides, given the feed 
i?sr([1; 10℄), for the out-

put parameter x in the transition 
o!sa(x) the interval

[1; 100℄.

We have the following 
orre
tness result:

Theorem 3 (
orre
tness of sli
ing wrt 
onstraints).

Let SP = (S;C; P ) be a spe
i�
ation, TP = (Q

tp

, T

tp

,

q

0

tp

, Q

a



tp

) a test purpose and �

f

the set of feeds of TP.

The syn
hronous produ
t between the models of SP and

SP n




�

f

with the test purpose are the same, that is

Q

(




SP ;TP) =

Q

(

\

SP n




�

f

;TP) :

Proof. Constraint propagation and abstra
t interpreta-

tion in general, are a means to overapproximate the set of

rea
hable values of variables at di�erent 
ontrol points.

The sli
ing we 
onsider, removes only unrea
hable (dead)


ode with respe
t to 
onstraints.

Formally, we 
he
k in
lusion in both dire
tions. In

one dire
tion, it is obvious: sli
ing with respe
t to 
on-

straints removes states and transitions from the initial

spe
i�
ation, and therefore the sli
ed produ
t is in
luded

in the initial produ
t. In the other dire
tion, the proof is

by indu
tion: the initial state is the same in both prod-

u
ts, then, ea
h su

essor in the global produ
t (
f. rules

7-12) has its equivalent in the sli
ed produ
t (i.e, the 
or-

responding 
ontrol transition is preserved 
f. rule 27).

ut

4 Experimentation

The three sli
ing te
hniques have been experimented in

the 
ontext of the if tool-set [6℄, an experimental plat-

form for the validation of distributed real-time systems

developed at Verimag. This platform is built upon the so-


alled if intermediate language, an extended automata-

based representation whi
h allows:

{ to represent signi�
ant subsets of spe
i�
ation for-

malisms for real-time systems, su
h as SDL [20℄, LO-

TOS [16℄, and 
urrently UML/RT [31℄;

{ to provide an open validation framework, able to in-

ter
onne
t veri�
ation and test-generation tools, both

from the industry or the a
ademia;

{ an eÆ
ient implementation of stati
 analysis te
h-

niques.

Currently, the if platform has a number of 
ompo-

nents, in
luding 
ompilers, stati
 analysers, 
ode genera-

tors, model-
he
kers, and front-ends to several validation

platforms. We fo
us below on the stati
 analysis 
ompo-

nents, whi
h implement several analysis ranging from

the most 
lassi
al ones used in 
ompiler optimisation, to

more ellaborate ones used in program veri�
ation:

{ live analysis 
onsists in �nding live and dead vari-

ables in a spe
i�
ation, for ea
h 
ontrol state: ex-

pli
it resets are added for dead variables in order to

redu
e redundan
y at state-spa
e generation time.

This te
hnique is des
ribed in [4℄ and extends the

standard live analysis introdu
ed by [1℄ to queue 
on-

tents.

{ 
onstant propagation 
onsists in �nding lo
ally 
on-

stant variables in a spe
i�
ation, for ea
h 
ontrol

state. This is a simple form of the 
onstraint propa-

gation problem presented in se
tion 3.3;

{ 
lo
k redu
tion is an appli
ation of 
onstant propa-

gation for �nding 
onstant 
lo
k di�eren
es in timed

automata. It extends the algorithms of [10℄ and al-

lows the redu
tion of the number of 
lo
ks and timers

used in the program, given the fun
tional dependen-


ies whi
h exist between them;

{ sli
ing as presented in the previous se
tions.

In the remainder of this se
tion we give a short overview

on the 
on
rete results obtained in several 
ase studies.

4.1 SSCOP Proto
ol

The �rst 
ase study is ss
op (Servi
e Spe
i�
 Conne
-

tion Oriented Proto
ol), a part of the atm Adaption

Layer normalized in [19℄. We have 
onsidered an sdl
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spe
i�
ation of the proto
ol developed by Fran
e Tele-


om R&D. It 
onsists of about 2000 lines of sdl 
ode

and des
ribes a single sdl pro
ess. It has been translated

automati
ally into an if spe
i�
ation, with 1075 
ontrol

states, 1291 
ontrol transitions and 134 variables. We


onsider 10 test purposes 
on
erning di�erent phases of

the proto
ol (
onne
tion establishment, dis
onne
tion,

data transmission, error re
overy, et
).

By iterated appli
ation of the three sli
ing te
hniques

the ss
op spe
i�
ation is stati
ally redu
ed by 50% to

80% for all 
onsidered test purposes. Su
h an important

redu
tion fa
tor is typi
al for this kind of proto
ols. In

fa
t, the ss
op spe
i�
ation integrates multiple fun
-

tionalities, in a single des
ription, and testing usually

fo
uses on a single fun
tionality at a time. It is possible

to sli
e away a large part of the spe
i�
ation, on
e the

test purpose is �xed. For example, all the parts of the

ss
op spe
i�
ation (e.g, states, transitions, variables)

involved in data transfer 
an be removed when the test

purpose 
on
erns the 
onne
tion establishment.

4.2 MASCARA Proto
ol

The se
ond 
ase study is mas
ara (Mobile A

ess S
heme

based on Contention and Reservation for atm), a medium

a

ess 
ontrol for wireless atm. This proto
ol was pro-

posed by the wand Consortium (Wireless atm Network

Demonstrator) as a 
ase study in the vires European

Proje
t. The mas
ara 
ase study is reported in [13℄.

We start with an sdl spe
i�
ation of mas
ara whi
h


onsists of many intera
ting pro
esses. The 
omplete de-

s
ription is huge: about 300 pages of sdl textual 
ode.

In the vires proje
t, we fo
us on formal veri�
ation

rather than test 
ase generation. Nevertheless, most of

the properties to be veri�ed were rea
hability proper-

ties. In this parti
ular 
ase, both problems, veri�
ation

and test generation, are equivalent: the satisfa
tion of a

property amounts to the existen
e of a test 
ase for it

and vi
e-versa.

We were not able to 
he
k any of the properties with-

out stati
 simpli�
ations. Any attempt to traverse the


omplete state spa
e failed be
ause of memory limita-

tions. Using sli
ing, 
ombined with partial order redu
-

tions and 
ompositional veri�
ation, we manage to ver-

ify all the 
onsidered properties of the proto
ol. In this


ase too, ea
h property 
on
erns one fun
tionality and

signi�
ant part of the spe
i�
ation 
an be sli
ed away

prior to veri�
ation. For example, in order to verify the

asso
iation establishment property on a

ess points, one

needs to explore a model of 4,500 states and 12,000 tran-

sitions, if sli
ing is applied, instead of 7,000,000 states

and 30,000,000 transitions, without sli
ing. All the re-

sults 
an be found in [13℄.

4.3 Ariane-5 Flight Program

The third 
ase study 
on
erns the Ariane-5

2


ight pro-

gram { the embedded software whi
h 
ontrols the Ariane-

5 laun
her during its 
ight. This work has been initiated

by the eads Laun
hers 
ompany to evaluate the appli-


ability of formal methods in softare validation, meaning

both formal veri�
ation and testing.

The starting points is an sdl spe
i�
ation of the


ight program, developed by reverse engineering from

the a
tual 
ode and a set of safety requirements the 
ight

program must ful�ll. Our aim was on one hand to ver-

ify these requirements on the formal spe
i�
ation and,

on the other hand, to generate 
orresponding test 
ases

to be exe
uted on implementations. The main diÆ
ul-

ties are the high degree of 
on
urren
y (the initial sdl

spe
i�
ation 
ontains not less than 31 parallel pro
esses)

and the timing 
onstraints (the initial sdl spe
i�
ations


ontains 141 timers).

In this 
ase too, we bene�t from the sli
ing te
hniques

presented above, and from stati
 analysis te
hniques in

general. For example, using sli
ing with respe
t to feeds

we dete
t (and remove) automati
ally passive pro
esses

i.e, not involved at all in the veri�
ation or test gen-

eration for some �xed requirement. Moreover, using an

adapted implementation of 
onstraint propagation for

timers, we dete
t lo
al dependen
ies between values of

timers, for example, t

1

= t

2

+ k where t

1

, t

2

are timers

and k is a 
onstant holds in some state of a pro
ess.

Su
h a dependen
y is used to redu
e the overall number

of timers needed to express the timing 
onstraints. On

Ariane-5 
ight program spe
i�
ation, this te
hnique al-

lows to divide the number of timers by 3 i.e, to redu
e

them from 141 at 55.

All these stati
 simpli�
ations 
ombined with stan-

dard te
hniques like on-the-
y exploration and partial-

order redu
tions allow to 
ompletely verify and to gener-

ate test 
ases for all requirements. The results obtained

are 
ompletely des
ribed in [7℄.

5 Con
lusion and future work

In this paper, we show how automati
 test generation


an take advantage of stati
 analysis. The test genera-

tion method we 
onsider is derived from on-the-
y model


he
king and 
onsists in traversing a syn
hronous prod-

u
t de�ned between the spe
i�
ation and a test purpose.

Simpli�
ations on the spe
i�
ation may be applied be-

fore test generation, by exploiting information on test

purposes.

We have 
onsidered spe
i�
ations represented by ex-

tended �nite-state automata, 
ommuni
ating asyn
hronously

via message queues. Test purposes have been represented

2

Ariane-5 is an European Spa
e Agen
y Proje
t delegated to

CNES Fran
e.
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by �nite-state automata with 
onstraints. We have pro-

posed three stati
 analyses methods whi
h redu
e spe
-

i�
ations without loss of information with respe
t to a

test purpose. The �rst one 
onsists in eliminating from

ea
h automaton of the spe
i�
ation, the 
ontrol states

and 
ontrol transitions whi
h are not rea
hable given

the set of inputs 
ontrolled by the test purpose. The se
-

ond analysis 
omputes the set of variables ne
essary to


ompute values observed by the test purpose. All other

variables, are safely dis
arded. The last analysis is 
on-

straint propagation.

We have implemented these analyses in the 
ontext

of if toolset [6℄. We experimented them on several in-

dustrial 
ase studies su
h as ss
op [5℄, mas
ara [13℄

and Ariane-5 [7℄ and we obtained very good results.

We plan to extend the stati
 analysis to 1) more gen-

eral spe
i�
ations and 2) more general test purposes.

For instan
e, with slight modi�
ations, the sli
ing meth-

ods still apply to spe
i�
ations 
ombining syn
hronous

(rendez-vous) and asyn
hronous 
ommuni
ation (mes-

sage passing or shared variables). Moreover, they 
an

be adapted to work on timed spe
i�
ations. In pra
ti
e,

generated test 
ases depend on timers, whi
h are set and

tested against more or less arbitrary values in order to

dete
t deadlo
ks or livelo
ks in the implementation. Nev-

ertheless, a �ner analysis 
an be applied to timed spe
i-

�
ations to obtain relevant values to be used.

Another investigation point 
on
erns the generation

of symboli
 tests. Here we have 
onsidered test 
ases

without variables. We are 
urrently studying an appro-

priate extension of the test purposes 
on
ept. For in-

stan
e, the expli
it use of variables in addition to 
on-

straints 
an make them mu
h more expressive. Moreover,

it may be interesting to re
onsider the de�nition of the

syn
hronous produ
t at a symboli
 level (i.e, of extended

automata) su
h that it allows for the generation of sym-

boli
 test 
ases.
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