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Abstract
This paper presents a new release of ALLIES, a meta corpus which gathers and extends existing French
corpora collected from radio and TV shows. The corpus contains 1048 audio files for about 500 hours of
speech. Agglomeration of data is always a difficult issue, as the guidelines used to collect, annotate and
transcribe speech are generally different from one corpus to another. ALLIES intends to homogenize and
correct speaker labels among the different files by integrated human feedback within a speaker verification
system. The main contribution of this article is the design of a protocol in order to evaluate properly speech
segmentation (including music and overlap detection), speaker diarization, speech transcription and speaker
change detection. As part of it, a test partition has been carefully manually 1) segmented and annotated
according to speech, music, noise, speaker labels with specific guidelines for overlap speech, 2) orthographically
transcribed. This article also provides as a second contribution baseline results for several speech processing tasks.
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1. Introduction

In the last few years, multimedia data collection
has shown a noticeable increase. In this context,
archivists and media producers require storing and
indexing these large-scale databases with various
characteristics from the segmentation of the audio
signal to speaker labeling. Automatic annotation
is one of the most straightforward approaches to re-
duce the costs of manual annotation. More specif-
ically, automatic speaker diarization task answers
the question “who speaks when ?”. It is a key
component for many speech technologies such as
automatic speech recognition (ASR) (Mao et al.,
2020), speaker identification, and dialog monitor-
ing in different multi-speaker scenarios, including
TV/radio, meetings, and medical conversations.
Some recent works also explore the joint prediction
of the linguistic transcription and speaker diariza-
tion (Kanda et al., 2022) or at least speaker change
detection (Anidjar et al., 2023). However in order
to evaluate all these systems, there is a need for
large scaled speech databases segmented and an-
notated with speaker labels and transcribed.
ALLIES corpus1 was originally designed for life-
long human-assisted speaker diarization (Shamsi
et al., 2022). The corpus has already been reg-
istered in ELRA catalogue2 It is a French meta-

1https://lium.univ-lemans.fr/corpus-allies/
2https://www.islrn.org/resources/

397-116-696-859-2/

corpus that gathers and extends previous French
TV/radio data collected for diarization and tran-
scription evaluation campaigns. This collection
covers a wide range of shows, i.e. TV or radio pro-
grams. Collected between 1998 and 2014 by INA,
who is in charge of the Legal Deposit for national
TV and radio channels, this data is of relatively
high quality (16kHz 16bit).

However, the initial version faces strong issues re-
garding annotations. The data originally collected
has been annotated with dedicated guidelines spe-
cific to each evaluation campaign. Despite a har-
monization effort, the differences in these guide-
lines introduce some heterogeneity problems, espe-
cially regarding speech segmentation and overlaps
(Lebourdais et al., 2022). In addition, the orthog-
raphy of speaker names is not consistent across cor-
pora and shows. Consequently diarization accros
shows, using speaker IDs shared among the differ-
ent shows, cannot be investigated on this corpus,
similarly to most of diarization corpora. Finally,
segmentation is limited to the presence/absence of
speech in the recording. Recent developments in
audio segmentation (Gimeno et al., 2020) suggest
enlarging to other sound events such as noise and
music.

Even though ALLIES corpus has already been pre-
sented for lifelong diarization, the present work
differs in various aspects. While most available
speech databases are designed for ASR, including
some of the original datasets present in ALLIES,

https://lium.univ-lemans.fr/corpus-allies/
https://www.islrn.org/resources/397-116-696-859-2/
https://www.islrn.org/resources/397-116-696-859-2/


Partition Speech (h) Trans. (h) # files
Train 282.90 162.46 546
DiarTest-SeenShows 106.26 0 181
DiarTest-UnseenShows 88.87 5.30 286
FullTest-CleanAnnotations 17.95 10.34 35
total 495.90 178.50 1048

Table 1: ALLIES partitions for segmentation, diarization and transcription.

speaker verification, or diarization, the present
work proposes a unified partition for all these tasks.
Speaker labels have been unified with unique IDs,
thus enabling speaker linkage across the entire col-
lection. This should allow cross-show diarization
in the future. A subset of 35 recordings (files) cov-
ering a wide range of shows including debates, has
been carefully transcribed and segmented in terms
of speech, overlap, noise, and music. This cleaning
process allows evaluation of a wide range of tech-
nologies on the same set of audio and textual data.
This article presents a new release of ALLIES, an
audio and textual speech corpus designed to set
up speaker diarization and speech recognition sys-
tems. The data preparation has been done for
JSALT 2023, and ALLIES corpus was used in
XDiar project to develop interpretable models for
speaker diarization performed on both audio and
textual transcription.

2. Data collection

ALLIES corpus is a French broadcast media cor-
pus that extends previous evaluation campaigns
(Larcher et al., 2016), (Shamsi et al., 2022). It
gathers ESTER1&2 (Galliano et al., 2006) which
includes EPAC (Esteve et al., 2010), REPERE (Gi-
raudel et al., 2012), ETAPE (Gravier et al., 2012)
and new data.

2.1. Content

The entire corpus consists of almost 500 hours of
speech extracted from 1998 to 2020 in 1048 record-
ings (files) with 7188 different speakers. In total, 7
radio stations and 4 TV channels were collected.
Six radio channels namely France Inter, France
Info, Radio France International (RDI), Ra-
dio Télévision Marocaine (RTM), France Culture
and Radio Classique come from ESTER/EPAC
databases (1998-2004). The last one being Africa1
comes from another dataset. Such data mainly
consists of broadcast news, but also debates
(France Inter Le Téléphone sonne, street inter-
views, music (Radio Classique), advertisements
and jingles. BFM and LCP TV channels from the
REPERE database (2012-2014) are multimodal
data with a wide range of difficulties in both audio
and video modalities. These recordings include po-
litical debates, spontaneous speech. ETAPE data

(2010-2011) focuses on real-life TV material from
LCP and TV8 channels, plus radio debates (France
Inter) with various degree of spontaneity and over-
lapping speech with a wide range of background
noises.
Additional data still collected by INA from more
recent episodes of existing shows until 2014 has
been included in ALLIES corpus. Speakers are
identified with their names when possible, and else
with a unique ID related with the following nam-
ing: speaker#4348 This new data have been pre-
cisely manually annotated for overlapping speech
along with the speaker segmentation. In the new
set, speech segments where two speakers are active
were labeled with the IDs of these two speakers,
while segments involving three or more are labeled
with +3.

2.2. Partitions

The initial version of ALLIES addressed lifelong
human-assisted speaker diarization (Shamsi et al.,
2022). Consequently a specific evaluation protocol
has been proposed in the eponymous challenge in
which the train/dev/test sets were set chronolog-
ically into three disjoint parts. In this work, we
propose a new partition for segmentation, diariza-
tion and transcription described in Table 1. This
partition cares about shows, but neither chronol-
ogy, nor original databases from where the data
comes. In the current version, we impose that the
train (+ development) and test sets can be used
for both speaker diarization and transcription.

Train The train set contains the 546 files par-
tially transcribed. Almost 60% comes with a man-
ual transcription. This train set can be used to
train either a French ASR system, or speaker ver-
ification models, or to train or tune some parts of
the diarization system.

FullTest-CleanAnnotations We first designed
carefully the test set in order to reach a high level of
diversity regarding shows, speakers, debates, mu-
sic, and noise. Therefore, we selected 35 files in
which there are debates, interviews, jingles, live
translations, etc. Speech segmentation and tran-
scription – with a special care regarding overlap-
ping speech – of these 35 files have been manu-
ally verified and completed The guidelines are de-
scribed in the next section. This test partition



can be used for ASR, segmentation and diarization
evaluations.

DiarTest-UnseenShows A specific partition
has been designed for diarization on unseen shows.
The shows from this partition differs from the ones
in the train set. This enables to evaluate the
robustness of the segmentation, diarization and
speaker verification on unseen domains : new sce-
narios, new speakers (different presenters and in-
terviewees), new acoustic environment. Files are
partially transcribed, and no manual correction
have been applied to this subset. This partition
can be included in the train set for ASR training
and validation purposes.

DiarTest-SeenShows This partition has been
designed for cross-file diarization. The shows in the
train and this partition are the same. Of course,
many speakers are unseen, i.e. street interviews,
experts that appear only once. None the files of
this subset has been transcribed.

3. Homogenization and annotation

3.1. Human assisted corrections

The agglomeration of corpora required a homog-
enization of annotations. Performance of recent
speaker recognition systems has reached a level
such that many ”errors” of the system often ap-
pear to be instead errors in the initial manual an-
notations (i.e., the reference). In order to cor-
rect the reference (speaker labels only), we per-
form a within file speaker recognition task to com-
pare pairs of speech segments, detect inconsisten-
cies between the system output and the initial an-
notation and manually correct the reference when
needed. The work described in this section is a first
step and other corrections are still ongoing. For
this reason, we only corrected the speaker labeling
without questioning the quality of the segmenta-
tion. For each file, we removed all segments in-
cluding more than one active speaker (overlapped
speech) as well as all segments shorter than 3 sec-
onds according to the reference. For each remain-
ing speech segment, a speaker embedding has been
extracted. All pairs of embeddings which belong to
the same (resp. different) speaker(s) according to
the reference, and which obtained a cosine similar-
ity below 0.3 (resp. above 0.7) were sent for man-
ual verification. Those pairs of speech segments
present a strong mismatch between the reference
and the system output. A total of 7,022 couples
of segments (almost 194 hours of speech, 678 dif-
ferent speakers) from 267 files have been manu-
ally checked. 99% of the pairs which belong to
the same speaker according to the reference but
obtained an automatic score lower than 0.3 hap-
pened to be wrongly labeled and belong to differ-
ent speakers. On the other side, 69% of the pairs

Figure 1: Example of an overlap speech segment
with appropriate transcription.

labeled with different speaker ID in the reference
but with scores above 0.7 actually belonged to a
same speaker. We also found during the process
a number of speaker labeling errors due to a bad
segmentation or to overlapped speech that was la-
beled with a unique speaker ID (a good example of
this case are segments of non-French speakers over-
lapped with the voice of a translator but that have
been labeled with the ID of the original speaker).
The automatic speaker recognition system was
an ECAPA-TDNN network trained with AAM-
Loss (Desplanques et al., 2020) on VoxCeleb1&2
datasets (Nagrani et al., 2020) on top of a large
WavLM pre-trained model. The comparison of
speaker embeddings is performed via cosine sim-
ilarity.

3.2. Segmentation and transcription
annotation of the
FullTest-CleanAnnot set

ALLIES test data have been designed in order to
be able to set up segmentation, speaker diariza-
tion and speech recognition systems. Within the
constraint of having this evaluation set ready for
JSALT 2023, we decided to focus on different tasks
such as speech, noise, music and overlap speech
segmentation, automatic transcription, speaker la-
bels. Further annotations could also be useful
for interpretability such as the emotional states of
the speakers, the linguistic intent, named entities,
etc...
The manual annotation of this subset consists in
1) the addition of the transcription where it was
missing, 2) the correction of existing transcription
and segment boundaries, 3) the addition of miss-
ing overlap speech segments, 4) noise and music
segmentation.
One difficulty regarding overlapping speech is that
the second speaker is likely to take the floor within
a words pronounced by the first speaker. The
guidelines regarding overlapping speech have been
carefully designed in order to satisfy both the tran-



scription (where the words need to be completely
written) and get a correct segmentation. There-
fore we decided to duplicate the word in two speech
segments and to precise the part of the word pro-
nounced in each segment as shown on the example
Figure 1.
All annotations have been done with Transcriber.
Steps 1 to 3 were realized in a single phase, while
music and noise segmentation have been done af-
terwards. It is worth noting that the selected 35
files contain a high proportion of debates and polit-
ical interviews, therefore overlapping speech occurs
frequently which significantly increase the annota-
tion time.

4. Characteristics of the corpus

ALLIES data contains 1048 audio files, each corre-
sponding to a single show at a specific date. Each
audio file has its corresponding transcription file
in TRS format, whether a manual or automatic
transcription has been realized or not. RTTM files
have been generated from these transcription files
for segmentation based evaluation. Different char-
acteristics of the corpus are summarized in Table 4.
The relative number of different shows highly dif-
fers between the DiarTest and the FullTest parti-
tions. This result comes from the choice of having a
diverse representative selection of shows in the full
test partition. The average number of speaker per
file is slightly lower in the Train and Full Test par-
titions. The Train partition contains many broad-
cast news with only one single presenter especially
from radio channels. We can also notice that the
number of unnamed speakers is relatively low in
the FullTest set, because the manual correction of
speaker names allows to name unidentified speak-
ers.
The overlap proportion (in duration) fluctuates
widely between broadcast news with little to no
interaction and debates with around 10% of over-
laps.

5. Tasks and Evaluation

Existing corpora for speech processing generally
address only a single task such as diarization,
sound event detection, or speech recognition. The
goal of this section is to provide a benchmark which
shows the high potential of ALLIES in addressing
several tasks in speech processing with the same
data in French. We provide the baseline results
regarding several standard speech processing tasks
on the FullTest-CleanAnnotation set.

5.1. Speech segmentation

We first target a voice activity detection (VAD).
The addition of the presence of music and noise at
the frame level is also investigated. We then face
a multi-class (speech, overlap, music, and noise)

problem that we address with two different ap-
proaches : a multilabel segmentation (all labels can
occur simultaneously), and a 3-classes speech and
overlap (one single label at a frame). Performances
are given in terms of F-score.

The multiclass system (3cl) is composed of a
WavLM large as a feature extractor and a TCN
for the classification using the same architecture
as (Lebourdais et al., 2024). This system has been
trained on the train partition of ALLIES. The mul-
tilabel system (ml) uses an architecture similar to
the multiclass, but with 4 outputs instead of 3,
each one using a separated cross-entropy loss. This
type of architecture allows predicting the presence
of multiple classes simultaneously. To get samples
from all the classes, this system has been trained
on DIHARDIII (Ryant et al., 2021), AragonRa-
dio (Ortega et al., 2012), OpenBMAT (Meléndez-
Catalán et al., 2019), and ALLIES.

To increase the proportion of music, noise, and
overlap in the training data, two augmentation
methods are used. The first takes music and noise
segments from other corpora (MUSAN (Snyder
et al., 2015), and a proprietary noise dataset), and
adds them to existing segments in the training
data. The second method is to generate the train-
ing segments by summing two randomly selected
original segments from the training set. This way
we increase the proportion of the examples with
noise, music, and overlap without using any addi-
tional data source.

Table 3 presents the results obtained on the dif-
ferent test partitions of ALLIES for both 3-classes
(3cl) and multilabel (ml) systems. All metrics are
calculated at the time level following standard eval-
uation challenges in speech diarization. The noise
class is undergoing an annotation process and thus
has not been evaluated yet. The performances in
voice activity detection (speech/non speech) are
similar between both multi-class and multi-label
systems. The overlapped speech and music detec-
tion results obtained with the multi-label model
are not as good as expected, probably because
there is a domain mismatch between training and
testing. As there is not enough annotated mu-
sic data in ALLIES Train, the music information
comes from other training data. The overlap in-
formation was also extracted in majority from an-
other corpus, thus preventing good results on these
tasks.

5.2. Speaker diarization

For the diarization experiments, we opted for
two commonly used clustering-based diarization
approaches: Agglomerative Hierarchical Cluster-
ing (AHC) and VBHMM xvector-based diariza-
tion (VBx) (Landini et al., 2022). We use an



Partition Train DiarTest- DiarTest- FullTest-
SeenShows UnseenShows CleanAnnot

# files 546 181 286 35
# different shows 23 4 8 12
# speakers 4065 1489 2020 299
# named spks 2308 1011 1272 231
% of unseen spks from the train na 87 85 64
avg. nb of spk per file 9.46 14.28 14.17 9.97
avg. nb of unnamed spk per file 3.22 2.61 2.56 1.94
% overlap 6.45 8.06 4.46 6.73

Table 2: ALLIES characteristics.

Model FullTest DiarTest DiarTest
Seen Unseen

Speech-3cl .978 .987 .983
Overlap-3cl .647 .782 .689
Speech-ml .988 .986 .982
Overlap-ml .687 .652 .538
Music-ml .384 NA NA
Noise-ml .355 NA NA

Table 3: Segmentation results (F1-score %) on the
3 test partitions of ALLIES.

open source implementation of VBx3, which in-
cludes pre-trained ResNet101 embedding extractor
(trained on VoxCeleb 1&2), AHC (since the re-
sult of AHC is used as the initialization for VBx),
and VBx itself. The authors of the implementation
provide recipes for several datasets; in our experi-
ments, we use the same pre-trained models and hy-
perparameter settings as in the DIHARD2 recipe.
The only difference is that we modify the thresh-
old for AHC when it is used by itself and not as an
initialization for VBHMM clustering. The reason
is that, in the original recipe, the AHC threshold
is set to overestimate the number of speakers and
let VBx drop the unnecessary ones later. While in
our experiments, we are interested to see the per-
formance of AHC alone. The threshold in this case
was set to 0.

Table 4 shows the results achieved with the de-
scribed diarization approaches on several ALLIES
conditions. The performance is reported in terms
of Diarization Error Rate (DER) computed with
dscore4 tool, collar was set to 0. Both of the se-
lected diarization methods are unable to deal with
overlapped speech (in the best-case scenario, they
can assign one of the speakers correctly). However,
when presenting the results, the overlapped speech
regions are not excluded from the evaluation. For
both AHC and VBx, we show the results with the

3https://github.com/BUTSpeechFIT/VBx
4https://github.com/nryant/dscore

”oracle“ VAD labels as well as with the automatic
VAD presented above in Section 5.1.
Notice that in our baseline diarization experiments,
we did not utilize the training set of ALLIES. The
reason is that we wanted to provide the results
of easily-available and easily reproducible systems
while training a diarization system from scratch
would not satisfy these criteria.
From the results, we can conclude that VBx is com-
petitive towards a simple AHC. The performances
on the DiarTest-SeenShows set are the lowest. An
hypothesis for this result is that this set contains
a high proportion of overlap speech which is not
tackle by the evaluated systems. So far, the di-
arization results are good even on the FullTest for
which the selected shows contain debates with a
high number of speakers.

Model FullTest DiarTestDiarTest
Seen Unseen

Oracle VAD + AHC 14.23 19.94 16.41
Pred. VAD + AHC 19.46 22.19 18.75
Oracle VAD + VBx 8.45 14.54 13.91
Pred. VAD + VBx 13.73 18.39 16.46

Table 4: Diarization results (DER %) on ALLIES
data.

5.3. Speech Recognition and Speaker
Change Detection

As regards the Automatic Speech Recognition
(ASR) experiments, we explored an encoder-
decoder architecture, where the encoder trans-
forms the speech feature sequence into hidden rep-
resentations and the decoder generates an output
sequence. We used SpeechBrain toolkit (Ravanelli
et al., 2021) which supports sequence-to-sequence
ASR models including recurrent and transformer
structures and joint CTC-attention training. In
order to increase the number of transcribed data
to train the model, a new partitions were designed
for ASR. The Train and DiarTest-UnseenShows
sets presented in Section 2.2 are merged and re-

https://github.com/BUTSpeechFIT/VBx
https://github.com/nryant/dscore


split into a training and development sets as de-
scribed in Table 5 which preserves the FullTest-
CleanAnnot subset as the same test split as the
one used in other tasks.

Set Trans.
(h)

# files # seg

Train 157.16 533 120313
Dev 4.59 13 3988
FullTest 10.34 35 8279

Table 5: ALLIES partitions for ASR experiments

We kept only segments of a duration higher than
1 second to train our ASR systems. The results
of the ASR systems are reported in terms of Word
Error Rates (WER) in Table 6. The first row of
the table corresponds to the WER obtained on dev
and test sets. The baseline ASR systems achieve
good recognition results with a WER of 14.83 and
14.99 on the dev and test set respectively.

Model Dev FullTest
Baseline ASR 14.83 14.99
SC-ASR 14.77 15.07

Table 6: Transcription results for the baseline ASR
(WER %) and the Speaker Change ASR (WER
including the # token) on ALLIES data.

As part of this work, we also trained a Speaker
Change aware ASR system (SC-ASR row in ta-
ble 6). Unlike conventional ASR training process,
our SC-ASR system is trained using speech seg-
ments from more than one speaker. In fact, we
pre-processed the data in such a way that all the
consecutive segments (start time of segment n + 1
equal to end time of segment n) from two different
speakers are merged into one segment. This pro-
cess led to merging 10% of the training data. As
shown in figure 2, we also added a special token
(#)in order to denote the speaker change position
in the corresponding transcription. The SC-ASR
system was trained with this special token to indi-
cate the two-speakers segments and the word po-
sition of change.

Figure 2: Example of consecutive segments merged
to train an SC-ASR system.

As regards the evaluation of the SC-ASR system,

we used WER to evaluate the transcription quality
with this training configuration. This new WER
includes the special token # as a word. As we can
see, the transcription quality is almost the same as
with the baseline ASR, while we have added some
tokens.

In addition, we also evaluated the speaker change
detection using the purity and the F1-score metrics
at the time level.

F1-score is also calculated at the segment level and
measure the ability of the SC-ASR model to pre-
dict the speaker change for two-speakers segments.
A true positive meaning that the speaker change
present in the reference has been predicted in the
transcription eventually on the wrong position. To
evaluate the position of the speaker change token
we also include the purity, defined as the intersec-
tion (number of common frames) between reference
and predicted speaker intervals. This metric is cal-
culated at the time level and measures the capacity
of the SC-ASR model to correctly identify the two
speakers segments.

purity prec. rec. F1 support
Dev 0.86 0.92 0.91 0.91 545
FullTest 0.87 0.93 0.84 0.88 1189

Table 7: Time-based evaluation of Speaker Change
detection on ALLIES data : purity, precision, re-
call and F1 . Support is the number of 2-speakers
segments per set.

As we can see from Table 7, the Speaker-Change
aware ASR system is able to detect the presence of
a speaker change in a given segment with a preci-
sion of 86% and 87% on Dev and FullTest respec-
tively. This is also reflected by the high precision
and recall of detecting a speaker change at the seg-
ment level.

6. Conclusion

This article presents ALLIES corpus along with
protocols. ALLIES is a French meta-corpus of al-
most 500 hours of speech and 1048 files. In ad-
dition to the Train set, 3 Test sets have been de-
signed to evaluate segmentation tasks. A first con-
tribution is the homogenization of speaker names
in the whole corpus and the complete segmenta-
tion and transcription work done on the FullTest
partition regarding overlap, music, noise, speakers,
segmentation and transcription. This corpus will
be included in ELRA catalogue in 2024. As part
of the work done during JSALT 2023, this arti-
cle also provides as a second contribution, several
baseline results for speech segmentation, speaker
diarization, speech recognition and speaker change
detection from the transcription.
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