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Background MNREAD rules

Methods

Results

Objective
Using the MNREAD as a proof-of-concept, we propose a new automated 

method to generate highly constrained short sentences, following the strict 
rules of MNREAD and applicable to different languages.

Mansfield JS, Atilgan N, Lewis AM, Legge GE. Extending the MNREAD sentence 
corpus: Computer-generated sentences for measuring visual performance in 
reading. Vision Res. 2019 May;158:11-18.

Conclusions

• Measuring reading performance using reading charts requires 
highly standardized reading material.

• Such material is hard to produce and most charts are limited 
by their relatively small number of texts or sentences. 

MNREAD 
acuity chart

- Meaningful 
- Congruent

Semantic

Lexicon
Syntax

- Declarative 
- Simple structure 
- No punctuation

Length  - 60 characters 
- 9 to 15 words

 - Three lines  
- Proportional font 

- Left-right justification 
- Strict inter-word spacing

Display
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MNREAD Acuity Chart CARD 5

M size logMAR
at 40cm

Snellen
at 40cm

We all smiled when
she finally sat down
and closed her eyes

4.0 20/200 1.0

She could not sleep
after the wind blew
the front door open

3.2 20/160 0.9

I like to read books
with my teddy bear
before going to bed

2.5 20/130 0.8

There are four stop
signs on the way to
the big stone house

2.0 20/100 0.7

The teacher told us
that we should read
six books this week

1.6 20/80 0.6

It is raining outside
and we cannot find
my younger brother

1.3 20/63 0.5

He was so sick that
my dad had to pick
him up at the office

1.0 20/50 0.4

You should not ride
your bike down the
middle of the street

0.8 20/40 0.3

He counted the cars
as they drove under
the new city bridge0.6 20/32 0.2

I hope that you will
be able to go to the
movies without me0.5 20/25 0.1

I must always clean
my room before the
football game starts0.4 20/20 0.0

Our whole class got
to take a bus ride to
the swimming pool0.32 20/16 −0.1

We drove in our car
for most of the day
to find my lost dog0.25 20/13 −0.2

The notice said that
the park was closed
for the whole week0.20 20/10 −0.3

In the end everyone
thought that he had
made the best cakes0.16 20/8.0 −0.4

Sometimes it is fun
to ride your bicycle
down to the market0.13 20/6.3 −0.5
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English 
95 sentences

    5 sets

ÉCHELLE D’ACUITÉ MNREAD™  1

à 40 cm
Notation M logMAR

Mon chat aime bien
se promener la nuit
près de la boucherie

1.04.0

La neige tombe tout
doucement en cette
nuit de réjouissance

0.93.2

J’ai bien hâte d’aller
dîner chez mon ami
dimanche prochain

0.82.5

La nouvelle adresse
de la compagnie est
sur mon cahier noir

0.72.0

Le petit garçon des
voisins aime suivre
des cours de karaté

0.61.6

Elles ne sont jamais
venues chercher les
dessins de ma mère

0.51.3

Il faut vraiment que
je m’occupe de mon
appartement ce soir

0.41.0

La nouvelle voisine
possède un superbe
chien beige et blanc 0.30.8

Le fromage blanc et
les framboises sont
sur le grand meuble 0.20.6

Les cinq chats de la
voisine sont montés
dans un gros chêne 0.10.5

Les enfants de mon
professeur sont des
athlètes très connus 0.00.4

Le jardin botanique
aura une collection
de papillons jaunes – 0.10.32

Le mariage de mon
cousin avait lieu sur
un très beau bateau – 0.20.25

J’aime lorsque mon
enfant joue avec ses
cousins et cousines – 0.30.20

Ma soeur va bientôt
acheter une voiture
de couleur argentée – 0.40.16

Le dessert favori de
mon jeune frère est
la mousse aux noix – 0.50.13
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French 
38 sentences

    2 sets

How to generate a large number of standardized sentences?

1 - Naïve method: search for MNREAD-like sentences in a corpus

2,300 10,000,000 
sentences

2 - Ad-hoc method, based on hand-defined templates 
(Mansfield et al., 2019)

• Semi-automatic method 
• Must generate 8,000 sentences to get 1 match
• Non applicable to Latin languages (e.g., French)C
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Normally sighted subject read French sentences at fixed print size (1.2 logMAR at 40 cm)

Step 1 : Corpus

The sky is blue.

She is not here.

My friend is sad.

Step 2: Set of n-grams

sky is

My friend friend is is sad.

She is is not

The sky is blue.

not here.

Une hache reposait 
près de lui et de ne 
pas jouer aux héros  
a

She hesitated at the 
door to the back of 
her nose and mouth 
and 

Score 
189

Score

241

Ses parents ne sont 
pas au courant de la 
maladie de sa mère 
and

No one will be able 
to get in and out of 
the room right now 
and 

Score 

12

Score

7

• GPT-2 was used to assign a perplexity score (PPL) to each sentence. 

• The lower the score, the most “natural” the sentence.

Good score (Low PPL) 

Bad score (high PPL) 

Experiment 1   
• N = 14

• Mean age = 33±14 

• VR headset 

•         +        +38 30 30

Experiment 2  
• N = 24

• Mean age = 40±14

• Computer screen

•         +        +38 30 30

Experiment 3 
• N = 12 
• Mean age = 24±6

• Computer screen + eye tracker
•         +          +38 100 100

Lexicon

3 - Trending method… ask chatGPT

Semantic Syntax DisplayLexicon Length
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• Each MNREAD rule is modeled using a Multi-valued Decision Diagram (MDD).

• The intersection of all diagrams results in MNREAD-like sentences      7,000 in 72 sec.

MNREAD if it complies with all the rules previously stated,
makes sense and finally, resembles the official sentences.

2.2 Multi-Valued Decision Diagram
MDDs are a generalization of binary decision diagrams
(BDDs) [Akers, 1978]. MDDs have already been success-
fully used in many other problems, such as the generation of
music [Roy et al., 2016] or poems [Perez and Régin, 2017].
MDDs are usually a background data structure in CP solver
initially introduced for table constraints [Cheng and Yap,
2010; Lecoutre, 2011] and are sufficiently generic to com-
pute and store almost any constraint [Wang and Yap, 2022;
Gentzel et al., 2022; Verhaeghe et al., 2019; Verhaeghe et
al., 2018]. Other uses of MDDs for optimization prob-
lems can be found in [Bergman et al., 2016; Perez, 2017;
Gillard and Schaus, 2022; Rudich et al., 2022; van Hoeve,
2022].
They are data structures for computing and storing solu-

tions (tuples) of a problem using a directed acyclic graph
(DAG). MDDs allow representing a large number of solutions
in a compressed structure.
Using MDDs in our context offers three main advantages:

(i) MDD is a straightforward extension and an efficient way
of compactly representing a corpus (i.e., the succession of
words/n-grams of a text). (ii) MDD is a very powerful mod-
eling tool. (iii) It allows the computation of an exhaustive set
of solutions without performing a search.
In this paper, we consider deterministic reduced ordered

MDDs [Amilhastre et al., 2014]. MDDs are structured in lay-
ers where each layer represents an ordered variableXi. There
are two particular nodes in the MDD: the root (root) and the
true terminal node (tt). Each path between the node root
and tt forms a label tuple corresponding to an assignment
of the variables associated with each layer. More precisely,
the label wak of the arc ak for the variable Xi means that
the variableXi is assigned to wak , and a path p = (a1, a2, a3,
. . ., ar) corresponds to the global assignment (wa1 , wa2 , wa3 ,
. . ., war ) of the variables (i.e. an r-uplet, or a in our context
a sentence of r words).

3 Our Approach
First, we define our input data (i.e., an n-grams set). Then,
we explain how to efficiently manipulate these n-grams using
MDDtrie, a specific MDD. Next, we describe how to compile
the final MDDMNREAD thanks to the MDDTrie to obtain
the solution sets (i.e., the generated sentences). Finally, we
explain how we use an LM to sort sentences.

3.1 Definition of the Input
Let us consider a set of n-grams, extracted from sentences
gathered in a corpus (a set of books). The specificity of our
application is that we will ignore a certain number of sen-
tences (and therefore of n-grams) in order to integrate the
R0 grammatical rules from the beginning (e.g., interrogative
sentences will be ignored, in order not to add n-grams cor-
responding to interrogative turns of phrases which are not
accepted as MNREAD sentences). Finally, thanks to the
part-of-speech tagging feature of treetagger library [Schmid,

2013], we filter out any n-gram that does not fit the lexi-
cal rule (R1) and also punctuations (e.g., ellipsis, colon, and
semicolon and inverted commas). In addition, we differenti-
ate between three types of n-grams: initial n-grams (starting a
sentence), middle n-grams, and final n-grams (ending a sen-
tence). In this way, depending on the position of the word
in the sentence we are trying to assign, some n-grams are al-
lowed and others are not. We explain in the following sections
how to recombine them while satisfying constraints.

3.2 Defining MDDs Associated With Constraints
MDDtrie: the MDD of the Succession Constraint
The goal of MDDtrie is to define a succession rule between
words. To store and reTRIEve our n-grams and their suc-
cessors efficiently, MDDtrie contains all n-grams of a fixed
length. In order to build it, we insert all n-grams as paths
(i.e., solutions) and apply the reduction operator (i.e., pRe-
duce, [Perez and Régin, 2015]). As a result of MDD proper-
ties, each n-gram that shares the same prefix of words shares
the same prefix path from root to tt.
Given that we can link two n-grams if the n ´ 1 last

words of the first n-gram are the n ´ 1 first words of the
second n-gram, finding all words successors of an n-gram
w1w2w3...wn is equivalent to searching in MDDtrie the list
of labels of outgoing arcs of the node that can be reached from
the root with the subpath pw2, w3, ..., wnq (i.e., the suffix of
size n´ 1).
MDDtrie is a different way of defining a gliding constraint

with an MDD (see for instance [Jung and Régin, 2022] in the
case of the sequence constraint ).
An example of the use of MDDtrie is illustrated in a sim-

plified case in Fig. 2.

root

cat white He The A

loves cat loves white black red

tt

milk loves you cat car apple

Figure 2: Example of MDDtrie storing 3-grams (successions of 3
words): ”The black cat”; ”A red apple”... Any path from the root
to tt is a valid n-gram. To find the successors of the n-gram ”The
white cat”, more precisely the following potential words, we start
from root a walk along the arcs that contains the labels of the two
last arc, i.e., ”white” and ”cat”. In that case, one outgoing arc from
the node can be reached with ”white cat”. Thus, the successor of
”The white cat” is ”loves” (in green).

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

1895

Syntax

Lexicon

U U

Display
11

3

8

root

16

apple

black,5

He

white,5

The,3A

youcar

loves

loves,5

red

cat,3cat,3

8

Corpus

(n-gram)

Multi-
valued 

Decision 
Diagrams

(MDD)Length

U

Semantic

2- Scoring the sentences

3- Validating the sentences

Step 3: Recombination

is not

not here.

is sad. is blue.

friend is

My friend

• Our method provides valid standardized sentences that follow the 
MNREAD rules and yield similar performance, at least in French. 


• This method is flexible and allows to customise the rules easily. 

• This method is applicable to other languages and remains to be 

validated in English, Spanish, Italian, etc.

1- Creating the sentences

Generated sentences
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