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When powerful artificial intelligence backfires 

 

ABSTRACT  

Despite recent advancements in artificial intelligence (AI) in hospitality, little is known 

about its unintended consequences on consumers’ privacy concerns. Through an 

empirical package combining qualitative and quantitative evidence, this research reveals 

that framing AI as “powerful” enhances privacy concerns (Studies 1–5) by reducing AI-

control over data (Study 3). Notably, such effects are reduced in consumer-human agent 

interactions and increased in consumer-AI ones (Study 4). Finally, interventions 

providing privacy guarantees can reduce privacy concerns stemming from powerful 

artificial agents and enhance willingness to disclose data (Study 5). Our findings 

highlight the unique issues arising from human-AI interactions when using powerful AI 

and their influence on consumers’ privacy concerns and provide practical implications 

for hospitality managers. 

 

Keywords: Artificial intelligence, AI-control, human-AI interactions, power, privacy 

concerns, hospitality 
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1. Introduction  

Artificial intelligence (AI) is revolutionizing and reshaping the hospitality 

landscape (Kim et al., 2021; Pentina et al., 2023). For instance, almost a third of U.S. 

travelers (32%) are likely to use ChatGPT to plan a trip (Forbes, 2023). Additionally, 

70% of customers who receive personalized hotel booking recommendations express 

higher satisfaction and loyalty (DataArt, 2023). Indeed, the rise of AI technologies has 

massively reduced consumers’ efforts and provided them with a wide range of choices, 

from travel-planning tools (Kaul, 2022) to personalized concierges (e.g., ConciergeBot) 

or AI recommendations, empowering consumers to make more informed decisions (Liu, 

Zhang, & Yao, 2021; Luo & Zhong, 2015).  

While AI brings countless advantages to hospitality establishments (Zhang, 

Chen, & Li, 2019; Knani, Echchakoui, & Ladhari, 2022), such as using AI algorithms in 

automated concierges or chatbots (Kim, Erdem, & Kim, 2023; Liyanaarachchi, Viglia, 

& Kurtaliqi, 2023), modern AI systems can influence consumers in ways that may 

contradict their values or preferences (Bleier et al., 2020). Consequently, 70% of 

consumers have little to no trust in companies using AI. Additionally, nearly 80% 

foresee that using AI may make them less comfortable with sharing their personal 

information (Pew Research Center, 2023). Modern AI systems could thus make 

consumers feel manipulated or misled (Veale, 2023), and the possibility of data leaks or 

improper usage of consumers’ data (Fast & Jago, 2020) could enhance their privacy 

concerns.  

Throughout consumers’ journeys, every interaction decision—such as searching 

for hotels or flights or making bookings—involves some form of AI assistance 

(Melzner, Bonezzi, & Meyvis, 2023). While the information they provide is valuable 

for companies (Puntoni et al., 2021) it also raises privacy concerns (e.g., Cai, Wang, & 
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Sun, 2024; Hu & Min, 2023).  However, the factors influencing these privacy concerns 

towards AI remain unclear. 

Given this complex context, our research provides a more nuanced 

understanding of the unintended consequences of AI adoption in the hospitality 

industry. Specifically, we examine individuals' risks perceptions of AI in terms of AI 

power: high (vs. limited). We suggest that empowering AI might harm consumers’ 

privacy concerns by reducing their perceived sense of control over their data. We define 

“powerful AI” as a system characterized by complex algorithms and advanced problem-

solving capabilities and handles tasks beyond human capacity, like personalized 

recommendations and facial recognition. In contrast, traditional (or limited) AI, with 

entry-level capabilities, focuses on less resource-intensive tasks such as smart lighting 

and staff management.  

By doing so, this paper adds to recent studies on the unintended consequences of 

AI (Du & Xie, 2021). Despite growing studies on privacy concerns and AI (Cai et al., 

2022), this literature has provided little evidence on AI-power. Furthermore, the 

literature provides mixed evidence on privacy concerns. While some studies suggest 

that privacy concerns are shaped by human-like characteristics (Hu & Min, 2023; Xie & 

Lei, 2022). Others suggest consumers are willing to disclose sensitive data with AI (vs. 

human) (Kim et al., 2021). We resolve mixed findings by demonstrating that privacy 

concerns are heightened when interacting with powerful AI compared to human 

counterparts. This study also highlights that the likelihood of information disclosure 

varies depending on who the consumers interact with, i.e., an AI agent compared to a 

human representative. Unlike previous findings (Kim et al., 2022), our research 

indicates that when consumers interact with powerful AI, their privacy concerns are 
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more pronounced than in human-to-human interactions, emphasizing the unique threat 

posed by power dynamics in human-AI interactions. 

Privacy literature has highlighted the impact of privacy concerns on consumer 

behavior, including data disclosure (Miltgen, 2009). However, the privacy paradox 

paradigm makes unclear the relationship between privacy risks and subsequent data 

disclosure or behavioral intentions (Miltgen et al., 2016). To further explore the 

influence of AI characteristics and interactions on consumer behavior, we focus on  

privacy concerns as our primary dependent variable. Given its role as a driver of 

behavior and acknowledging its complex and sometimes indirect effects on consumer 

behavior, examining consumer perception at this exploratory stage better serves our 

immediate purpose. This research also contributes to the hospitality literature by 

examining the unique issues that arise from human-AI interactions and their potentially 

detrimental effects on consumers’ privacy experiences in hospitality settings. This 

research thus contributes to a better understanding of AI for hospitality managers. In the 

hospitality context, addressing privacy concerns may indeed not only enhance trust 

among hotel guests (Moon et al., 2022) but also significantly boost positive word-of-

mouth (WOM) and intentions to revisit (Wei et al., 2017).  

2. Theoretical Framework and Hypotheses  

2.1 Consumers and Artificial Intelligence in Hospitality  

Artificial Intelligence (AI) refers to the capacity to combine perception, 

reasoning, learning, and actuation by an autonomous non-biological system replicating 

or exceeding human abilities (Belk, Belanche, & Flavián, 2023). Machines empower 

consumers by performing “intelligent” tasks, such as worldwide searches in 

milliseconds and sophisticated translation, thus offering highly customized services 

(Gratch & Fast, 2022). 
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In the hospitality context, AI facilitates a range of interactions, such as 

personalized assistance and recommendations (e.g., Yang, Zhang, & Feng, 2023; Hu, 

Lu, & Wang, 2022). Recent research on AI-human interaction (e.g., Pentina et al., 2023) 

has examined key areas, such as emotions (Pantano & Scarpi, 2022), attributions 

(Yalcin et al., 2022), and the effect of AI anthropomorphism (Belanche et al., 2021; Liu, 

Yi, & Wan, 2022). For example, Lin and Mattila (2021) indicated that socio-emotional 

and relational needs are critical factors driving robot acceptance and adoption. The 

anthropomorphism of robots also increases the acceptance of AI in hospitality (Pelau, 

Dabija, & Ene, 2021). Personalizing and naming robots may also contribute to a more 

favorable customer evaluation (Mariani & Borghi, 2021). Other research further 

explored how AI characteristics affect consumers’ reactions (Belanche et al., 2021; 

Kull, Romero, & Monahan, 2021). For instance, in hotels, warm robots are favored in 

the hedonic-dominant service context, whereas competent robots are preferred in the 

utilitarian-dominant service context (Liu, Yi, & Wan, 2021). Hospitality research also 

explored the role of generative AI in hospitality and showed how creating personalized 

marketing content improves booking experiences (Dogru et al., 2023).  

2.2 Artificial Intelligence and privacy concerns in Hospitality  

Advancements in information technologies have increased concerns about 

individuals’ privacy (Liyanaarachchi et al., 2023). The term “privacy concerns” refers 

to perceptions of potential negative consequences associated with personal information 

(Baruh, Secinti, & Cemalcilar, 2017) and to individuals’ beliefs about the risks and 

potential negative consequences associated with sharing personal information (Cho, 

Lee, & Chung, 2010). It also refers to individuals subjectively perceiving privacy 

situations in various contexts, such as the illegal collection, monitoring, acquisition, 

transmission, and storage of private information (Martin et al., 2017). These consumers’ 
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concerns influence their reactions, including trusting beliefs and intentions to disclose 

information (Bansal, Zahedi, & Gefen, 2016). 

Recent research suggests that privacy concerns towards AI have mainly focused 

on factors such as service robots (Song et al., 2023) or AI characteristics, such as 

anthropomorphism (Cai et al., 2022; Hu & Min, 2023). In this paper, instead of 

examining factors beyond those associated with AI features, such as human-like 

characteristics, we shift our focus to how AI power shapes privacy concerns.  

2.3 Artificial Intelligence and Power  

We refer to powerful AI as systems that are often characterized by higher levels 

of complexity and sophistication in terms of algorithms, models, and problem-solving 

capabilities, enabling them to handle complex tasks and provide sophisticated analyses 

(Davenport, 2018) that humans are unable to handle (Belk et al., 2023). Examples of 

powerful AI systems include personalized recommendation systems, voice-activated 

room controls, facial recognition for check-in, and robotic services (Boo & Chua,2022). 

Conversely, limited AI refers to systems with entry-level or limited capabilities, 

characterized by limited computational resources, and designed for basic or less 

resource-intensive tasks, such as smart lighting solutions, efficient staff management, 

and automated check-in and check-out.  

In the age of AI, consumer data has become highly valuable (e.g., Lee & 

Cranage, 2011), particularly in the hospitality context (Song et al., 2023). Hence, we 

suggest that power AI comes to light through the loss of control from consumers over 

their data, making them feel disempowered (Campbell & Miller 2011; Cooper & 

Maxwell 1995) or vulnerable (e.g., Morgan, Schuler, & Stoltman, 1995).  
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The extant literature on the psychology of power (e.g., Labrecque et al., 2013) 

refers to power as a social construct that emerges from asymmetric control over valued 

resources in relations and typically involves a comparison or interaction between two or 

more parties (Lammers, Stoker, & Stapel, 2009). Power shapes consumer behavior and 

activities in various ways. Particularly, in the digital world, consumers have the power 

to manage and control their online identities by adjusting their privacy preferences and 

controlling what type of information they are willing to share with firms (Tucker, 

2014).While the impact of power on consumer behavior is well-documented (Fiske, 

2010; Lammers et al., 2009), we still do not clearly understand how AI power 

characteristics could affect consumers’  privacy concerns, especially in the hospitality 

sector. We suggest that powerful AI could lead consumers to anticipate possible 

personal data misuse. Consequently, when interacting with powerful AI, such as facial 

recognition systems, we anticipate heightened privacy concerns compared to limited AI 

systems. 

H1. Powerful (vs. limited) AI systems trigger higher (lower) privacy concerns. 

2.4 Power and AI-Control in Human-AI Interactions 

Control is a psychological concept that captures individuals’ belief in control 

over events or environments (Cloarec, 2022; Rotter, 1966). We define AI-control as 

individuals’ perceptions that AI-systems creates a sense of control on their personal 

information, which is similar to the sense of control that which an individual feels when 

a system allows them to control the use of their personal information through privacy 

settings (e.g., Hajli & Lin, 2016).  

Individuals are likely to have lower privacy concerns when they have some 

control over their data (Sheehan & Hoy, 2000). This effect is obvious in social network 



9 
 

sites which reduce people’s control over their personal information, which often raises 

their privacy concerns (Hajli & Lin, 2016; Tucker, 2014); however, this effect is 

lessened when users are offered more control over their personal information through 

enhanced regulation (Tucker, 2014) or more protective privacy settings (Baruh et al., 

2017).  

Extending prior research, we anticipate that highly powered AI will cause 

consumers to face a lack of control over their data (e.g., Fast & Schroeder, 2020). Since 

AI often relies on large datasets to make predictions (Mariani et al., 2022), the use of 

personal data by those AI systems might raise the feeling that information is being used 

in ways consumers cannot control or fully understand, leading to a sense of diminished 

control over their data. Prior research on technology autonomy and power suggests that 

when websites or mobile apps make decisions on behalf of users, it potentially reduces 

their autonomy and freedom of choice (Hu & Wise, 2021). Such perceptions are 

typically reduced when users have control over their personal information (e.g., Martin 

et al., 2017; Tucker, 2014) 

As AI uses consumer data and data is a resource that matters to consumers, 

powerful AI may increase consumers’ privacy concerns (Kopalle et al., 2021) and their 

fear when interacting with such AI systems. Prior hospitality and marketing research 

has mainly focused on the trade-offs between disclosing data (Kim et al., 2019; 

Tussyadiah, 2020; Zhou, Lu, & Ding, 2020) and consumers’ desire to protect their 

privacy (Acquisti, Taylor, & Wagman, 2016), disregarding how AI power can affect 

consumers’ privacy concerns. If, for example, a hotel was utilizing AI algorithms to 

analyze guest preferences and behavior and recommend personalized room amenities, 

such as room temperature, lighting, and entertainment options, we predict such AI 

systems could make some consumers uncomfortable because such use of their 
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preferences without their explicit consent could be experienced as a loss of control over 

their data which could then raise their privacy concerns. With AI collecting and 

analyzing extensive data, consumers may feel they are losing control over their data, 

which is associated with a risk that their data is over-used or even misused by 

algorithms, consequently raising privacy issues. For instance, highly personalized ads 

may lead consumers to believe AI enhances hospitality companies’ control over their 

data, fostering concerns about extensive tracking of their preferences and behavior 

without explicit consent. As a consequence, 

H2. AI-control mediates the relationship between power AI systems and privacy 

concerns. 

Overview of Studies 

We test the unintended consequences of powerful (vs. limited) AI on consumers’ 

privacy concerns through the mediating effect of AI-control over their personal 

information. We expect that in AI-human interaction in hospitality, privacy concerns are 

salient because AI relies on large amounts of data to make predictions or decisions 

about the tourists (Longoni et al., 2019), and this could be associated with unethical 

issues such as unauthorized access, misuse of data, or data breaches (Knani et al., 2022). 

We rely on a set of studies to test our predictions, using different manipulations and 

samples to increase the robustness of our results (Francis, 2012).  

Study 1 provides initial evidence of how human-AI interactions enhance 

consumers’ privacy concerns over the use of their data. Studies 2 and 3 provide further 

evidence by testing the main effect of powerful (vs. limited) AI on privacy concerns and 

the underlying mediating effect of AI-control. Importantly, Study 4 provides an 

important boundary condition for the AI power effects to hold:  privacy concerns are 
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high when powerful (vs. limited) AI performs data collection tasks but are mitigated 

when human agents process the data instead. Finally, Study 5 shows that highly 

powerful AI is less of a liability when AI tools are explicitly portrayed as giving high 

data control, compared to when no such control is described.  

Study 1: Focus group on hotel guests’ perception of AI. 

Fourteen hotel guests discussed their AI concerns during a focus group conducted 

in Louisiana, United States. Referrals were used to enlist pertinent participants (i.e., 

hotel guests who have visited at least one hotel in the previous year) (Aiello et al., 

2020).  We employed a stratified sampling technique, targeting individuals who had 

visited at least one hotel in the calendar year. Our participant selection guidelines aimed 

to encompass adults of diverse ages, educational backgrounds, occupations, and life 

experiences. Moreover, participants were required to possess familiarity with AI and 

prior interactions with AI within the hospitality context. The initials of participants are 

provided at the end of each quote.  

The session was converted into a word processing program to enable NVivo 

content analysis (Bazeley & Jackson, 2013). Interrater reliability was achieved through 

the independent reading, analysis, and comparison of the transcripts. The transcripts 

were independently read, analyzed, and compared, leading to interrater reliability 

measured with Cohen’s kappa coefficient (0.81). Using a categorizing method proposed 

by Brocato, Voorhees, and Baker (2012), items that showed comparable qualities were 

listed to identify reoccurring themes in the data.  

Results 

The emerging themes of the interviews were (i) powerful algorithms, (ii) AI-

privacy concerns, (iii) AI-control, and (iv) sensitive information. Although hotel guests 
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have mixed feelings regarding AI algorithms: for instance, one participant indicated that 

“I find AI algorithms useful, but the idea that they know everything about me makes me 

feel vulnerable” (RB). Interestingly, the participants are at ease with giving up some 

sensitive information, but only up to a point. Indeed, as one participant reported, “I find 

it creepy when algorithms are particularly powerful as I worry they will control our 

lives soon” (LC). 

In some situations, consumers feel giving up their data to AI systems to improve 

their travel experiences could be useful. “When I land after a long flight, I am glad to 

see AI support me in speeding up the security controls and passport clearance” (LT). 

However, they particularly worry about advanced biometric approaches: “When I 

realize hotels and airports now have a digital copy of every inch of my face, I find it 

invasive and scary” (SU). 

Importantly, participants discuss the consequences of interacting with AI agents: 

“What is frustrating is that I lose control of my data. This is concerning when traveling, 

as I do not even know the rules and regulations of a particular country in terms of data 

custody” (SB); similarly, “I feel my privacy is at stake here, and it looks like I have no 

control” (MS). Consumers seem to be more worried when they interact with a robot 

because they feel the relationship is unbalanced in such a case: “When the agent is 

human, we are on the same page, and I feel I have more control. When the agent is a 

robot, there is a clear unbalance here, and I feel even more vulnerable.” (AM).  

Discussion 

The exploratory qualitative approach enhances our understanding of the 

phenomenon. While finding AI useful, hospitality consumers also experience a sense of 

loss of control and vulnerability, indicating potential negative consequences for the 
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preservation of theirprivacy. Study 1 highlights that concerns are particularly associated 

with powerful AI tools, perceived as more threatening to their personal information. 

Study 1 has a notable limitation: addressing specific questions necessitates expertise in 

“algorithms” since AI algorithms often lack transparency, even in the AI systems 

themselves (Loi, Ferrario, & Viganò, 2021). 

Study 2. Powerful AI and privacy concerns  

Study 2 investigates whether powerful AI, compared to limited AI, influences 

consumers' perceptions of privacy risks. Participants were informed that the study 

aimed to assess their perceptions of booking websites. Specifically, they were asked to 

imagine planning a trip to London and seeking travel advice (flights and hotels) online. 

Participants were then introduced to the FindHotels app. They were randomly assigned 

to one of two conditions: high AI power versus limited AI power (see Appendix B for 

details). 

Participants and procedure  

One hundred US consumers participated in this single factor between-subjects 

experiment. Participants were recruited from Amazon Mechanical Turk (Mturk) (34% 

Women, Mage =33.44, SD = 8.66) in exchange for a nominal payment. Eight participants 

were dropped from the analysis for failing attention checks, leaving a final sample size 

of 92. Participants were randomly assigned to a scenario involving high-power (N=49) 

versus limited-power AI (N=43).  

We used a procedure adapted from Gilad et al. (2021) to manipulate powerful 

(vs. limited) AI and modified it to fit our context, using a description of a fictitious 

booking website (www.find-hotels.com). Since power is a crucial variable involved in 

AI’s ability to use consumers’ data, we manipulated powerful AI by describing AI’s 
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performance to predict future consumer behavior as 90% (high power) vs. 10% (low 

power) (See Appendix B). 

Measures and Manipulation checks  

After reading the scenario, participants responded to our privacy concerns 

measures adapted from Mwesiumo et al. (2021) (see Appendix A). In particular, we 

focused on their concerns regarding how AI uses and captures their data, on a scale 

ranging from 1 (strongly disagree) to 9 (strongly agree1).  

 As a manipulation check, participants reported to what extent they thought 1/ the 

company could predict their travel behavior (Mhigh = 7.67 SD = 1.14, Mlimited = 6.00, SD 

= 2.16; (F(1,91) = 16.55, p < .0.01), and 2/ whether the scenario was about high vs low-

performance AI (Mhigh = 7.43 vs. Mlimitedl = 6.05; (F(1,91) = 15.75, p < .001).  

Main effect 

The results of an Univariate Analysis of Variance (ANOVA) showed that the 

participants reported higher levels of privacy concerns towards powerful AI (M =7.29, 

SD =1.31) as opposed to the limited AI condition (M = 6.65, SD =1.68; (F(1, 91) = 

4.163, p = .05). 

Discussion 

 Study 2 provided initial evidence of the validation of H1, i.e., a signal about the 

effect of powerful (vs. limited) AI on consumer privacy concerns. The results indicate 

that powerful AI used by travel websites introduces unique privacy concerns. 

Study 3 The Mediation of AI Control 

 
1 All scales used in our studies range from (1) “strongly disagree” to (9) “strongly agree. 
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 Study 3 aims to expand our understanding of AI power by testing whether 

powerful AI introduces threats that impact consumers’ control perceptions, heightening 

privacy concerns. 

Procedure and Sample 

One hundred and forty US participants from Prolific participated in the study in 

exchange for a nominal payment. Six participants failed attention checks. Our final 

sample comprised 134 participants (38.8 % Women, Mage =37.62, SD 10.57). 

Participants read the same scenario as in Study 2, then responded to our key measures, 

privacy concerns (α = .71), and three items for AI-control (see Appendix A).   

Manipulation checks  

 We confirmed participants in the limited AI condition perceived the website as 

low in power (Mlimited = 7.01; SD=1.40) as compared to the participants in the high 

power condition (Mhigh =7.44; SD= 1.14 F(1,132) = 3.789; p < .05). 

Main Effects 

 An ANOVA with AI power (high vs. limited) as the independent variable and 

privacy concerns as the dependent variable revealed a significant main effect. In 

particular, participants reported significantly higher privacy concerns towards high AI 

power (M =7.27, SD = 1.24) than their counterparts in the limited-power AI condition 

(M = 6.90, SD = 1.29 F(1,131) = 2.822, p <.05).  

 An ANOVA with AI power (high vs. low) predicting participants’ AI-control 

confirmed that, as expected, participants in the high AI power condition reported higher 

beliefs that AI controls their data (M = 7.18, SD = 1.20) as compared to participants in 

the limited AI condition (M = 6.68, SD = 1.44, F(1, 132) = 4.81, p = .05). 
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Mediation Analysis of AI-Control 

A bootstrapping analysis (PROCESS, model 4; Hayes, 2017) with 10,000 

samples tested whether AI-control indeed mediated the effect of AI power (high vs. 

limited) on privacy concerns. Findings suggest AI power (0 = limited; 1 = high) 

increased AI- control (b = 0.50, SE = 0.22, t(131) = 2.19, p = .005), and AI-control 

significantly predicted  privacy concerns (b = 0.42, SE = 0.07, t(131) = 5.70, p < .001). 

The direct effect was not significant (b = 0.15, SE = 0.20, 95% CI = [-0.24, .54]) 

The total effect (b = 0.36, SE = 0.21, 95% CI = [-0.06, .80]) and the indirect effect of AI 

power on consumers’ privacy concerns via AI-control were significant (b = 0.31, SE = 

0.11, 95% CI = [0.01, .48]). This suggests that the relationship between AI power and 

privacy concerns is mediated by AI-control. 

Discussion 

 Study 3 shows that AI power creates a sense of control, making consumers more 

concerned about their data being captured by high (vs. limited) power AI. Although AI 

is intended to empower consumers, helping them to achieve tasks or improve their 

online experience (e.g., Hu et al., 2023), our findings suggest that powerful AI tools 

might, on the contrary, reduce consumers’ sense of control in support of H2.  

Study 4. Boundary Condition of Agent Type 

Study 4 tests a potential boundary condition to AI power effects. Although 

recent research shows that consumers have lower privacy concerns towards AI (vs. 

human agents) (Kim et al., 2019), we expect that high (vs. limited) AI power is likely to 

have a reversed effect. We expect the AI power effects on privacy concerns to only hold 

for artificial agents, not for human agents. Powerful AI, such as service robots, may be 

perceived as more invasive than humans when dealing with people’s data. This study 
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compares consumer privacy concerns regarding AI (vs. human agents) to test such an 

effect (Kim et al., 2019). 

Participants and Procedure  

Two hundred US travelers were carefully selected from MTurk, using specific 

screening criteria based on travel behavior (34.5% Women, Mage = 38.72, SD = 9.99). 

We used a scenario-based experiment to measure privacy concerns. Participants were 

randomly assigned to 2 (Agent type: AI-chatbots vs. human agent) x 2 AI power (high 

vs. limited) between-subjects factorial design using a travel-related scenario.  

To measure privacy concerns, they were asked to imagine: “You are planning to 

visit London, and you are looking for travel advice (flights and hotels).” They were then 

assigned to one of the four conditions. We used the manipulation proposed by Wien and 

Peluso (2021) to manipulate agent type: “During your search, you come across an 

online travel agency that provides travel recommendations by chatbots [travel 

consultant]. We used the same manipulation as the one applied in previous studies 

regarding AI power. Participants then responded to our key measures. 

Manipulation checks  

 AI-condition participants indicated that the service was made by chatbots 

(M = 7.40, SD = 1.44), different from human agent-condition participants 

(M = 6.89, SD = 1.78, F (1, 93) = 15.73, p < .001), confirming the success of the 

manipulation. 

Results  

We conducted a 2x2 ANOVA to investigate the joint impact of agent type 

(chatbot vs. human) and power (high vs. limited). First, we found a non-significant 
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effect of agent type on  privacy concerns (F(2, 196) = .313, p = .577, η2 = .002 MAI= 7.44, 

SD=1.19 vs. Mhuman =7.36, SD = 1.00), and a non-significant effect of power on  

privacy concerns (F(2, 196) = 337,  p =.562, η2 = .002; Mlimited = 7.35, SD = 1.10 vs. 

Mhigh= 7.45, SD = 1.10). More importantly, there was a significant two-way interaction 

between agent type (human vs. AI) and power (powerful vs. limited) on privacy 

concerns (F(2, 196) = 4.071; p < . 045, η2 = .020).  

 

Figure 1. Agent type and power 

Discussion  

Study 4 provides insights into the impact of AI power on privacy concerns in 

human-AI interactions in tourism. Our findings suggest that interactions between 

tourists and powerful AI may heighten privacy concerns compared to interactions solely 

involving humans. Specifically, participants exhibited increased privacy concerns when 

interacting with powerful AI agents compared to interactions exclusively involving 

human agents. These results underscore the nuanced relationship between AI-power and 
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privacy concerns in the context of human-AI interactions in tourism. Our findings 

extend existing research on human-AI interactions (e.g., Kim et al., 2019) by 

highlighting the role of power dynamics in exacerbating privacy concerns.  

Study 5. Overcoming AI Power Effects with Privacy Guarantees 

 Studies 2–4 mainly focused on privacy concerns. Study 5 tests another critical 

outcome variable in the privacy realm (i.e., willingness to disclose data) and examines 

whether providing consumers with a privacy guarantee would enhance data disclosure 

willingness. Prior research suggests that having control over data might affect 

consumers’ willingness to disclose data (e.g., Xu et al., 2012). Managers may overcome 

AI liability by providing explicit guarantees about data control, mitigating consumers’ 

reliance on a default inference about a negative relationship between powerful AI and 

data disclosure willingness. We predict that AI power is less of a liability when AI tools 

are explicitly portrayed as providing privacy guarantees than when no such information 

is provided.  

Participants and procedure  

Two hundred and twenty US participants were recruited from Prolific (42.7% 

women, Mage =38.61, SD = 11.38) in exchange for compensation. After initial checks, 

seven participants were removed from the analysis for failing attention checks, leading 

to a final sample size of (N=213). This study employs 2 levels of AI power (high vs. 

limited) x 2 levels of privacy guarantee (high guarantee vs. no guarantee) between-

subject design. Participants were randomly assigned to one of the four conditions.  

In order to manipulate AI power, participants were asked to read the scenarios of 

Study 2, then were assigned to one of the two conditions of privacy guarantee adapted 
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from Martin et al. (2017) and modified to fit our context; they then responded to the 

measures.  

Manipulation checks 

The manipulation had the intended effect: participants in the high (vs. limited) 

AI power condition reported that the website predicts more of their travel preferences 

(Mpowerful= 7.25, SD = 1.82 vs. Mlimited = 6.34, SD = 2.24; F(1, 211) = 11.79, p < .001). 

Furthermore, participants in the guaranteed (vs. no-guarantee) condition reported that 

the website gave more guarantee over the use of their data (Mhigh= 7.08, SD = 1.78 

vs. Mlimited = 6.50, SD = 2.29; F(1, 211) = 4.36, p < .001). 

AI Power Effects on Willingness to Disclose Data 

We conducted a 2x2 ANOVA to investigate the joint impact of AI power and 

privacy guarantee on willingness to disclose data. First, we found a significant main 

effect of AI power on willingness to disclose data (F(2, 209) = 4.387, p < . 037, η2 

=.021; Mhigh = 5.52, SD = .88 vs. Mlimited= 5.76, SD = .76), and a non-significant effect 

of privacy guarantee (guarantee vs. no-guarantee) on willingness to disclose data (F(2, 

209) = . 000, p = 1.000, η2 = .000 Mguarantee  = 5.65, SD=.78 vs. Mno-guarantee =5.63, SD = 

.88). More importantly, there was a significant two-way interaction between AI power 

and privacy guarantee on willingness to disclose data (F(2, 209) = 9.87, p < . 001, η2 = 

.045).  
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Figure 2.  Levels of control 

Moderated mediation of AI- control.  

 We examined whether the effects of privacy guarantee and AI power on data 

disclosure is mediated by AI-control using PROCESS (Model 8 in Hayes, 2017). First, 

we found a significant indirect effect of AI power (high= 2; limited = 1) and privacy 

guarantee (guarantee = 1; no-guarantee = 2) on disclosure willingness (b =-.75, SE= .36, 

95% CI = [0.04; 1.46]). More importantly, the conditional direct effects were significant 

in the no-guarantee condition (b= -.51, SE=.14, 95% CI = [-.80, -.22]) but not in the 

privacy guarantee condition (b=.00; SE=.14; 95% CI = [-.28, .29]). Finally, as predicted, 

the moderated mediation index was significant (b=-.17, SE=.08; 95% CI = [0.01, 0.03]), 

further supporting our moderated mediation prediction.  

Discussion 

Study 5 reveals that giving consumers a guarantee over the use of their data 

when interacting with powerful AI tools can lessen AI power’s detrimental effects on 

data disclosure. Notably, our findings show that providing consumers with a guarantee 

over the use of their data is helping them to manage the adverse effects of AI power 

bias.  
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Figure 3. Summary of model results  

Discussion and Theoretical Implications 

 The findings of this research contribute to the literature related to consumer 

reactions toward AI (Arici, Saydam, & Koseoglu, 2023), consumer power (Kim & 

McGill, 2011), and privacy concerns (Ioannou et al., 2021) in the context of hospitality. 

Prior research suggests that consumers tend to exhibit higher privacy concerns 

towards AI (e.g., Hu & Min, 2023). However, limited attention was given to AI-power, 

and the factors that underline this effect. Prior research also suggests that while 

individuals often express privacy concerns, they tend to share their personal information 

(Lee & Cranage, 2011). Prior work further suggests that perceived contextual 

personalization (Aguirre et al., 2015; Zhang, Pan, & Lu, 2023) or guarantee policies 

(Martin et al., 2017) affect privacy concerns and disclosure. Despite this emerging 

literature on human-technology interaction (Gelbrich et al., 2021; Pantano & Scarpi, 

2022), the fact that consumers may feel powerless while interacting with AI has been 

largely overlooked in the current literature, especially in hospitality settings.  
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This work extends prior literature by demonstrating that consumer privacy risk 

perception is influenced by AI-power. We further show that AI power restricts 

consumers’ control over their data, which in turn triggers privacy concerns (Kopalle et 

al., 2021), showing AI-control as the mediating process through which AI power 

influences those privacy perceptions. Furthermore, we contribute to recent studies on 

consumer journeys with AI (e.g., Dhiman, Jamwal, & Kumar, 2023; He & Zhang, 2023) 

by showing that the use of AI-empowered tools can facilitate or, on the contrary, 

complexify consumer journeys (Saadi, Touhami, & Yagoub, 2020) through its effect on 

consumer privacy concerns.  

Our findings further advance previous research on consumer-AI interaction by 

indicating that engaging with modern AI is associated with consumers feeling a sense of 

power towards AI systems. This suggests that the perception of power is not solely 

confined to social interactions (Fiske, 2010) but also manifests during human-AI 

interactions. This observation implies that interacting with potent AI could impact 

consumers’ perceptions and subsequent behavioral intentions. 

In addition, our research contributes to studies that compare consumer reactions 

to AI versus human-related decision-making (Kim et al., 2022). Previous research has 

produced mixed findings, with some studies indicating a higher willingness to share 

information with a human (Kang & Gratch, 2010; Pickard, Roster, & Chen, 2016), 

while other studies suggest that consumers tend to favor disclosing information with AI 

to avoid negative social judgment (Kim et al., 2023). Our findings indicate that when 

consumers interact with powerful AI, their privacy concerns are heightened compared to 

human interactions. This facet suggests that the effects of power, which threaten privacy 

concerns, are specific to interactions between humans and AI rather than within human-

to-human interactions. 
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Finally, we further broaden the scope of studies on empowering customers with 

privacy guarantees to reduce negative reactions to AI. We found that providing 

consumers with more guarantees increases their intentions to disclose personal 

information, even when interacting with powerful AI. Such findings extend prior 

research on the consequences of powerful AI and give solutions to mitigate the negative 

side effects of AI power. 

Practical Implications 

Our findings guide hospitality providers when designing and implementing AI 

technologies. The hospitality industry is witnessing a growing adoption of AI-powered 

technologies, such as facial recognition and data analytics tools (Forbes, 2023; 

Gonçalves et al., 2024). However, without careful governance, these technologies may 

pose a risk of privacy breaches or increase consumers’  privacy concerns. Consequently, 

hospitality businesses must establish robust data protection policies and safeguards 

against potential breaches to enhance customer trust.  

Several recent examples illustrate how customers fear AI, with 71% of 

consumers being concerned about their privacy when interacting with AI (Pew Research 

Center, 2022). Although policymakers view AI as a trade-off between regulation and 

innovation, how to regulate AI remains unclear.  

One way to guide policymakers is to force companies to develop or use AI that 

provides consumers with enhanced control over their data to lessen their fears 

associated with powerful AI. Hospitality providers would also need to carefully balance 

the power dynamic between consumers and AI systems and design AI interactions that 

empower users without compromising their privacy. This action could be done, for 

example, by providing hotel guests with the option to customize the level of interaction 
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with the AI system. Guests could also choose whether the virtual assistant can access 

certain personal preferences or limit the data collected during their stay.  

Instead of automating data collection, hospitality organizations are encouraged 

to adopt an opt-in-based consent approach. For example, guests could enable (or not) 

biometric recognition for room access and decide the extent to which they want to 

authorize the use of AI systems to interact with the firm. 

 

4.3. Limitations and Future Research  

In this work, we mainly focused on customer perceptions of power in AI (high 

vs. limited power), neglecting other key features in AI, such as anthropomorphism. 

Recent research suggests that humanizing AI might reduce customers’ privacy concerns 

(Liu & Tao, 2022). Thus, future research could explore how interacting with 

anthropomorphized AI could affect customer concerns. 

High-power AI can be utilized to track individuals’ data across multiple devices. 

Customers may not realize it, but without consent, many images’ users post online can 

be harvested and used to train facial recognition systems. Additionally, AI can perform 

designated tasks without supervision, which in turn can affect privacy in different ways 

(Leong, 2019). Future research could thus explore whether AI power effects are salient 

when the use of AI is unnoticed or subtle.  

In our studies, we mainly focused on privacy concerns, neglecting other 

important outcomes such as consumers’ attitudes or intentions to use the apps/website 

in the future. Future studies could examine the link between AI-power and attitude 

toward the AI system.   

 As our studies mainly focused on online hospitality platforms, future research 

would benefit from exploring face-to-face hospitality service encounters (e.g., check-
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in). Furthermore, we did not directly inquire about participants’ overall views of AI 

power, limiting our ability to fully understand the broader context of influence. Future 

research may consider exploring participants’ overall impressions to provide a more 

comprehensive perspective. 

Furthermore, while our studies addressed specific aspects of privacy concerns 

related to AI, they may not have fully captured broader  privacy concerns that 

individuals may have across different contexts. Additionally, this research also did not 

examine the effect of the type of data collected and/or used by AI (e.g., sensitive 

information) (Mothersbaugh et al., 2012). In such cases, the risks associated with the 

misuse of such sensitive information might also shape how consumers feel toward AI. 

Thus, future research would benefit from exploring this area further. 

In Study 4, it's noteworthy that the main effect of AI power was not significant, 

However, the interaction effect was, indicating a cross-over interaction dependent on 

the type of agent. This finding underscores the importance of contextual factors in 

interpretation (Umesh et al., 1996), emphasizing the need for nuanced analysis in 

understanding the impact of AI power. 

Finally, while in many instances, consumers interact with technology without 

knowing that AI makes recommendations or personalized ads, this research focused on 

customers’ perceptions and reactions without explicitly examining their awareness 

levels of AI power.  
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Appendix A. Measurements and Items 

 

 

 

  

Study Concept Items Cronbach's 

Alpha 

Source  

Study 

2, 3, 

and 4  

Privacy 

concerns  

  

 

In such a context 

It would bother me when I 

am asked for personal data. 

I would think carefully 

before providing personal 

data. 

I am concerned that too 

much personal data is 

collected 

Study 2 α = 

.84 

Study 3 α = 

.71 

Study 4 α = 

.74 

Study 5 α = 

.82 

 

Mwesiumo et 

al. (2021) 

Studie

s 3 

and 5  

AI-control  I believe that AI has control 

over what happens to my 

personal information. 

It is up to me how much 

these apps use my 

information. 

I have a say in whether my 

personal information is 

shared with others 

Study 3 α = 

.70 

 

Study 5 α = 

.81 

Mothersbaugh 

et al. (2012) 

Study 

5 

Willingness 

to disclose 

data 

 

 

I am willing to reveal my 

data with Skyapp 

I will probably reveal my 

personal information with 

this app. 

I will reveal my personal 

information with Skyapp 

Study 5 α = 

.90 

Zhang et al. 

(2018) 
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Appendix B. Experimental scenarios 

* Notes: Scenarios adapted from Gilad et al. (2021), Roy & Naidoo (2021) and Wien 

and Peluso (2021) and modified to fit our context. 

 

Studies 2 and 3 

 

Powerful AI  FindHotel is a new mobile app for travel (hotels). 

It uses high-performance machine learning. It is highly competent as 

it analyzes large datasets. 

FindHotel is highly trained algorithms that can predict up to 90% of 

travel behavior (e.g., your travel preferences)  

Limited AI  Find-hotels is a new mobile app for travel (hotels). 

It uses a low-performance machine learning. It has low competence 

as it analyzes small datasets.  

FindHotel uses basic algorithms, which are only trained to predict 

only 10% of travel behavior (e.g., your travel preferences). 

 

Study 4: AI vs. Human “Power” 

 
Low power 

AI 

Imagine you are planning to visit London and you are looking for travel advice 

(Flights and hotels). 

To make the best possible decision, you search the Internet for information 

regarding your holiday. During your search, you come across an online travel 

agency that provides travel recommendations by using chatbots with artificial 

intelligence. To get travel advice, you start interacting with a chatbot that provides 

with you online recommendations. 

The Chatbot was developed to help people in their search and to be satisfied with 

their travel goals.  

The chatbot task to suggest several travel options and seemed extremely happy to 

give you information.  

Low power - 

Human 

Imagine you are planning to visit London and you are looking for travel advice 

(Flights and hotels).  

To make the best possible decision, you search the Internet for information 

regarding your holiday. During your search, you come across an online travel 

agency that provides travel recommendations by using travel agents (travel 

consultant). 

To get travel advice, you start interacting online with a service employee travel 

consultant, which provides with you online recommendations. 

The employee was trained to help people in their search and to be satisfied with 

their travel goals.  

The employee task to suggest several travel options and seemed extremely happy to 

give you information. 

High 

PowerAI 

Imagine you are planning to visit London and you are looking for travel advice 

(Flights and hotels). To make the best possible decision, you search the Internet for 

information regarding your holiday.  

During your search, you come across an online travel agency that provides travel 

recommendations by using chatbots with artificial intelligence. To get travel advice, 

you start interacting with a chatbot that provides with you online recommendations.  

 The chatbot was very competent at serving customers because it uses a state-of-the-

artificial neural network algorithm that was trained on data from over millions of 

requests. The chatbot was able to suggest a great deal that was customized for you. 
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High Power - 

human 

Imagine you are planning to visit London and you are looking for travel advice 

(Flights and hotels). To make the best possible decision, you search the Internet for 

information regarding your holiday.  

During your search, you come across an online travel agency that provides travel 

recommendations by using travel agents (travel consultant). To get travel advice, 

you start interacting online with a service employee travel consultant which 

provides with you online recommendations.  

 The employee was very competent at helping customers. He is trained in dealing 

with many requests. The agent was able to suggest a great deal that was customized 

for you. 

 

Study 5: Powerful AI and Privacy Guarantees 

Powerful AI + 

guarantee   

 

Skyapp is a new mobile app for travel (Flights and hotels). 

It uses a high-performance machine learning. It is highly competent as it 

analyzes large datasets. 

Skyapp is highly trained algorithms that can predict up to 90% of travel 

behavior (e.g., your travel preferences)  

Skyapp gives you great control in how they manage your personal 

information using data protection guidelines (GDPR). For example, you may 

change at any time your personal settings that dictate how your information 

is used 

 

Powerful AI + no 

guarantee  

 

Skyapp is a new mobile app for travel (Flights and hotels).  

It uses a high-performance machine learning. It is highly competent as it 

analyzes large datasets.  

Skyapp is highly trained algorithms that can predict up to 90% of travel 

behavior (e.g., your travel preferences). 

Skyapp does not give you any control in how they manage your personal 

information. For example, you do not have the ability to choose the ways in 

which your personal information is used. 

 

Limited AI + 

guarantee  

Skyapp is a new mobile app for travel (Flights and hotels). 

It uses a low-performance machine learning. It has low competence as it 

analyzes small datasets.  

Skyapp uses basic algorithms, which are only trained to predict only 10% of 

travel behavior (e.g., your travel preferences). 

Skyapp gives you great control in how they manage your personal 

information using data protection guidelines (GDPR). For example, you may 

change at any time your personal settings that dictate how your information 

is used. 

Limited AI + no 

guarantee  

Skyapp is a new mobile app for travel (Flights and hotels). 

It uses a low-performance machine learning. It has low competence as it 

analyzes small datasets.  

Skyapp uses basic algorithms, which are only trained to predict only 10% of 

travel behavior (e.g., your travel preferences). 

Skyapp gives you great control in how they manage your personal 

information using data protection guidelines (GDPR). For example, you may 

change at any time your personal settings that dictate how your information 

is used. 
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Appendix C. Summary of the results 

 

Study  Key findings  

Study 1 Qualitative data 

(focus group) 

Powerful AI systems and technologies empower tourists; 

however, it engenders a sense of loss of control. 

Study 2 Main effect  High power AI increases privacy concerns compared to 

traditional AI. 

Study 3 Mediation 

analysis  

Replicates the findings of Study 2 and shows that this effect is 

driven via our key mechanism, perceived control 

Study 4. Boundary 

condition agent type  

Study 4 demonstrates that the impact of power on privacy 

concerns is distinct in human-AI interactions. The results 

indicate that when tourists interact with powerful AI systems, 

their privacy concerns are heightened compared to human 

interactions. 

Study 5. Data control  This study shows that when consumers are given control over 

their data, they are better equipped to manage the negative 

consequences of powerful AI.  

 

 

 

 


