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Quantum mechanical/molecular mechanics (QM/MM) methods are interesting to model the impact of a complex en-
vironment on the spectroscopic properties of a molecule. In this context, FROG code is a tool to exploit molecular
dynamics trajectories to perform QM/MM calculations of molecular optical properties. FROG stands for "FROm
molecular dynamics to second harmonic Generation’ since it was developed for the calculations of hyperpolarizabil-
ities. These are relevant to model non-linear optical intensities, and compare them with those obtained from second
harmonic scattering or second harmonic generation experiments. FROG’s specificity is that it is designed to study sim-
ple molecular liquids, including solvents or mixtures, from the bulk to the surface. For the QM/MM calculations,
FROG relies on the Dalton package: its electronic-structure models, response theory and polarizable embedding (PE)
schemes. FROG helps with the global workflow needed to deal with numerous QM/MM calculations: it permits the user
to separate the system into QM and MM fragments, to write Dalton’s inputs, to manage the submission of QM/MM
calculations, to check whether Dalton’s calculation finished successfully, and finally to perform averages on relevant
QM observables. All molecules within the simulation box and several time steps are tackled within the same workflow.
The platform is written in Python and installed as a package. Intermediate data such as local electric fields or individ-
ual molecular properties are accessible to the users in the form of Python object arrays. The resulting data are easily

extracted, analyzed, and visualized using Python scripts that are provided in tutorials.

I. INTRODUCTION

Understanding the interplay between a molecule and its
environment is one of the key objectives in physical chem-
istry, and a big challenge in theoretical modeling. Implicit
solvent approaches can be used for many optical properties,
but some cases require an explicit description of the sol-
vent. For example, the non-linear optical properties of wa-
ter strongly change between the gas and the liquid phases,
and continuous implicit solvent models fail to describe this
phenomenon!=3. Multiscale quantum-classical (QM/MM) ap-
proaches are methods of choice in this case. In particular,
it has been used to model the non-linear response properties
of molecular liquids*>, solubilized chromophores®® and even
more complex systems’~!3,

QM/MM schemes consider the system as a sum of two
parts: one chemically relevant species or solute (QM frag-
ment) and its environment or solvent, which is described us-
ing classical molecular mechanics models (MM fragment).
In the specific domain of spectroscopy, they provide a
framework for understanding environment (MM) polariza-
tion effects directly from electronic structure calculations of
the QM fragment. The spectrum of QM/MM models has
shown a wide expansion and diversification in the last cou-
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ple of decades'*!>. Among other QM software packages,

Dalton'®!7 proposes a QM/MM implementation via the Po-
larizable Embedding scheme!'®!°, and it is well established in
the physical-chemistry community in the calculation of linear,
quadratic, or cubic response properties>!!1=13.

If the observable strongly depends on the fragment configu-
ration, the molecule conformation for instance, or on its local
environment, as it is for the hyperpolarizability of water in
the liquid phase®?°, QM/MM approaches face the problem of
configurational sampling. In a sequential scheme, a molecular
dynamics trajectory is first performed to sample the configu-
ration space. Then, the effect of the environment perturbation
on the QM region of interest is evaluated for selected config-
urations at different time steps of the trajectory. Thanks to
the development of computer capacities, it becomes possible
to increase the number of configurations studied, or the size
of the QM fragment. Yet, using a molecular trajectory to per-
form a QM/MM study over many different configurations us-
ing a given QM package is often technically challenging. One
configuration (the fragment and its environment) represents
one QM/MM calculation whose input file should be written,
then run and finally analyzed to extract the relevant electronic
property.

When dealing with non-linear spectroscopy of liquid, such
as Second Harmonic Generation (SHG), additional care must
be taken since the experimental intensity is not simply a time
or spatial average over the response of a single molecular
probe. The internal organization of the liquid may impact
the intensity that is measured?!~23 via intermolecular corre-
lations®*28. This sensitivity makes it possible to study the



o
p—4
[ ]
i
u
- . |
0 L3
e |
e .
Ll
i
i
%4 'I.
L NN

structure of a liquid experimentally. But in the modeling,
the non-linear intensity has to be reconstructed by taking
into account both the individual molecule’s hyperpolarizabil-
ity values and the correlations between them>?. As a conse-
quence, the QM/MM calculations must be performed on sev-
eral molecules within a single conformation of the system.
Some fragmentation codes adapted for complex systems such
as proteins have been published?®3!, but we felt the need for
an open, user-friendly, and automated interface to tackle linear
and non-linear optical properties of solvent or liquid mixtures.

In this article, we present our package FROG, which stands
for "FROm molecular dynamics to second harmonic Gener-
ation". The motivation to develop FROG was to interpret the
intensities measured during two experiences of non-linear op-
tics: a setup to study bulk liquids using second harmonic scat-
tering (SHS), and a setup to study liquid interfaces via sur-
face second harmonic generation (S-SHG). FROG is a Python
package started in 2019 at the Light and Matter Institute,
France; its main goal is to compute the non-resonant molec-
ular hyperpolarizability of molecules in solvents and at inter-
faces.. The text is organized as follows. Section II presents an
overview of FROG: the motivation, the QM observables, and
the global workflow. We compare it to similar fragmentation
codes. Results on Second Harmonic properties of water in
its liquid phase and at the liquid-gas interface obtained using
FROG have been published elsewhere®3233, but Section III
briefly recalls some typical results from Ref. 32 to illustrate
FROG’s use. Other examples of applications are also listed
with the tutorials.

Then, Section IV provides more details of FROG’s imple-
mentation. It describes the different steps performed by FROG,
its data structure, as well as the procedure to send and manage
the numerous QM/MM calculations on a computing cluster.
Finally, we briefly discuss the parallelization efficiency.

Il. OVERVIEW

In this section, we first define the key assumptions to model
the Second Harmonic (SH) response of liquids, and the molec-
ular properties involved. Then, FROG’s workflow is detailed,
and a typical study performed with the use of FROG is briefly
described. Finally, a quick detour presents other similar pack-
ages and FROG’s specificity.

A. Quantum Mechanical Observables for Second Harmonic
Generation of liquids

Second Harmonic Generation (SHG) is an even non-linear
process where two photons at a frequency @ are converted
into one photon at twice the frequency. The emitted photons
can be detected and provide information on the structure of the
liquid, from the bulk to the interface?’-?8. SHG is widely used
to characterize equilibrium and dynamic physical-chemistry
processes at interfaces with a high sensitivity>*. But the in-
terpretation of the SHG response of a liquid is not straightfor-
ward and has been the subject of numerous publications for
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decades®'3>. For the special case of water - at a liquid inter-
face or in bulk - numerical modelings have recently permitted
to calculate various contributions to the signal in agreement
with experimental data®36-37.

To model the experimental SH intensity generated by a lig-
uid, our key hypothesis is that the emitted intensity can be
deduced from the knowledge of the electric field emitted by
each molecule within the condensed phase. Grossly, one can
model the experimental signal in three steps: (i) define the
electric perturbation felt by the molecules, (ii) predict the re-
sponse of the molecules at the second harmonic frequency
using a perturbative approach, (iii) compute the electromag-
netic field emitted and measured experimentally at the second
harmonic frequency. The first and third parts usually involve
electromagnetism frameworks such as Fresnel coefficients or
Clausius-Mossetti approximation and are not discussed here.
In this article, we present how to perform the second part us-
ing FROG. For each molecule, the induced dipole are defined
via a response tensor:

plq):ai(iahw)'el@? pizw:Bi(izahahw) :el@el@' (1)
The linear order is given by: p{ the induced dipole moment
of a molecule i, o; its polarizability tensor and e}’ the external
field at the fundamental frequency. The second order is given
by pl-z“’ the induced dipole moment at the second harmonic
frequency and f; the hyperpolarizability tensor. Within the
perturbative regime, pl-z‘” is given by the tensorial product be-
tween the hyperpolarizability and two times the perturbative
field e, so that the hyperpolarizability matrix is a 3 x 3 x 3
tensor. The previous molecular equations, expressed in the
molecular frame, can be extended to a mesoscopic scale and
in the laboratory frame through the use of surface susceptibil-
ities, often noted x(z) for the second harmonic.

Instead of approaching the electronic degrees of freedom
and the response properties of the whole liquid®®, one per-
forms QM polarizability and hyperpolarizability calculations
for single molecules’’. This can be performed using the
response theory implemented in Dalton'®. Moreover, the
condensed environment around the QM fragment can be de-
scribed using the Polarizable Embedding (PE) scheme of
Dalton!®!?. The environment is described as a collection of
sites, for instance at the neighbours’ nuclei position, which
can bear constant point charge, dipole or quadrupole mo-
ments. They impact the QM part by the static field they create
(PEO). In addition, these sites can also be polarizable (PE1).
In this case, they give rise to induced point dipoles as a linear
response to the total field produced by the static multipoles in
the environment and the QM electronic density. Thus, there
is a mutual polarization between the QM and PE subsystem:s.
The Hamiltonian acting on the electrons of the QM fragment
I:IQM /mm 18 the one of the vacuum phase Hy plus the spatial-
dependent electrostatic potential generated by its surrounding
Vv at the probe location. If there are polarizable sites, the
MM electrostatic environment, and thus V,,, depends on the
electronic density as well. Once the ground state properties
of the electrons are obtained for this environment-dependent
I-?QM /mm> the frequency-dependent hyperpolarizability is pre-
dicted thanks to the response theory at the quadratic order,



using I:IQM /um for the unperturbed Hamiltonian. The PE
scheme can also include the effects of the environment dy-
namics response through the polarizable sites to the molecu-
lar response®®. This multi-step approach thus requires many
parameters. Relevant choices for all these depend on the sys-
tem, and are beyond the scope of the present article. The
reader may refer to publications by the method developers on
PE approaches'®!?, or to Ref. 39 that presents a pedagogical
tutorial of the PE Dalton scheme. Different QM approaches
and different partitionnings for various systems have also been
compared' 4043 We also present our recent works>>33 based
on FROG to compute the hyperpolarizabilities of water in Sec-
tion III.

FROG was designed to help the user to perform such
QM/MM calculations of the polarizability and hyperpolariz-
ability tensors o; and f; for many molecules at dipolar and
quadrupolar order, in the molecular frame and the laboratory
one. Until now, FROG was used with an embedding contain-
ing solely point charges representing the charges of the corre-
sponding MM model. But FROG was implemented so, that it
is possible to attribute also multipoles, and polarizabilities to
the different atoms of each molecule types.

B. FROG: a sequential QM/MM approach

In sequential QM/MM approaches, an ensemble of struc-
tures is obtained in a first step using a classical MD model,
and the QM/MM is then applied in an independent, second
step.

Within this frame, FROG allows the user to perform
QM/MM response calculations starting from MD trajectories
that were generated with other programs, such as Tinker,
Amber, openMM or Gromacs. To perform the response cal-
culations, Dalton is used since it can compute numerous
response properties with versatile Polarizable Environment
(PE) QM/MM schemes. Today, we plan to extend the ac-
cessibility of the functionalities and properties available in
Dalton rather than make FROG compatible with other QM
softwares. It requires three main steps (see Fig. 1): (I) gener-
ating the QM/MM Dalton input corresponding to the molec-
ular configuration from the MD trajectory, (II) managing and
performing the quantum calculations, and (III) reading the re-
sults and performing statistical analyses.

FROG is thought to be called as many times as needed us-
ing the same input file until the three steps are all performed.
We recommend performing all these steps on the computing
center where the Dalton calculations are done, to avoid data
transfers.

The first step, (I), is performed within one single FROG’s call
to prepare QM/MM Dalton input files, one for each selected
molecule and each time frame.

For the second step, (II) FROG does not perform the
QM/MM calculations directly: Dalton has to be run in-
dependently. However, FROG prepares the submission script
needed to run the QM/MM calculations with Dalton on the
cluster which shall be submitted by the user. The QM/MM
calculations can be treated independently, leading to a ro-

bust and simple parallelization procedure. Once the sub-
mitted jobs are finished on the computing center, the user
calls FROG again, with the same input as in the first step.
FROG checks which QM/MM calculations have been per-
formed successfully, and it creates submission scripts for the
remaining QM/MM calculations to be performed. This sec-
ond step is thus an iteration of FROG’s calls and HPC submis-
sion until all QM/MM calculations are performed.

If all QM/MM calculations are finished, the third step (III)
can be performed: FROG is called once, it reads the results and
performs the statistical analysis. The user can define groups of
molecules over which the average must be done using several
criteria.

C. (Hyper)polarizability analysis

FROG’s outcome, in particular molecular (hy-
per)polarizabilities, can be used to interpret various ex-
periments such as static Electric Field Induced Second
Harmonic generation (EFISH), dc Kerr effect, Surface
Second Harmonic Generation, or Hyper Rayleigh Scattering
(HRS)*. Typically, depending on the experimental setup,
measurable quantities are different combinations of molecular
or laboratory response tensors: &, f3, and ¥, the polarizability,
first and second hyperpolarizability respectively.*#0. In
particular, some care must be taken for the quantitative com-
parison of experimental and theoretical hyperpolarizabilities
of molecules, and different contributions can be dominant
depending on the system>*°.

Concerning the average hyperpolarizability, it is first in-
teresting to investigate which components are dominant, and
what their ratios are. For example, this can permit the ne-
glect of some hyperpolarizability components in the interpre-
tation of surface-SHG? . Moreover, linear combinations of
the hyperpolarizability tensors can - in some cases - be di-
rectly linked to the experimental depolarization ratio obtained
by polarization-resolved second harmonic scattering of the
liquid46. In other cases, like water, the intermolecular corre-
lations of the second harmonic emitted electric fields have to
be calculated explicitly’. Recently, the quadrupolar hyperpo-
larizability responses are also used to interpret surface SHG
signal’”#7. Thus, since the analysis depends on the experi-
ment with which one wants to compare, the post-processing
is not included in FROG, but delegated to the user. Some ex-
amples are provided in the Jupyter notebooks of the tutorials.
Depending on the analysis, the user may prefer to collect the
(hyper)polarizabilities in the molecular frame, or in the labo-
ratory frame. Both are available in FROG.

D. Comparison with other fragmentation programs

Similar tools have been proposed previously to help users
perform QM/MM calculations by fragmentation of a complex
system.

Some are specific to the fragmentation of biomolecular sys-
tems. For example, the AFNMR package’® provides a useful
method to estimate chemical shifts in proteins, based on den-



sity functional calculations on fragments. The tool analyzes
a PDB file of a protein (possibly with a ligand) and automat-
ically generates fragments on which the QM calculations are
performed using an embedding scheme. The entire fragment
and a buffer region are treated by density functional theory
(DFT). The surroundings of the QM region is described im-
plicitly by a set of surface charges that are computed using the
Poisson—Boltzmann equation. AFNMR generates inputs for the
GAUSSIANO9 package to calculate NMR observables: chemi-
cal shifts and/or scalar couplings.

The PyFrame package’! that is contained in the
Dalton’s Project'” also performs automatized fragmentation
and parameterization of complex molecular environments.
PyFrame, additionally, helps to calculate the parameters nec-
essary to create the polarizable embedding. This feature is
not included in FROG, which will build the environment using
charges and polarizabilities that are provided by the user for
each molecule of the system. FROG also does not yet handle
covalent bond fragmentation.

Another difference between PyFrame or AFNMR, and
FROG is that we intended to study bulk liquids or interfaces,
rather than a single or just a few probes in a complex environ-
ment. FROG was written to examine not only one molecule
of interest per time step but all of them. With FROG, one can
easily explore how the various conformations explored within
an MD trajectory affect the optical properties of a molecule.
Thanks to the MDanalysis python package, FROG can handle
different formats of MD trajectories and is designed to deal
with several time steps in a single job. We have tested input
trajectories produced by LAMMPS, NAMD, and Gromacs. More-
over, it may also use a dynamical selection of molecules de-
pending on their position relative to an interface (layer-based
selection), for the various surface definitions implemented in
the pytim package*.

Il. EXAMPLES

To illustrate a typical use of FROG, we briefly recall results
published in Ref. 32, and we list the tutorials that are currently
available. Other uses of FROG can be found in Ref. 5,33,
where we notably manage to reproduce the experimental
results of Second Harmonic Scattering on pure bulk water
from the MD”.

A. Hyperpolarizability variations of Water at the air/water
interface

As mentioned already, for water molecules, the first hyper-
polarizability is known to be extremely sensitive to their en-
vironment. In Ref. 32 we have investigated how the water
molecular hyperpolarizability evolves as a function of the dis-
tance to an air/water interface. This is relevant to interpret Sur-
face Second-Harmonic Generation (S-SHG) experiments per-
formed at the air/water interface. Briefly, a strong laser field
at a wavelength 800 nm is focused on an air/water interface

while the emitted light at the harmonic frequency, 400 nm, is
collected, see Fig. 2 A.

The input trajectories were generated using LAMMPS. A wa-
ter film, about 10 nm thick was created and equilibrated in
a simulation box (5 x 5 x 40 nm?) containing 9000 rigid
TIP4P/2005 water molecules. FROG was used to analyze
80 frames of the MD trajectory separated by 20 ps, and to
manage about 50 000 QM/MM calculations dispatched over
different molecules and time steps. These Dalton calcu-
lations have cost approximately 11 k-hours for a single 2.6
GHz CPU. Each QM system was composed of a single water
molecule, surrounded by point charges representing the neigh-
boring water molecules. If a neighbor molecule owns at least
one atom in radius Rc = 2.3 nm around the center of mass
of the QM fragment, the whole molecule is included in the
electrostatic environment represented by the points charges
of the MM model. Hyperpolarizability calculations of the
static and dynamic hyperpolarizabilities of water molecules
were performed at the density functional theory (DFT) CAM-
B3LYP/d-aug-cc-pVTZ level.

Finally, FROG has permitted to calculate the profiles along
the direction normal to the interface (noted Z) for the hy-
perpolarizabilities, and the local electric field created by the
MM environment. It has averaged at each time step, over the
molecules belonging to 0.1 nm-thick slices normal to the Z
direction. In Figures 2 B and C, the profiles are plotted as a
function of the altitude AZ = Z — Z; relative to the average
position of the interface Zy. Thanks to FROG, we have demon-
strated that the resulting average molecular first hyperpolariz-
ability tensor depends on the distance relative to the interface.
Such effects can then be included in the modeling of experi-
mental results.

B. Tutorials

Several tutorials are already available with the source code,
but still under development (see Table I). The wiki, available
at https://glb96.github.io/Frog, contains further ex-
planations for each one of the tutorials. The files necessary to
perform locally the tutorials are available to download on the
Gitlab https://github.com/glb96/Frog: MD trajecto-
ries as inputs, FROG’s input parameter files, SLURM submission
templates, the QM/MM results if needed, and jupyter note-
books to perform the analysis.

IV. IMPLEMENTATION DETAILS

A. Python implementation

The code is available on Zenodo* or on Github:
https://github.com/glb96/Frog. Its  license
(GNU GLPv3) implies that it can be downloaded, mod-
ified, and used freely. We yet ask the user to cite the
present article if results obtained with FROG are published.



FROG is downloadable as a Python3 package. It depends
on common Python packages such as Numpy>’, but also
requires MDAnalysis®'~? and pytim*®. A simple installation
procedure can be found in the wiki and on the Github
page. FROG is designed to be used either on the computing
center, to avoid data transfers, or on a local computer. To use
FROG, one runs it through a Linux shell. A file containing
input parameters must be available in the directory, and its
name, for instance frog_input.py, 1S given as an argument in a
command line as in Listing 1.

Frog frog input.py

Listing 1. Example of bash shell typical commands to run FROG.

Examples of input files are provided with the source code and
commented on in the tutorials. In Appendix, we have added
some extracts of input files to illustrate FROG’s use.

B. Structure of the data into GP and MT classes

The information needed by FROG is structured in classes
and the user defines them in the Python input file.

a. GlobalParameter class (GP) The input file con-
tains first the definition of the GlobalParameter (GP), which
contains information shared by the whole system such as the
MD trajectory to use or the directory where FROG should be
executed (see Listing 3).

b. MolecularType class (MT) In a second part,
the input file defines one or more objects of the class
MolecularTypes (MT). This class is the backbone of
FROG’s architecture. This molecular-based implementation is
motivated by the approach of Section I A based on Equa-
tions 1, which are defined for each molecule. It is also com-
patible with most MD softwares based on molecules as ele-
mentary building blocks for the topology. The user defines an
MT object for each type of molecule contained in the MD tra-
jectory. For instance, if the MD trajectory contains only water
molecules, one MT would be defined pointing at all the water
molecules. For a solution containing methanol, water, Na™
and C17, 4 MT should be defined. The input is therefore rela-
tively small for systems with only a few types of molecules.
The MT definitions depend neither on the size of the system
nor the number of MD snapshots to treat. FROG can handle
with MT all types of molecules used in a classical MD, neutral
or ionic, rigid or flexible, small or large, provided they are de-
fined in its internal library. Note that the user can upgrade the
library by defining a new MT using available templates.

Each molecule of the system can be involved in a
Dalton calculation: either in the QM part, if their optical
properties are investigated, or in the MM part, if they belong
to electrostatic embedding. The MTs therefore contain infor-
mation about these two cases. If the molecule is in the QM
region, the MT indicates the QM-level of the QM/MM calcu-
lation. If the molecule is in the MM region, the MT indicates

the charge and polarization of each atom. These are fixed for
each molecule type.

Moreover, the MT objects contain the user-defined analy-
sis or calculations to be performed. In the input file, the
user defines for each MT what should be computed (e.g.
molecular density, Radial Distribution Functions, frequency-
dependent polarizability or hyperpolarizability), and for
which molecules. In the last step, after FROG has analyzed
the QM/MM outputs, the MTs also store the results, such as
the QM observables.

In the following, some details of the implementation of the
three main steps of FROG are provided.

C. Step l.a: reading MD trajectory analysis and structural
analysis

The MD trajectories are read via the MDanalysis package.
Therefore, pieces of information on the topology are extracted
by FROG in the MD files, in particular the different molecules.

To get insight into the molecular structures of the trajec-
tory, some analyses have been implemented in FROG: molecu-
lar density, molecular orientation, hydrogen bonds, and radial
distribution function. These structural analyses can be per-
formed during one FROG run for every MT defined and are done
during the first part of the run. Averages of these structural ob-
servables can be performed either on (1) all molecules, (2) on
groups of molecules based on their position in a user-defined
laboratory axis to get a profile, (3) on groups of molecules
belonging to the same layer relative to an interface.

D. Step I.b : Creation of QM /MM inputs for Dalton

The input files for Dalton are written during this first step.
The user may define which molecules of each MT should be
part of the QM fragment, the "targets".

For all the time steps defined in the GP, FROG creates dy-
namically the QM fragments at the "target" molecule site, and
its electrostatic environment which will later be converted by
Dalton into Ay and V,,, respectively. The atom positions of
the MD trajectory are used, both for the MM and for the QM
fragments.

The QM fragment can be composed of a target single
molecule. It can also include the closest neighbors of the tar-
get molecule, whatever their MT. All the atoms of the neigh-
boring molecules are included in the QM part. The parame-
ters dealing with the QM description of the target molecule
are contained in the QMParameter class.

The MM environment is constructed using the MD trajec-
tory: FROG replaces each molecule in the neighborhood of the
QM fragment by a set of charged and/or polarizable centers.
The radius of this electrostatic environment, Ry, is typically
of the order of a few nanometers. To build the environment,
FROG uses the time-dependent Periodic Boundary Conditions
(PBC) of the MD trajectory.

Every molecule composing the MD trajectory shall have
an electrostatic description to be part of a polarizable embed-



ding environment. It is defined in the MT. For instance, in our
works>3233 we have used point charges equal to the charges
of the classical MD model, and no polarizability.

The user may modify the electrostatic description of a MT or
create a new one for its needs easily. One constraint in FROG’s
implementation is that all the molecules of a given MT share
the same electrostatic description. The electrostatic descrip-
tions of all MTs have to be known in advance.

Moreover, we implemented in FROG the embedding scheme
that we called PE+LI33, illustrated in Fig. 3 : the environment
at a distance between R. and R can be included implicitly by
the addition in the QM calculation of a homogeneous electric
field. This field is an approximation of the electric field that
is imposed on the QM center by the point charges of the en-
vironment at distances from R, to Ry, which is calculated by
FROG.

In our works on pure liquid water, with Ry = 4 nm, R, can
be diminished to about 1 nm without much loss of accuracy
for the non-linear optical molecular properties. But these pa-
rameters Ry and R, are expected to depend on the system and
on the observables at hand: they should be optimized for any
new application.

During this first step, for each target molecule and for
each time step, FROG creates a directory containing three
Dalton input files needed to perform the QM/MM calcula-
tion: (i)a " .dal" for the type of calculation and the electronic
parameters, (ii) a " .mol" containing the atomic coordinate of
what composes the QM fragment, and (iii) a " . pot" contain-
ing the electrostatic environment description around this QM
fragment.

E. Step Il : QM calculations on HPC

Once the QM/MM inputs are written, the user has to per-
form Dalton calculations, independently of FROG. Typi-
cally, a High-Performance Computing (HPC) center is used,
where a job queuing system is installed. FROG provides in-
puts adapted to the ubiquitous ’Simple Linux Utility Resource
Management’ (SLURM)>?. FROG’s options permit to fine-tune
the parallelization depending on the computing resources.

Figure 4 illustrates how a trajectory containing 2000
molecules could be analyzed every two time steps. For 3
frames (1, 3 and 5), there would be 6000 QM/MM calcula-
tions to perform. To avoid submitting thousands of jobs to
the queuing system, a single job may consist of a bunch of
QM/MM calculations, for example, one job would perform
200 QM/MM calculations (as depicted in Listing 4).

Since the calculation are often performed in computing
nodes with several CPU available, FROG’s options also per-
mit to parallelize over these. In particular, FROG proposes to
use the Linux parallel functionality’*, and/or the Message
Passing Interface (MPI) capability of Dalton. For example,
for jobs that run on a single node with 32 CPU, one can choose
to dispatch the bunches of QM/MM calculations into 8§ paral-
lel channels, and each channel runs one Dalton calculation
parallelized on 4 MPI-workers (see Listing 5).

Despite the aggregation of QM/MM calculations into
bunches, many jobs have to be submitted, either sequentially,

or in parallel. FROG reads a template provided by the user
to output a SLURM submission script for an array of jobs. In
practice, a unique command line handles the submission of all
QM/MM calculations with a user-defined scheduling strategy
(see Listing 2).

sbatch Submission script/submit_array job.sh

Listing 2. Bash command to submit all the QM/MM jobs to
a SLURM queing system. The array permits to submit in one
command a series of similar jobs.

Once all the jobs have been performed, FROG is called again
to check whether all the QM/MM calculations have ended
successfully, and have provided the expected observables. If
not, FROG creates the submission scripts for the remaining jobs
only, and the user has to use the previous submission com-
mand again (Listing 2).

F. Step Ill: Analysis of QM/MM outputs and
post-processing

Once all the expected QM/MM calculations ended suc-
cessfully, the observables are extracted automatically from
Dalton’s output files, and stored in a pickle format.

FROG typically reads the polarizabilities and hyperpolar-
izabilities of the QM systems. At the dipolar level, they are
3 x 3 and 3 x 3 x 3 tensors respectively. At the quadrupo-
lar level, some hyperpolarizabilities (dipole-quadrupole and
quadrupole-dipole) will have 3 x 3 x 3 x 3 = 81 components
instead of 27. The polarizability and hyperpolarizability ten-
sors are available either in the molecular frame (o and ) or
in the laboratory frame (1 and x). Once FROG’s calculation
ends, the user can have access to the individual frequency-
dependent molecular (hyper)-polarizabilities or to averages
performed over space and time (different MD snapshot). The
individual values can be manipulated as pandas DataFrame
or numpy Arrays for statistical analysis, see the tutorial about
second-hyperpolarizability calculation for instance. This can
also be useful in the case of Second Harmonic Scattering
of liquids® where the individual values and their fluctuations
matter.

For Surface-Second Harmonic Generation, the evolution
of the average (hyper)-polarizability over space is relevant.
FROG uses Diagrams to store this spatial evolution. For in-
stance, Listing 7 defines how the 27 components of 3 x 3 x 3
B and ¥ tensors are averaged over all molecules. A distri-
bution within a range [—35,35] a.u with 200 bins is used to
describe the value of all the hyperpolarizability in their molec-
ular frame (’beta’) over the whole space. Similar distributions
are defined for the hyperpolarizability in the laboratory frame
(’chi’) but depending on the molecule position with respect to
the laboratory Z-axis: 50 different distributions are created.
Using such space-dependent analysis, the user is able to see
the evolution of the observables as a function of the molecule
position in the MD trajectory.



G. Regular tests

Currently, few developers are involved in FROG. A pipeline
has been built within our local Gitlab platform to perform
regular tests upon request (before merging on the master
branch). The goal of these tests is to prevent errors dur-
ing FROG execution solely: the tests do not involve running
Dalton or any MD software.

The test starts from scratch with the installation of
FROG and its Python package dependencies. Then, all the pos-
sible inputs and many relevant combinations are tested. Two
MD trajectories are used during these tests, a bulk mixture and
a pure solvent at the liquid-gas interface, since they represent
the current typical use of FROG. Today, this represents a set
of 64 inputs that are run within a few minutes. The tests are
defined as successful if no dramatic error stops FROG’s execu-
tion. We intend to extend these tests with reference verifica-
tion values soon. These regular tests are also included in the
Github page and can be used as examples in addition to the
tutorials.

H. Parallelization

Since FROG manages a lot of molecules and time steps in
the same run, its execution time easily increases. In the fol-
lowing, we describe the scaling as a function of different pa-
rameters, and the possibilities to optimize FROG’s efficiency.

As expected, for the fragmentation and QM/MM input writ-
ing, FROG’s execution scales linearly both with the number of
molecules (N,,;,;), and with the number of time steps (), see
Fig. 5 A and B. Thanks to the multiprocessing Process-
based package, FROG can exploit CPU parallelization, with
different workers analyzing different time steps of the trajec-
tory. This can done during the step I and step III. For instance,
Listing 6 defines 15 workers to be used for such a paralleliza-
tion.

As illustrated in Fig. 5 C, the parallelization is very effi-
cient, as long as the number of workers is smaller than the
number of time steps. As expected, it is useless to use more
workers than the number of time steps.

The most time-expensive part of FROG is the first one where
structural analysis and QM/MM fragmentation are performed.
It is especially the case if large environments are required, for
instance for Radial Distribution Function or large QM/MM
electrostatic embedding. Yet, the time needed per analysis or
QM/MM input writing per molecule is still negligible com-
pared to the cost of a quantum calculation, even with one
molecule per QM fragment.

|. Documentation

The wiki is composed of HTML files available at
https://glb96.github.io/Frog. Its core was created
automatically from the source code using the Sphinx pro-
gram>, which outputs an intelligent and well-structured doc-

umentation. It contains extensive cross-references with auto-
matic links for functions, classes, etc., and a search tool that
permits finding the source documentation on objects defined
in FROG.

V. CONCLUSION

FROG is a software originally designed to help computing
the linear and non-linear optical responses of molecular lig-
uids, both in bulk and near an interface. To achieve this, it an-
alyzes MD trajectories and creates inputs for QM/MM Polar-
izable Embedding calculations within the Dalton package.
The calculations, performed independently of FROG, provide
the optical responses of molecules within complex environ-
ments. Statistical averages over numerous conformations can
be performed. FROG’s main specificity are: (i) It can open
many types of MD trajectory formats, and it is designed for
pure liquid or mixture, in bulk or with interfaces. (ii) The user
can easily define the parameters for a molecule description or
analysis. (iii) It helps to manage and analyze thousands of
QM/MM calculations done on a High Performance Comput-
ing center. Noticeably, it is developed to deal with various
tensors such as the polarizabilities and the first hyperpolariz-
abilities at the dipolar and quadrupolar orders.

FROG would be adapted to compute optical properties of
liquids at the QM/MM level for systems such as a mixture
composed of small or medium-sized molecules in a molecular
solvent. In particular, aqueous solutions containing surfac-
tants or lipid layers would probably suit FROG, both in bulk or
at interfaces. Some care would be necessary for anisotropic
systems where long-range interactions may impact the opti-
cal responses. On the contrary, FROG would be unsuitable
when its basic hypothesis could fail: (i) If there are strong in-
termolecular interactions or electronic delocalization that im-
pede a QM/MM approach. (ii) If the electrostatic description
for the MM part differs from one molecule to another. (iii) If
the QM probe involves many atoms, for instance, a full pro-
tein. (iv) If the partitioning demands to cut covalent bonds.

FROG is still under development, and we envisage various
outlooks. One could first test further QM levels and embed-
ding schemes included in Dalton’®. In particular, we wish to
include the possibility to add the pseudo-potentials in the MM
embedding, to avoid spill-out effects®’. Moreover, it would be
worth to include more species in the quantum description to
deal with clusters, such as solvated ions. FROG can in principle
be used to study resonant frequency in SHG, but may require
some refinement regarding the Dalton input. FROG can, in
principle, compute all observables that Dalton can compute
within its QM/MM framework within a reasonable amount of
code implementation.

We hope FROG will facilitate the quantitative calculations
of the non-linear optical properties of various liquids and in-
terfaces, and help the scientific community to take the best
advantage of the available experimental setups.

APPENDIX : ILLUSTRATIVE EXTRACTS OF INPUT FILE
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GP.MD _file _name_ topology = 'water.data’
GP.MD file name traj = 'water.dcd’

GP.MD _file type = 'LAMMPS'

GP.nbr_time_ step = 75 # number of analyzed time steps
GP.trotter step = 40 # analyze only 1 every 40

Listing 3. Example of input lines to define the input trajectory
definition and the timesteps that will be investigated.

GP.nbr_repetition QM _perMT = [200] # nbr QVI per job.

Listing 4. Example of input lines to define the setting for job Dalton
management on HPC calculator.

GP.nbr_job_parr_ QM = 8 # Dalton calculation per node
GP.nbr_mpi_dalton = 4 # Dalton MPI workers

Listing 5. Example of input lines to define the setting for job Dalton
management on HPC calculator with nodes of 32 CPU.

GP.nbr_ parra = 15 # CPU available for FROG

Listing 6. Example of input lines to define the parallelisation of
FROG among different timesteps.

L diagram analysis to perform = [
[ 'beta’, 'Averaged', [1, 200], [—35, 35]],
['chi’, '"Plane xy', [50, 200], [—-35, 35]] ]

Listing 7. Example of input lines to define two Diagrams to calculate
the average, standard deviation and distribution of the 27 components

of the tensors § and ). The statistics are calculated over all
molecules, and over all time steps.
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FIG. 1. Workflow to compute optical response properties of molecular assemblies such as molecular liquid in bulk or close to interfaces.
FROG helps the user with analyzing the MD trajectories, and creating Dalton input files (I), managing the calculations (II) and finally
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(HPC) center. The QM/MM calculations can be performed on the cluster independently over several days or weeks if needed without any risk
of general error or crash.
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FIG. 2. A: Schematics of the system of interest and the S-SHG experiment, and of the QM/MM approach, where the black circle emphasizes
one QM fragment, and the dashed circle the MM environment. B: Variation of the different hyperpolarizability tensor components as a function
of the distance relative to the interface. The violet background depicts the bulk liquid region, and the light blue background is the interface
region. C: Electrostatic field due to the MM environment along the C,, molecular axis of QM water molecule, noted c. Inset: distribution of
the electric field values in the molecular frame {a,b,c} of the QM fragment. Figures from32, under CC BY-NC 3.0 Deed license, without the
need for RSC authorization in a publication by the authors.

Name of Tutorial Content

Getting started Description of first steps for beginners: install and run the first
FROG job.

Space Discretization Example of the spatial analysis and selection of molecules and how to
plot profiles of the observables such as molecular density, orientation,
hydrogen bonds....

Mixtures and Structural Analysis Example of a water/methanol mixture where hydrogen bonds are
analyzed.

Optical Analysis Example of calculation of hyperpolarizabilities within the PE environ-

ment, and how to read and plot the related observables.
Quadrupolar Terms and Long Range QM/MM | Topics specialized for Surface Second Harmonic Generation, for ex-
perts, see Ref. 32,33.

Second Hyperpolarizability Scripts to perform the calculation of the second hyperpolarizability us-
ing the Finite Field method, see Ref. 33

Loading Results Tools and tips to open and plot FROG’s output files.

Molecular Type Module Explanation of the definition of MolecularTypes and how one can

define a new one.

TABLE 1. List of tutorials available for FROG.
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FIG. 3. Sketch of the PE+LI electrostatic embedding procedure. The
QM box is defined for only one molecule, here, water. In the direct
area, until R, all the neighbors are included in a QM/MM calculation
with a discrete solvation procedure, such as the PE formalism. In the
Long-range area, from R. to Ry: the neighbors are included by the
electrostatic field they generate at one specific point of the QM box.
Figures from Ref 33, under CC BY-NC 3.0 Deed license, without the
need for RSC authorization in publication by the authors.
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FIG. 4. Example of the management of a trajectory of 2000
molecules that is analyzed every 2 time steps. FROG dispatches the
QM/MM calculations into jobs. Each job manages 200 QM/MM cal-
culation. All the jobs that are submitted as a single SLURM job array
on an HPC center.
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FIG. 5. Execution time of FROG (in sec.) for the structural analysis and writing the QM/MM inputs. (A) For the analysis of N,,,; molecules, and
for 2 time steps. (B) For the analysis of N time steps, for 200 molecules. (C) Parallelized on Ny, CPUs of the same computing node, for the
analysis of 2000 molecules, and N;; = 64 time steps. Black dashed lines with a slope of 1 or -1 have been added in the log-log representations.



