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Abstract10

The design of efficient dynamic data structures for large 𝑘-mer sets belongs to central chal-11

lenges of sequence bioinformatics. Recent advances in compact 𝑘-mer set representations via12

simplitigs/Spectrum-Preserving String Sets, culminating with the masked superstring framework,13

have provided data structures of remarkable space efficiency for wide ranges of 𝑘-mer sets. However,14

the possibility to perform set operations remained limited due to the static nature of the underlying15

compact representations. Here, we develop 𝑓-masked superstrings, a concept combining masked16

superstrings with custom demasking functions 𝑓 to enable efficient 𝑘-mer set operations via string17

concatenation. Combined with the FMSI index for masked superstrings, we obtain a memory-efficient18

𝑘-mer index supporting set operations via Burrows-Wheeler Transform merging. The framework19

provides a promising theoretical solution to a pressing bioinformatics problem and highlights the20

potential of 𝑓-masked superstrings to become an elementary data type for 𝑘-mer sets.21
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1 Introduction32

To store and analyze the vast volumes of DNA sequencing data [61], modern bioinformatics33

methods increasingly rely on 𝑘-mers to bypass the computationally expensive sequence34

alignment and mitigate data heterogeneity. 𝑘-mer-based methods are used in a range of35

applications, including large-scale data search [6, 8, 14, 33], metagenomic classification [15, 62],36

infectious disease diagnostics [9, 13], assembly evaluation [52], and transcript abundance37

quantification [10, 48]. All such applications depend on the efficiency of the underlying 𝑘-mer38

data structures.39

The design of efficient 𝑘-mer data structures is a central challenge of contemporary40

sequence bioinformatics [18, 43]. We summarize the desired properties of an ideal data41

structure in Section 1.1, but the two main requirements are as follows. First, as even a42

single 𝑘-mer set can be large, potentially containing up to hundreds of billions distinct43

𝑘-mers [33], the main challenge is to provide data structures that are efficient in space and44

time simultaneously. Second, as modern genomic databases undergo rapid development,45

thanks to their growing content and curation efforts, rapid and space-efficient updates across46

𝑘-mer indexes are increasingly needed to avoid repetitive and costly index recomputations.47

This includes scenarios such as 𝑘-mer set operations across sets, and additions or removals of48

individual 𝑘-mers.49

The space efficiency has been particularly well addressed using the (repetitive) Spectrum-50

Preserving String Sets, (r)SPSS, that exploit 𝑘-mer non-independence [17]. In particular,51

the key observation is that genomic 𝑘-mer sets can be typically represented by 𝑘-long52

substrings of a small number of (arbitrarily long) strings, which is the so-called spectrum-like53

property (SLP) [18]. Building on this observation, several textual representations of 𝑘-mer54

sets were proposed. The first ones were based on de Bruijn graphs, to which we jointly55

refer as (repetitive) Spectrum Preserving String Sets or (r)SPSS [11, 12, 19, 20, 51, 57, 58].56

(r)SPSS are currently highly standard and many data structures for 𝑘-mer sets base upon57

them [2, 7, 45, 49, 55],58

Masked superstrings (MS) have provided additional space gains [59], by the virtue of59

a better 𝑘-mer set compaction. The core improvement over (r)SPSS lies in modeling the60

structure of 𝑘-mer sets by overlap graphs instead of de Bruijn graphs, thus being able to61

exploit overlaps of any length. MS represent 𝑘-mer sets using an approximately shortest62

superstring of all 𝑘-mers and a binary mask to avoid false positive 𝑘-mers. MS generalize63

any existing (r)SPSS representation as these can always be encoded as MS, but provide64

further compression power, especially for sets without the SLP, such as those arising from65

sketching or subsampling. The resulting representation is well indexable using a technique66

called Masked Burrows Wheeler Transform [60], resulting in a 𝑘-mer data structure with67

2 + 𝑜(1) bits per 𝑘-mer under the SLP.68

However, the lack of dynamicity of both (r)SPSS and MS – and of their derived data69

structures – has been limiting their wider applicability. To the best of our knowledge, the70

only supported operations were union, either via merging (r)SPSS of several 𝑘-mer sets71

resulting in an rSPSS of their union, or by the Cdbg-Tricks [28] to calculate the union unitigs72

from unitigs of mutliple original 𝑘-mer sets. However, other operations than union, such as73

intersection or symmetric difference have never been considered.74

Here, we develop a dynamic variant of masked superstrings (and thus also of (r)SPSS)75

called the 𝑓-masked superstrings (𝑓-MS). The key idea is to equip masked superstrings76

with so-called demasking functions 𝑓 for more flexible mask interpretation (Section 3).77

When complemented with the concatenation operation, this provides support for any set78
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operation, including union, intersection, and symmetric or asymmetric difference on the79

represented 𝑘-mer sets, resulting in a complete algebraic type for 𝑘-mer sets (Section 4). We80

implement the whole approach in the FMSI index for masked superstrings [60] (Section 5),81

and demonstrate applicability of the concept on an example dataset (Section 6).82

1.1 Problem formulation83

Before delving into technical details of our contribution, we formulate properties of an ideal84

𝑘-mer data structure. The desired data structure for representing a set of 𝑘-mers should85

support the following operations in a space- and time-efficient way:86

(i) 𝑘-mer set index construction, with time complexity linear with the number of 𝑘-mers.87

(ii) 𝑘-mer membership queries, with low bits-per-𝑘-mer memory requirements, approach-88

ing 2 bits per distinct 𝑘-mer for datasets following the Spectrum-Like Property [18] and89

proportionally for more complex datasets.90

(iii) Set operations, including union, intersection, difference, and symmetric difference.91

(iv) Single 𝑘-mer deletion and insertion, or at least one of these.92

In this paper, we make progress on efficient set operations while retaining high space93

efficiency for 𝑘-mer membership queries and other desirable properties of (r)SPSS- or MS-94

based data structures.95

Naïve approaches for performing set operations. We note that one can add support96

for set operations to a static data structure in a straightforward way: One option is extracting97

the 𝑘-mer sets from the input indexes, performing the given operation with the sets, and98

computing the new index for the resulting set; however, this process requires substantial time99

and memory. Another option is to keep the indexes for input 𝑘-mer sets and process a 𝑘-mer100

query on the set resulting from the operation by asking each index for the presence/absence101

of the 𝑘-mer in each input set, which is however time and memory inefficient as all the102

indexes need to be loaded into memory, as also noted in [30]. Therefore, we seek to perform103

set operations without the costly operation of recomputing the index or making multiple104

queries to original indexes.105

1.2 Related Work106

Many works have recently focused on data structures for single 𝑘-mer sets and their collections;107

we refer to [18, 43] for recent surveys. Here, we primarily focus on those that offer some kind108

of dynamicity, i.e., an efficient support for set operations or, at least, insertions/deletions of109

individual 𝑘-mers. The recently introduced Conway-Bromage-Lyndon (CBL) structure [46]110

builds on the work of Conway and Bromage [21] on sparse bit-vector encodings and combines111

them with smallest cyclic rotations of 𝑘-mers (a.k.a. Lyndon words), which yields a dynamic112

and exact 𝑘-mer index supporting set operations, such as union, intersection, and difference,113

as well as insertions or deletions of 𝑘-mers. However, the memory requirements for processing114

queries on dataset satisfying the spectrum-like property are substantially worse than for115

other, static methods [46].116

While, to the best of our knowledge, other 𝑘-mer indexes do not support efficient117

set operations such as the intersection or difference, other tools, including BufBoss [1],118

DynamicBoss [4], and FDBG [22] allow for efficient insertions and deletions of individual119

𝑘-mers. Bifrost [29], VARI-merge [47], Metagraph [33], dynamic Mantis [5], or the very120

recent Cdbg-Tricks [28] support insertions but not deletions. Other data structures, such as121

COBS [6], RAMBO [27], or kmtricks [35] trade exactness for space compression, allowing a122

certain false probability rate. These employ variants of the Bloom filter that can also process123
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insertions and compute unions efficiently but other set operations such as the intersection124

are not directly possible. We note that there are many more highly efficient but static data125

structures for individual or multiple 𝑘-mer sets, e.g., [2, 3, 7, 24, 25, 29, 40, 44, 45, 49].126

Finally, one can also use the textual representations of (r)SPSS, with efficient string indexes127

such as the FM index [26] or BWA [36–39], but this only yields static indexes.128

Another line of work, e.g. [23, 32, 34, 41, 42, 52, 53], focused on 𝑘-mer counting, where129

we additionally require to compute the 𝑘-mer frequencies. Out of the many 𝑘-mer counters130

available, GenomeTester4 [32], KMC3 [34], or Meryl [52] support operations such as union,131

intersection, or difference on multisets. However, 𝑘-mer counters require substantially larger132

memory than the most efficient 𝑘-mer indexes or heavily utilize disk.133

2 Preliminaries134

Strings and 𝑘-mers. We use constant-size alphabets Σ, typically the nucleotide alphabet135

Σ = {A, C, G, T} (unless stated otherwise). The set Σ∗ contains all finite strings over Σ, with136

𝜖 representing the empty string. For a given string 𝑆 ∈ Σ∗, |𝑆| denotes its length, and |𝑆|𝑐137

the number of occurrences of the letter 𝑐 in 𝑆. For two strings 𝑆 and 𝑇, 𝑆 + 𝑇 denotes their138

concatenation. A 𝑘-mer is a 𝑘-long string over Σ, and unless stated otherwise, we assume139

canonical 𝑘-mers, i.e., a 𝑘-mer and its reverse complement are considered equal. For a string140

𝑆 and a fixed length 𝑘, the 𝑘-mers generated by 𝑆 are all 𝑘-long substrings of 𝑆, and similarly141

for a set of strings ℛ, they are those generated by the individual strings 𝑆 ∈ ℛ.142

(r)SPSS representations of 𝑘-mer sets. For a given 𝑘-mer set 𝐾 (comprising 𝑘-mers of the143

same size 𝑘), a set of strings ℛ (called simplitigs) constitutes its Spectrum Preserving String144

Set (SPSS) [11, 12, 50, 51] if (1) it generates 𝐾 and (2) each 𝑘-mer occurs only once among145

the simplitigs (uniqueness). Repetitive Spectrum Preserving String Sets (rSPSS) [56, 58],146

including its members called matchtigs, are defined similarly, except that condition (2) is147

omitted. To refer to either of these concepts, we use the abbreviation (r)SPSS .148

Masked superstrings. Given a 𝑘-mer set 𝐾, a masked superstring (MS) [59] consists of a149

pair (𝑆, 𝑀), where 𝑆 is an arbitrary superstring of the 𝑘-mers in 𝐾 and 𝑀 is a binary mask150

of the same length. An occurrence of a 𝑘-mer in an MS is said to be on if there is 1 at the151

corresponding position in the mask (i.e., the initial position of the occurrence), and off152

otherwise. The set of 𝑘-mers generated by 𝑆 are referred to as the appearing 𝑘-mers, and are153

further classified based on their values in the mask into represented 𝑘-mers (at least one on154

occurrence) and ghost 𝑘-mers (all occurrences off). All masks 𝑀 that represent a given 𝐾155

in a combination with a given superstring are called compatible.156

Encoding conventions. To implicitly encode 𝑘 in MS, the last 𝑘 − 1 positions of masks157

are always set to 0 and preceded by 1 (always feasible). In this paper, MS are presented158

using their mask-case encoding, i.e., the superstring with individual letters in either lower or159

upper case indicating a 1 or 0 in the mask, respectively.160

▶ Example 1. Consider the 𝑘-mer set 𝐾 = {ACG, GGG}. One possible superstring is ACGGGG,161

with three compatible masks: 101100, 100100, 101000, resulting in the encodings AcGGgg,162

AcgGgg, AcGggg, respectively. The latter mask would contravene our encoding assumptions,163

and thus, would not be used for MS storage. When parsing AcgGgg, the suffix implies 𝑘 = 3,164

and the 𝑘-mers are decoded as {ACG, GGG}.165
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3 Function-Assigned Masked Superstrings166

Let (𝑀, 𝑆) be an MS (Masked Superstring) and suppose that our objective is to determine167

whether a given 𝑘-mer 𝑄 is among the MS-represented 𝑘-mers. Conceptually, this process168

consists of two steps: (1) identify the occurrences of 𝑄 in 𝑆, and (2) verify using the mask169

𝑀 whether at least one occurrence of 𝑄 is on. We can formalize this process via a so-called170

occurrence function.171

▶ Definition 2. For a superstring 𝑆, a mask 𝑀, and a 𝑘-mer 𝑄, the occurrence function172

𝜆(𝑆, 𝑀, 𝑄) → {0, 1}∗ is a function returning a finite binary sequence with the mask symbols173

of the corresponding occurrences, i.e.,174

𝜆(𝑆, 𝑀, 𝑄) ∶= (𝑀𝑖 ∣ 𝑆𝑖 ⋯ 𝑆𝑖+𝑘−1 = 𝑄) . (1)175

In this notation, verifying 𝑘-mer presence corresponds to evaluating the composite function176

‘or ∘ 𝜆’; that is, a 𝑘-mer is present if 𝜆(𝑆, 𝑀, 𝑄) is non-empty and the logical or operation on177

these values yields 1. For instance, for AcgGgg from Example 1, and query 𝑘-mer 𝑄 = GGG,178

it holds that 𝜆(𝑆, 𝑀, 𝑄) = (0, 1), as the first occurrence is off and the second is on, with179

the or of these values being 1; therefore, GGG is represented.180

The set of all MS-represented 𝑘-mers can thus be expressed as181

𝐾 = {𝑄 ∈ Σ𝑘 | or(𝜆(𝑆, 𝑀, 𝑄)) = 1}. (2)182

The key observation of this work is that or is only one member of a large class of possible183

“demasking functions” (see examples in Table 1). For instance, MS could have been defined184

using the xor function, with a 𝑘-mer considered present if the number of its on occurrences185

is odd. Indeed, 𝑘-mer demasking can use any symmetric Boolean function, which we further186

equip with a special return value, invalid, as a means to impose criteria on mask validity.187

▶ Definition 3. We call a symmetric function 𝑓 ∶ {0, 1}∗ → {0, 1, invalid} a 𝑘-mer188

demasking function.189

In addition, we will typically require our demasking functions to have several natural190

properties. First, the non-appearing 𝑘-mers should be treated as non-represented (P1) (unless191

we aim to compactly represent set complements). Second, all appearing 𝑘-mers should be192

encodable using a compatible mask as present or absent, irrespective of the number of their193

occurrences (P2). Third, a single 𝑘-mer occurrence that is also on should be interpreted194

as 𝑘-mer presence (P3). Fourth, the function should be efficiently computable from the195

frequencies of 0s and 1s (P4).196

▶ Definition 4. A demasking function 𝑓 is comprehensive if it satisfies the following four197

properties:198

(P1) 𝑓(𝜖) = 0.199

(P2) For every 𝑛 > 0, exist 𝑥, 𝑦 ∈ {0, 1}𝑛 such that 𝑓(𝑥) = 0 and 𝑓(𝑦) = 1.200

(P3) 𝑓((1)) = 1 and 𝑓((0)) = 0.201

(P4) Given |𝑥|0 and |𝑥|1, one can evaluate 𝑓(𝑥) in constant time in the wordRAM model.202

With the notation of demasking functions 𝑓, we can now generalize the concept of MS to203

so-called 𝑓-masked superstrings (𝑓-MS).204

▶ Definition 5. Given a demasking function 𝑓, a superstring 𝑆, and a binary mask 𝑀, such205

that |𝑀| = |𝑆|, we call a triplet 𝒮 = (𝑓, 𝑆, 𝑀) a function-assigned masked superstring or206

𝑓-masked superstrings, and abbreviate it as 𝑓-MS.207

If ∃𝑄 ∈ Σ𝑘 such that 𝑓(𝜆(𝑆, 𝑀, 𝑄)) = invalid, we call the 𝑓-MS invalid.208
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Function 𝑓 Definition Compre-
hensive Use cases

or 1 if |𝜆|1 > 0
0 if |𝜆|1 = 0 yes • MS (Sec. 3) and (r)SPSS (App. A)

• 𝑓 for union (Sec. 4)

xor 1 if |𝜆|1 is odd
0 if |𝜆|1 is even yes • 𝑓 for sym. difference (Sec. 4)

and 1 if 𝜆 ≠ 𝜖 ∧ |𝜆|0 = 0
0 if 𝜆 = 𝜖 ∨ |𝜆|0 > 0 yes • allowing on occurrences for ghost

𝑘-mers (App. C)
[𝑎,𝑏]-threshold
(1 ≤ 𝑎 ≤ 𝑏)

1 if 𝑎 ≤ |𝜆|1 ≤ 𝑏
0 otherwise iff 𝑎 = 1 • 𝑓𝑜 for intersection (Sec. 4)

• 𝑓𝑜 for set difference (Sec. 4)

one-or-
nothing

1 if |𝜆|1 = 1
0 if |𝜆|1 = 0
invalid otherwise

yes
• 𝑓1, 𝑓2 for sym. difference (Sec. 4)
• 𝑓1, 𝑓2 for intersection (Sec. 4)
• 𝑓1 for set difference (Sec. 4)

two-or-
nothing

1 if |𝜆|1 = 2
0 if |𝜆|1 = 0
invalid otherwise

no • 𝑓2 for set difference (Sec. 4)

all-or-nothing
1 if 𝜆 ≠ 𝜖 ∧ |𝜆|0 = 0
0 if |𝜆|1 = 0
invalid otherwise

yes • omitting mask rank in membership
queries (App. C)

Table 1 Common demasking functions used throughout the paper. 𝜆(𝑓, 𝑆, 𝑀) is
abbreviated as 𝜆. All the mentioned non-comprehensive functions still satisfy properties (P1,4) from
Definition 4.

Now, for a valid 𝑓-MS, we can generalize Equation (2) for 𝑘-mer decoding as209

𝐾 = {𝑄 ∈ Σ𝑘 | 𝑓(𝜆(𝑆, 𝑀, 𝑄)) = 1}. (3)210

As shown in [59], the most expensive part of MS computation (and thus also 𝑓-MS) is211

finding a short superstring. It is therefore natural to ask whether we require a superstring212

recomputation after performing a set operation. We now show that as long as function 𝑓 in213

the 𝑓-MS representation is comprehensive, the superstring may remain the same and only a214

typically much simpler mask optimization may be needed.215

▶ Lemma 6 (encoding). Let 𝑓 be a comprehensive demasking function, 𝐾 be a 𝑘-mer set,216

and 𝑆 its arbitrary superstring. Then, there exists a mask 𝑀 such that (𝑓, 𝑆, 𝑀) is valid and217

represents 𝐾.218

Proof. The lemma is a direct consequence of property (P2) in Definition 4. ◀219

Similarly, we can change the demasking functions 𝑓 to another comprehensive function220

only by recoding the mask accordingly. For functions that are not comprehensive, such221

recording may be impossible.222

▶ Lemma 7 (recoding). Let (𝑓, 𝑆, 𝑀) be a valid 𝑓-MS representing a 𝑘-mer set 𝐾. Then,223

for every comprehensive demasking function 𝑓 ′, there exists a valid mask 𝑀 ′ such that224

(𝑓 ′, 𝑆, 𝑀 ′) represents 𝐾.225

Proof. The existence of mask 𝑀 ′ follows directly from Lemma 6 for the 𝑘-mer set 𝐾,226

superstring 𝑆, and function 𝑓 ′. ◀227

▶ Example 8. Consider Example 1 with the set of 3-mers 𝐾 = {ACG, GGG} and the masked228

superstring AcGGgg. For the query 𝑘-mer 𝑄 = GGG, the occurrence function for is 𝜆(𝑆, 𝑀, 𝑄) =229

(1, 1). The result of demasking then 𝑓(𝜆(𝑆, 𝑀, 𝑄)) then depends on the specific function 𝑓:230

for or it evaluations to 1 and thus GGG is represented; however, for xor the result would be 0231
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and GGG would be a ghost 𝑘-mer, and thus not represented. As xor is comprehensive, we can232

recode the 𝑓-MS from or to xor in a way it would still represent 𝐾 by changing the mask,233

for instance, to AcgGgg.234

4 𝑓-MS as an Algebraic Framework235

In this section, we describe on the conceptual level how to perform set operations on 𝑘-mer236

sets by simply concatenating individual 𝑓-MS and choosing suitable demasking functions237

𝑓. In Section 5, we deal with implementing this concept into data structures for 𝑘-mers,238

specifically, into the FMSI index [60].239

4.1 Concatenation as an Elementary Low-Level Operation240

We define concatenation on 𝑓-MS as concatenating the underlying superstrings and masks241

for all possible input and output functions 𝑓.242

▶ Definition 9. Given 𝑓-MS (𝑓1, 𝑆1, 𝑀1) and (𝑓2, 𝑆2, 𝑀2), we define (𝑓1, 𝑓2, 𝑓𝑜)-concatena-243

tion as the operation taking these two 𝑓-MS and producing the result (𝑓𝑜, 𝑆1 + 𝑆2, 𝑀1 + 𝑀2).244

We denote this operation by +𝑓1,𝑓2,𝑓𝑜
.245

Note that Definition 9 can be easily extended to more than two input 𝑓-MS. In the case246

that all the functions are the same, i.e. 𝑓 = 𝑓1 = 𝑓2 = 𝑓𝑜, we call it 𝑓-concatenation or just247

concatenation if 𝑓 is obvious from the context.248

▶ Definition 10. We call the set operations that can be performed with 𝑓1 = 𝑓2 = 𝑓𝑜249

function-preserving set operations. The operations that cannot be performed with a single250

function are called function-transforming set operations.251

Furthermore, note that while the set of appearing 𝑘-mers of 𝑆1 + 𝑆2 clearly contains252

the union of appearing 𝑘-mers of 𝑆1 and of 𝑆2, additional new occurrences of 𝑘-mers may253

appear at the boundary of the two superstrings. These newly appearing 𝑘-mers may not be254

appearing in any of the superstrings 𝑆1 and 𝑆2, and we refer to them as boundary 𝑘-mers.255

The occurrences of appearing 𝑘-mers of 𝑆1 + 𝑆2 that overlap both input superstrings are256

called boundary occurrences.257

4.2 Function-Preserving Set Operations258

Union. As implicitly shown in [59], concatenating MS, which are or-MS in our notation,259

acts as union on the represented sets, that is, the resulting represented set is the union260

of the original represented sets. This allows or-MS to generalize (r)SPSS representations,261

since any set of 𝑘-mers in the (r)SPSS representation can be directly viewed as an or-MS by262

concatenating the individual simplitigs/matchtigs.263

We show that or is the only comprehensive demasking function that acts as union on the264

represented sets; see Appendix A for details. We further demonstrate this uniqueness even265

on the level of matchtigs and therefore, or-MS are the only 𝑓-MS that generalize (r)SPSS266

representations.267

Symmetric difference. Next, we observe that xor naturally acts as the symmetric268

difference set operation, i.e., concatenating two xor-MS results in a xor-MS representing269

the symmetric difference of the original sets. Indeed, recall that using xor implies that a270

𝑘-mer is represented if and only if there is a odd number of on occurrences of that 𝑘-mer.271
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Observe that the boundary occurrences of 𝑘-mers do not affect the resulting represented272

set as those have zeros in the mask. Thus, if a 𝑘-mer is present in both sets, it has an even273

number of on occurrences in total and hence, is not represented in the result. Likewise, if a274

𝑘-mer belongs to exactly one input set, it has an odd number of on occurrences in this input275

set and an even number (possibly zero) in the other; thus, it is represented in the result. As276

any appearing 𝑘-mer is either boundary or appears in one of the MS, the result corresponds277

to the symmetric difference.278

4.3 Function-Transforming Set Operations279

Intersection. After seeing functions for union and symmetric difference operations, it might280

seem natural that there should be a function for intersection. This is however not the case281

as there exists no comprehensive demasking function acting as intersection, which we show282

in Appendix B.283

We can circumvent the non-existence of a single demasking function acting as intersection284

by using possibly non-comprehensive demasking functions that are different for the result285

than for the input. We further show that such schemes have other applications beyond286

intersection.287

To this end, we will need two different types of demasking functions:288

[𝑎,𝑏]-threshold function (where 0 < 𝑎 ≤ 𝑏) is a demasking function that returns 1289

whenever it receives an input of at least 𝑎 ones and at most 𝑏 ones and 0 otherwise. Note290

that unless 𝑎 = 1, [𝑎,𝑏]-threshold functions are not comprehensive as they do not satisfy291

properties (P2) and (P3). The corresponding 𝑓-MS are denoted [𝑎,𝑏]-threshold-MS.292

The one-or-nothing function is a demasking function that returns 1 if there is exactly293

one 1 in the input, 0 if there are no 1s, and invalid if there is more than a single on294

occurrence of the 𝑘-mer. Note that this function is comprehensive.295

We now use these functions to perform any symmetric set operation on any number of296

input 𝑘-mer sets. Given 𝑁 sets of 𝑘-mers, we compute a one-or-nothing-MS for each. This297

is always possible since one-or-nothing is a comprehensive demasking function and can be298

done by directly using the superstrings and masks computed by KmerCamel [59].299

We then concatenate the individual one-or-nothing-MS. The result is not a valid300

one-or-nothing-MS in general, but it has the special property that each 𝑘-mer has as301

many on occurrences as the number of sets in which it appears. We can therefore change302

the demasking function of the resulting 𝑓-MS from one-or-nothing to an [𝑎,𝑏]-threshold303

function. This will result in an [𝑎,𝑏]-threshold-MS that is always valid and the represented304

set will be exactly the 𝑘-mers that appear in at least 𝑎 sets and at most 𝑏 sets. Important305

[𝑎,𝑏]-threshold-MS in this setting include the following:306

The [𝑁,𝑁]-threshold-MS corresponds to taking the intersection of the represented sets.307

The [1,𝑁]-threshold-MS is the or-MS and corresponds to taking the union.308

The [1,1]-threshold-MS corresponds to taking those 𝑘-mers that appear in exactly one309

of the original sets. In case of 𝑁 = 2, this corresponds to the symmetric difference.310

It is important to emphasize that we can use different [𝑎,𝑏]-threshold functions to alter311

the resulting 𝑘-mer set without changing the superstring or the mask. For instance, we can312

use the same superstring and mask to consider intersection and union simply by changing313

the function from [𝑁,𝑁]-threshold to [1,𝑁]-threshold.314

Arbitrary symmetric set operations. The same scheme, with more general demasking315

functions, can be used to implement any symmetric set operation op on any number of sets.316



O. Sladký and P. Veselý and K. Břinda 9

Indeed, given 𝑁, we again concatenate their one-or-nothing-MS in an arbitrary order. The317

symmetry of op implies that there is a set 𝑆𝑁 ⊆ {0, 1, … , 𝑁} such that a 𝑘-mer belongs318

to the set resulting from applying op if and only if it is in 𝑎 input sets for some 𝑎 ∈ 𝑆𝑁.319

The sets 𝑆𝑁 for 𝑁 = 1, 2, … can be directly transferred into a demasking function 𝑓op that320

models op; however, 𝑓op may not satisfy the property (P4) from Definition 4, i.e., that we321

can compute it in 𝑂(1) time.322

Set difference. Having seen how to perform symmetric set operations, we deal with323

asymmetric ones, focusing on the set difference of 𝑘-mer sets 𝐴 ∖ 𝐵. Clearly, we cannot324

use the same demasking function 𝑓 to represent both 𝐴 and 𝐵 as it would be impossible to325

distinguish the sets after concatenation. Hence, we use different functions to represent 𝐴326

and 𝐵, namely,327

represent 𝐴 using a [1,1]-threshold-MS,328

represent 𝐵 using a [2,2]-threshold-MS, and329

interpret the result as a [1,1]-threshold-MS.330

This computes the difference correctly as all 𝑘-mers represented in 𝐵 are treated as ghosts331

in the result, the 𝑘-mers from 𝐴 but not from 𝐵 still have a single on occurrence and thus332

are correctly considered represented, and finally, the ghost 𝑘-mers in either of the initial sets333

or the boundary 𝑘-mers have no influence on the result. The same functions can be used if334

we subtract more than a single set. Furthermore, this scheme can be generalized to any set335

operations on any number of sets, by representing the 𝑖-th input set with [𝑖,𝑖]-threshold-MS336

and using a suitable demasking function for the result of the concatenation (constructed337

similarly as 𝑓op for symmetric operation op above).338

The downside to this approach is that the [2,2]-threshold function is not comprehensive339

and we cannot simply use any superstring of 𝑘-mers in 𝐵, but we need a superstring such340

that every 𝑘-mer of 𝐵 appears at least twice, which can for instance be achieved by doubling341

the computed superstring of 𝐵. We remark that this is the best we can do as set difference342

cannot be achieved with comprehensive functions solely as we show in Appendix B.343

Other applications. Furthermore, there are many more demasking functions that can be344

used with 𝑓-MS, although they may not correspond to set operations; we mention the and345

and all-or-nothing demasking functions in Appendix C (see also Table 1).346

5 Indexing 𝑓-MS with the FMSI index347

To support set operations on 𝑘-mer sets, while allowing fast 𝑘-mer queries, we utilize the348

FMSI index [60] introduced in our concurrent work. We first give an overview of the FMSI349

index [60] and then describe how to generalize the query algorithm in FMSI to support350

arbitrary demasking functions 𝑓. Next, we show that performing set operations narrows351

down to merging the Burrows-Wheeler Transform and provide algorithms for changing the352

demasking function 𝑓. Last, if after several set operations the size of the index gets too large,353

one can improve space efficiency by a compaction, i.e., recomputing the representation.354

FMSI index. The FMSI index [60] for a 𝑘-mer set 𝐾 is constructed from its masked355

superstring (𝑀, 𝑆) maximizing the number of ones, which can also be seen as all-or-nothing-356

masked superstring (Appendix C). The FMSI index consists of the Burrows-Wheeler transform357

(BWT) [16] of 𝑆 with an associated rank data structure [31], and the SA-transformed mask358

𝑀 ′ which is a bit-vector of the same length as 𝑆, where 𝑀 ′[𝑖] = 𝑀[𝑗𝑖 − 1 mod |𝑀|] where359

𝑗𝑖 is the starting position of the lexicographically 𝑖-th suffix of 𝑆. Optionally, FMSI index360

can also construct the 𝑘LCP array [54], where 𝑘𝐿𝐶𝑃 [𝑖] = 1 if the 𝑖-th and (𝑖 + 1)-th suffix361
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share a prefix of 𝑘 − 1 characters. FMSI can be constructed in linear time through Masked362

BWT [60], a tailored variant of the classical BWT [16]. FMSI can index a 𝑘-mer 𝑄 in 𝑂(𝑘)363

time by first computing the range of occurrences of 𝑄 in the suffix-array coordinates. Then,364

since the bits of the SA-transformed mask in this range correspond to the mask symbols365

of occurrences of 𝑄 and since the mask has the maximum number of ones, the presence or366

absence of 𝑄 in the represented 𝑘-mer set can be determined from any of those bits [60].367

If 𝑘LCP is used, streaming queries can be answered in 𝑂(1) time per 𝑘-mer [60]. Here, we368

only consider the FMSI index without 𝑘LCP, which requires 2 + 𝑜(1) bits of memory per369

distinct 𝑘-mer under the spectrum-like property and at most 3 + 𝑜(1) bits per superstring370

character in the general case [60]. In addition, we consider the rank data structure also for371

the SA-transformed mask, which does not asymptotically increase complexity, i.e., costs only372

another 𝑜(1) bits per superstring character [31].373

Efficient queries with arbitrary demasking functions. In [60, Algorithm 2] we describe374

the 𝑂(𝑘)-time query algorithm for or-MS with masks having the maximum number of ones,375

which can be viewed as all-or-nothing-MS (Appendix C). In Lemma 11 we generalize the376

result of [60, Lemma 4] to 𝑓-MS with comprehensive 𝑓, which can be directly translated to377

an algorithm for querying general 𝑓-MS with the same time guarantees.378

▶ Lemma 11. Consider a query for 𝑘-mer 𝑄 on an 𝑓-MS (𝑓, 𝑆, 𝑀) representing a 𝑘-mer379

set 𝐾 such that 𝑓 is comprehensive. Let 𝑀 ′ be the corresponding SA-tranformed mask [60]380

and let [𝑖, 𝑗) be the range of sorted rotations of 𝑆 starting with a 𝑘-mer 𝑄. Then the presence381

or absence of 𝑄 in 𝐾 can be determined in 𝑂(1) time.382

Proof. From [60, Lemma 1], 𝑀 ′[𝑥] for 𝑥 ∈ [𝑖, 𝑗) corresponds to the mask symbol of a383

particular occurrence of 𝑄. Therefore |𝜆(𝑆, 𝑀, 𝑄)|1 = rank1(𝑀 ′, 𝑗) − rank1(𝑀 ′, 𝑖), which384

can be computed in 𝑂(1) time using two rank queries on the mask; here, rank1(𝑀 ′, 𝑖) =385

∑𝑖−1
𝑎=0 𝑀 ′[𝑎] is the number of ones on coordinates 0, … , 𝑖−1 in 𝑀 ′, computed by the rank data386

structure. Furthermore, |𝜆(𝑆, 𝑀, 𝑄)|0 = |𝜆(𝑆, 𝑀, 𝑄)|−|𝜆(𝑆, 𝑀, 𝑄)|1 = 𝑗−𝑖−|𝜆(𝑆, 𝑀, 𝑄)|1.387

Since 𝑓 is comprehensive and in particular, commutative, 𝑓(𝜆(𝑆, 𝑀, 𝑄)) can be evaluated388

from the two quantities in constant time. ◀389

To query a 𝑘-mer we can then simply use backwards search to get the range of occurrences390

of 𝑄 and then apply Lemma 11. The same adjustment works also for positive streaming391

queries which only require 𝑂(1) time per query 𝑘-mer [60].392

Set operations in linear time in the index sizes. In Section 4, we describe how to393

implement set operations with 𝑓-MS via masked superstring concatenation. Performing394

the operation on indexes boils down to merging two BWTs using any algorithm for BWT395

merging, for example [30] which runs in linear time. To merge the SA-tranformed masks,396

we attach the mask symbols to the corresponding characters of BWT, as described in [60];397

hence, the existing algorithms for BWT merging can be adjusted in a straightforward way to398

merge the SA-tranformed masks.399

𝑓-MS mask recasting for 𝑓 transformation. To change the demasking function 𝑓 to400

a different one without altering the represented 𝑘-mer set and the underlying superstring,401

we may need to recast the mask. Although the recasting procedure depends on the specific402

function 𝑓 used, for all comprehensive functions mentioned in Table 1, recasting can be403

done either by maximizing the number of 1s in the mask (and and all-or-nothing), or by404

minimizing the number of 1s (all other functions in Table 1). If an 𝑓-MS is represented in the405

original string form, this can be achieved in linear time using a single/two-pass algorithms,406

respectively, as described in [59]. For 𝑓-MS in the suffix-array coordinates, we can export407

the 𝑓-MS, then recast the mask, and index the result.408
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𝑓-MS compaction. If an 𝑓-MS contains too many redundant copies of individual 𝑘-mers,409

e.g., if an 𝑓-MS is obtained by concatenating multiple input 𝑓-MS, it might be desirable to410

compact it, i.e., reoptimize its support superstring. This can be performed in time 𝑂(𝑘|𝐾|),411

by exporting the 𝑓-MS, counting the number of on and off occurrences of each 𝑘-mer,412

constructing the represented 𝑘-mer set, and computing its or-MS [59]. We leave it to future413

work to design algorithms for compaction and for mask recasting directly in the FMSI index414

without the need to export the 𝑓-MS.415

6 Implementation and a Proof-of-Concept Experiment416

Implementation in the FMSI tool. We implemented this functionality as a proof-of-417

concept in the FMSI program [60], which is available under the MIT license on GitHub (https:418

//github.com/OndrejSladky/fmsi) and distributed via BioConda. Merging of several419

indexes is currently implemented only by exporting individual superstrings, concatenating420

them as masked superstrings, and reindexing the result. Querying is a slight modification421

of the original implementation as described in [60], according to Lemma 11. We emphasize422

the our implementation is prototype, to demonstrate feasibility of performing set operations423

without the necessity to recompute a representation, and can be substantially optimized.424

Proof-of-concept experiment. We conducted a simple experiment with genomes of C.425

elegans (NC_003279.8, 100M base pairs) and C. briggsae (NC_013489.2, 108M base pairs),426

performing the union, intersection, and symmetric difference operations on their sets of427

𝑘-mers. Our proposed pipeline for these operations, as depicted in Figure 1, consists of five428

steps: First, we compute a textual representation of the 𝑘-mer sets interpreted as or-MS. In429

our experiments, this was done using KmerCamel’s global greedy algorithm [59]. Second, we430

recast the mask to the desired demasking function, specifically we keep or for union and431

change to one-or-nothing for intersection and to xor for symmetric difference. In the case432

of or-MS computed by KmerCamel, mask recasting is actually not needed as the output433

already minimizes the number of 1s in the mask. Then we index the 𝑓-MS using FMSI [60]434

(this can be done even before mask recasting). The last two steps are concatenating the two435

indexes by index merging and compacting the resulting index if needed. Note that once436

indexed, we can ask membership queries on the resulting 𝑘-mer sets.437

We evaluated the superstring length of each computed 𝑓-MS, and the memory requirements438

to perform queries on the indexed individual and concatenated 𝑓-MS, both before and after439

compaction. The results for intersection of the two roundworm genomes for 𝑘 = 21 are440

depicted in Figure 1. On the 𝑘-mer sets of both source genomes, which satisfy the spectrum-441

like property (SLP), the indexed 𝑓-MS required around 2.7 bits per distinct 𝑘-mer to perform442

queries. After taking the intersection, however, only about 1% of distinct 𝑘-mers remained,443

and the resulting 𝑘-mer set is far from SLP as the new MS representation after compaction444

requires three times more characters than the number of distinct 𝑘-mers. The memory445

requirements of FMSI per distinct 𝑘-mer are high as the resulting set has relatively few446

𝑘-mers, less than one million, so latent memory to run FMSI was relatively significant. Note447

also that the fact that compaction significantly reduces the MS length highly depends on448

the particular use case, namely on the proportion of represented 𝑘-mers in the result. For449

union and symmetric difference for the same data, the compaction lead to negligible length450

reduction.451

https://github.com/OndrejSladky/fmsi
https://github.com/OndrejSladky/fmsi
https://github.com/OndrejSladky/fmsi
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k-mer set 1

Masked superstring / (r)SPSS
(OR-MS)

1) Compute representation

one-or-nothing-MS

2) Recast mask

Indexed
one-or-nothing-MS

Indexed [2,2]-threshold-MS
for intersection

4) Merge

3) Index

Indexed OR-MS
for intersection

5) Compact the index

Example:
{ACG, GCG, CGC}

ACGCGC
111100

ACGCGC
101100

C$GGACC; $101001
(each with rank)

T$CGGAACCCG; $1101010100
(each with rank)

G$AC; $100
(each with rank)

C. briggsae, k=21
(91M k-mers)

KmerCamel🐫
used

In this case
not needed

31.1MB memory

57.7MB memory
(886K k-mers)

4.8MB memory
(2.8M chars in MS)

k-mer set 2

Masked superstring / (r)SPSS
(OR-MS)

1) Compute representation

one-or-nothing-MS

2) Recast mask

Indexed
one-or-nothing-MS

3) Index

Example:
{ACG, CGT}

ACGT
1100

ACGT
1100

T$ACG; $1100
(each with rank)

C. elegans, k=21
(91M k-mers)

KmerCamel🐫
used

In this case
not needed

30.6MB memory

94M chars

94M chars 93M chars

93M chars

Figure 1 Illustration of the 𝑘-mer set operations workflow using 𝑓-masked super-
strings: an example of intersection of two sets using FMSI [60]. The workflow also contains
an illustrative example on a set of 3-mers as well as experimental results on C. briggsae and C.
elegans genomes with 𝑘 = 21; namely, we show the number of masked superstring characters after
each change, the number of distinct 𝑘-mers in each set, and for each indexed representation, the
memory required to perform queries on the underlying set.

In contract, CBL [46]1 required about 950 MB of memory for processing queries for both452

original genomes, which translates to about 83 bits per distinct 𝑘-mer. After computing the453

index for the intersection (from the indexes of the source genomes), the memory dropped to454

46.5 MB, still significantly larger than the memory of FMSI.455

For results with symmetric difference, union, and other values of 𝑘, see the supplementary456

repository (https://github.com/OndrejSladky/f-masked-superstrings-supplement).457

7 Conclusion and Outlook458

We have proposed 𝑓-masked superstrings (𝑓-MS) as an algebraic data type for 𝑘-mer sets459

that allows for seamless execution of set operations. It is primarily based on equipping460

masked superstrings (MS) from [59] with a demasking function 𝑓, and we have thoroughly461

investigated several natural demasking functions, demonstrating that set operations on462

𝑘-mer sets can be carried out simply by masked superstring concatenation or, if indexed, by463

merging their masked Burrows-Wheeler transform from [60]. This leads to a simple data464

structure that simultaneously allows for beyond worst-case compressibility, answering exact465

membership queries, and efficiently performing set operations on the 𝑘-mer sets, without the466

1 Obtained from https://github.com/imartayan/CBL, version at commit ‘328bcc6’. The index was
computed on canonical 𝑘-mers, to handle reverse complements, that is, we ran ‘cbl build -c’. CBL
was compiled using ‘RUSTFLAGS="-C target-cpu=native" K={kmer-size} PREFIX_BITS=28 \\
cargo +nightly build ---release ---examples ---target-dir target.k_{kmer-size}’.

https://github.com/OndrejSladky/f-masked-superstrings-supplement
https://github.com/imartayan/CBL
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costly operation of recomputing the underlying representation. Another major advantage467

is the versality of our concept as it can in fact be combined with (repetitive) Spectrum468

Preserving String Sets [12, 51, 58] instead of (more general) masked superstrings.469

The main practical limitation of our work is the current implementation of the index merg-470

ing, which is very slow and not using the state-of-the-art algorithms for BWT merging [30].471

Furthermore, our proof-of-concept experiment is only meant to demonstrate feasibility, and472

we leave a more thorough evaluation, using various datasets and including a comparison to473

other tools for set operations, such as CBL [46], to future work.474

Our work opens up several research directions for future theoretical investigation. Cur-475

rently, to deal with non-comprehensive demasking functions, which are necessary for asym-476

metric set operations, multiple copies of input masked superstrings are needed. This leads to477

a natural question whether this framework can be further generalized, possibly by extending478

the mask alphabet, to allow for more efficient asymmetric set operations. On the algorithmic479

level, our work relies on efficient algorithms for merging the Burrows-Wheeler transform, as480

well as merging the supporting data structures such as the 𝑘LCP array [54]. Moreover, it is481

open how to directly perform certain operations with 𝑓-masked superstrings indexed with the482

masked Burrows-Wheeler transform [60], namely, we seek algorithms for mask recasting and483

index compaction that do not necessitate to export the masked superstring, but rather work484

locally with the BWT of the superstring and the SA-transformed mask. Furthermore, as our485

work deals only with set operations, we open the question of performing single insertions486

and deletions in a more efficient way than performing these through set operations; note487

that for comprehensive demasking functions, deletions in the representation can be handled488

efficiently by changing the corresponding mask bits.489

In conclusion, while the primary contributions of this paper are conceptual, they pave490

the path towards a space- and time-efficient library for 𝑘-mer sets that would include all of491

these features. In the light of advances in efficient superstring approximation algorithms492

and BWT-based indexing, we believe that the 𝑓-masked superstring framework is a useful493

step towards designing appropriate data structures for this library, which is now mainly an494

engineering challenge.495
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to generalize (r)SPSS representations [59] as unifying individual simplitigs/matchtigs results700

in correctly representing the union of respective represented 𝑘-mer sets. In this section,701

we show that or-MS are the only 𝑓-MS with any of these properties (acting as union and702

generalizing (r)SPSS).703

▶ Theorem 12. or is the only comprehensive demasking function 𝑓 such that for any two704

𝑘-mer sets 𝐾 and 𝐾′ and any of their valid 𝑓-MS (𝑓, 𝑆, 𝑀) and (𝑓, 𝑆′, 𝑀 ′), respectively,705

their concatenation (𝑓, 𝑆 + 𝑆′, 𝑀 + 𝑀 ′) is a valid 𝑓-MS representing the set 𝐾 ∪ 𝐾′.706

Proof. For a contradiction assume there is a comprehensive demasking function 𝑓 different707

than or that satisfies the above. Consider the smallest 𝑛 such that 𝑓 behaves differently708

than or for a length-𝑛 input, meaning that there is 𝑥 ∈ {0, 1}𝑛 not equal to the all-zeros709

vector such that 𝑓(𝑥) ≠ 1. As 𝑓 is comprehensive, it cannot happen that 𝑓(𝑥) = 1 for all710

𝑥 ∈ {0, 1}𝑛 by Definition 4, and moreover, 𝑓((1)) = 1, implying 𝑛 > 1. Fix a 𝑘-mer, for711

simplicity A𝑘 (although similar approach works for all 𝑘-mers). We take the first 𝑓-MS to712

be the 𝑘-mer with mask being 𝑀0 = 𝑥0 and 𝑀𝑖 = 0 for the remaining 𝑘 − 1 positions 𝑖 > 0.713

The second 𝑓-MS is CA … A where A appears 𝑛 + 𝑘 − 2 times with the mask being: 𝑀0 = 0,714

𝑀𝑖 = 𝑥𝑖 for 𝑖 = 1, … , 𝑘, and 𝑀𝑖 = 0 for 𝑖 > 𝑘. At least one of the represented sets contains715

the 𝑘-mer as 𝑥 ≠ 0 and 𝑛 is the but the resulting 𝑓-MS is either invalid or does not contain716

the 𝑘-mer in the represented set as 𝑓(𝑥) ≠ 1, a contradiction. ◀717

▶ Theorem 13. or is the only comprehensive demasking function 𝑓 such that for any718

sequence of 𝑓-MS, where individual superstrings are matchtigs, the concatenation of all the719

𝑓-MS represents the union of represented 𝑘-mers.720

Proof. It is sufficient to find a construction of matchtigs such that we can construct an721

arbitrary sequence of ones and zeros at the occurrences of a given 𝑘-mer and the rest follows722

similarly as in Theorem 12.723

We do this with 𝑘-mer CG and matchtigs Cg and Gc. Consider the counterexample sequence724

of occurring ones and zeros from Theorem 12. For every one in the sequence, we add the725

matchtig Cg and for each 𝑚 consecutive zeros, we add 𝑚 + 1 times the matchtig Gc, since726

at the boundary of two Gc matchtigs an off occurrence of 𝑘-mer CG appears. At any other727

boundary, the 𝑘-mer CG does not appear, therefore the construction is correct. The rest of728

the proof follows a similar argument as in Theorem 12. ◀729

Note, however, that the same does not hold if we want to represent simplitigs/SPSS730

solely. As an individual 𝑘-mer cannot appear more than once with an on occurrence, any731

comprehensive function generalizes SPSS representations if it satisfies that if there is one on732

occurrence of a 𝑘-mer, it returns 1, and if there is none, it returns 0.733

B Limits of Performing Set Operations using Comprehensive Functions734

In this section, we prove theoretical limitations of performing set operations by concatenation735

of 𝑓-MS with comprehensive demasking functions. First, we show that intersection cannot736

be a function-preserving set operation and second, we prove that it is impossible to use737

only comprehensive demasking functions for input sets for the set difference operation. In738

Section 4, we show how to overcome these limits via careful choice of demasking functions739

that are not comprehensive.740
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B.1 Non-Existence of a Preserved Comprehensive Function for741

Intersection.742

We show that there is no comprehensive demasking function that acts as the intersection743

when concatenating 𝑓-MS. In a nutshell, this impossibility is caused by the fact that if744

there is a 𝑘-mer 𝑄 that occurs exactly once in the input MS with 1 in the mask, then after745

concatenation, it will still occur once with 1 in the mask, so under any comprehensive 𝑓 the746

𝑘-mer would appear as if it was in the intersection.747

▶ Theorem 14. There is no comprehensive demasking function 𝑓 with the property that the748

result of 𝑓-concatenation of two 𝑓-MS always represents the intersection of the originally749

represented 𝑘-mer sets.750

Proof. Let 𝑓 be any comprehensive demasking function. Consider MS A and C, each repre-751

senting a single 1-mer. Their concatenation is AC. Since 𝑓((1)) = 1 by the comprehensiveness752

of 𝑓, the concatenation represents both 1-mer A and C. However, the intersection is empty753

and thus, 𝑓 cannot be used to compute the intersection from the concatenation. ◀754

Note that the proof cannot be generally extended to all demasking function as there exist755

non-comprehensive demasking functions acting as the intersection on the represented sets756

upon concatenation, for instance the constant zero function. However, since the constant757

zero function always represents the empty set, it is of no use in practice.758

We further remark that although we have for convenience used the property (P3) from759

the definition of comprehensive functions, the proof in fact relies only on the property (P2)760

and holds even if we consider not only 1-mers, that is, a similar example can be constructed761

for any 𝑘.762

B.2 Non-Existence of Comprehensive Input Functions for Set Difference.763

We show that it is impossible to perform set difference of 𝑘-mer sets using 𝑓-MS with764

comprehensive functions solely.765

▶ Theorem 15. There is no demasking function 𝑓𝑜 and no comprehensive demasking766

functions 𝑓1 and 𝑓2, such that the result of (𝑓1, 𝑓2, 𝑓𝑜)-concatenation would always represent767

the set difference of the originally represented 𝑘-mer sets.768

Proof. Consider two masked superstrings and a 𝑘-mer 𝑄 which appears only once in each of769

the superstring. As an example, takse the set of 2-mers 𝐾1 = {CA, CG} and 𝐾2 = {AC} and770

their (shortest) superstrings 𝑆1 = CACG and 𝑆2 = AC. Since the 𝑘-mer 𝑄 appears only once,771

from comprehesiveness, it must be represented as on if it is present and as off otherwise,772

resulting that it is represented only based on its presence, the same in both MS. By symmetry773

of the output function, the result is the same if we concatenate 𝒮1 and 𝒮2 or the other way774

around. But it is not true in general that 𝐾1 − 𝐾2 = 𝐾2 − 𝐾1 (consider the example above).775

This gives a contradiction and concludes the proof.776

◀777

C Alternative Demasking Functions778

In this section, we provide two other demasking functions that can be useful for some779

applications.780
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C.1 The all-or-nothing-masked superstrings781

Perhaps the simplest approach to representing a set of 𝑘-mers is to mark all occurrences of782

represented 𝑘-mers with one, all ghost 𝑘-mers with zero, and treat all other masks as invalid.783

This corresponds to a function that returns 1 if it receives a list of ones, 0 if a list of zeros784

(or an empty list), and invalid otherwise. Alternatively, all-or-nothing-MS can be viewed785

as or-MS that maximize the number of ones in the mask.786

This representation has been use in the FMSI index [60] as it allows to determine the787

presence of a 𝑘-mer from the mask symbol at an arbitrary occurrence of a particular 𝑘-mer,788

which enables the FMSI index to infer 𝑘-mer presence without any rank queries on the789

mask [60].790

As another possible use case of all-or-nothing-MS, we could potentially achieve higher791

compressibility of the mask by realizing that we can infer the presence or absence of a 𝑘-mer792

from its first occurrence, which comes from the fact that a mask for a given set is unique.793

Thus, we can omit all symbols in the mask corresponding to any further occurrences of the794

𝑘-mer, making the mask shorter and easier to store, while it can be easily reconstructed795

afterwards.796

C.2 The and-MS797

We could easily replace the or function with and. That is, we could consider a 𝑘-mer present798

if it is marked as present at all its occurrences, with the small difference that we consider a799

𝑘-mer not represented if it does not appear, i.e., we consider the and of an empty binary800

string equal to 0, unlike in typical definitions of and. This ensures that the and function is801

comprehensive.802

The potential advantage of and-MS over or-MS is that we can mark ghost 𝑘-mers with803

ones at some occurrences and therefore obtain masks with more ones in them, which could804

be beneficial, for instance, for additional improvements in mask compressibility.805
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