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#### Abstract

This paper presents a lifting-line implementation in the framework of a Lagrangian vortex particle method (LL-VP). The novelty of the present implementation lies in the fluid particles properties definition and in the particles shedding process. In spite of mimicking a panel method, the LL-VP needs some peculiar treatments described in the paper. The present implementation converges rapidly and efficiently during the shedding sub-iteration process. This LL-VP method shows good accuracy, even with moderate numbers of sections. Compared to its panel or vortex filaments counterparts, more frequently encountered in the literature, the present implementation inherently accounts for the diffusion term of the Navier-Stokes equations, possibly with a turbulent viscosity model. Additionally, the present implementation can also account for more complex onset flows: upstream ambient turbulence and upstream turbine wakes. After validation on an analytical elliptic wing configuration, the model is tested on the Mexnext-III wind turbine application, for three reduced velocities. Accurate results are obtained both on the analytical elliptic wing and on the New MEXICO rotor cases in comparison with other similar numerical models. A focus is made on the Mexnext-III wake analysis. The numerical wake obtained with the present LL-VP is close to other numerical and experimental results. Finally, a last configuration with three tidal turbines in interaction is considered based on an experimental campaign carried out at the IFREMER wave and current flume tank. Enhanced turbine-wake interactions are highlighted, with favourable comparisons with the experiment. Hence, such turbine interactions in a farm are accessible with this LL-VP implementation, be it wind or tidal energy field.
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## 1 | INTRODUCTION

Decreasing the share of carbon-emitting energy sources in the energy mix is a top priority for mankind to mitigate climate change. Among the various low-carbon energy sources, both tidal and wind energy will play a significant role worldwide to achieve this objective. The basic principle of those technologies is extracting kinetic energy from a moving fluid, be it water or air. Both domains bring along questions and uncertainties that

[^0]need to be addressed. On the one hand, the development of floating offshore wind turbines raises questions about rotor unsteady loadings induced by the floating platform motions. ${ }^{1}$ This is the reason why some filamentary and panel free vortex wake (FVW) codes have been redeveloped for turbine modelling ${ }^{2}$ and used since a couple of years. ${ }^{1,3-6}$ Those FVW codes rely on the lifting-line (LL) theory for blades representation. This theory was first introduced by Prandtl in the early 20th century, ${ }^{7}$ and it underwent modern developments for panel or filamentary FVW codes. ${ }^{8,9}$ It remains relevant up to these days as giving accurate results together with a limited computational cost. On the other hand, tidal and wind farms deployment introduces new uncertainties due to turbine wake interactions. The extent to which upstream turbine wakes in an highly turbulent environment affect unsteady blade loads of the downstream turbines is still unclear. As this matter cannot be tackled by FVW codes, turbine arrays have mainly been studied through Eulerian computational fluid dynamics (CFD). ${ }^{10-12}$ This is the reason why, to the authors viewpoint, a Navier-Stokes (NS) equations solver based on the Lagrangian vortex particle (VP) method can play an important role in tackling this issue. In the Eulerian fluid description, the position is fixed. Thus, a mesh representing the complete fluid domain is required. This results sometimes in costly computations. However, in the Lagrangian VP framework, only specific fluid particles carrying vorticity are tracked with their position being a function of time. Lagrangian VP then offers the possibility to solve NS equations with a limited computational cost. Furthermore, contrary to FVW approach, Lagrangian VP inherently accounts for the diffusion term in the NS equations and allows for turbine wake interactions. The vortex method dates back to 1931 with Rosenhead's ${ }^{13}$ pioneering idea to transform a surface of discontinuity, which is a vortex line, into discretized vortices of appropriate vorticity, like in the Kelvin-Helmholtz or shear-layer instability. A renewed interest in the method occurred in the 1970s because of progresses in computational resources. At this time, the VP method was generalized for 3D problems and enhanced till reaching mature development stage. ${ }^{14-18}$ Since then, several authors used the VP method for wind and tidal turbine modelling, citing a couple of studies as a matter of examples. ${ }^{19-26}$ The present VP solver Dorothy, developed jointly by IFREMER and LOMC, ${ }^{23,26-29}$ is part of this movement in turbine modelling. The need for a lean blade representation inside this VP solver was rapidly felt as critical, together with the need of accurate loads evaluation. As a consequence, an LL blade representation is developed and presented in this work. This approach follows recent studies using an LL adapted in Lagrangian VP solver ${ }^{24,30,31}$ or hybrid FVW-VP method. ${ }^{32}$ The present paper aims at contributing to these developments by offering new vortex particles definition and a new shedding process to smoothly adapt the lifting-line methodology in the VP framework.

In this paper, after the introductory section, the VP method background and core equations are first explained in Section 2 . Some mathematical arguments are briefly reminded in Appendix A because they are key to understand the underlying principles of the VP method. The interested reader is invited to refer to the literature ${ }^{15,17,18,33}$ where those aspects have been thoroughly studied. Second, the lifting-line implementation within Dorothy VP solver is presented in Section 3 . This method is called here LL-VP. The important features are highlighted so that the reader can identify the difficulties, especially dedicated for coders willing to reuse the presented formulation. In Section 4, the present approach is validated against test cases of increasing complexity. As a starting point, an elliptic wing is studied in order to validate the developments. Then, wind turbine radial loads and near wake velocity profiles are evaluated on the Mexnext-III cases. Eventually, wake interactions for three tidal turbine models are computed and compared to experimental results. The concluding section highlights Dorothy LL-VP capability to simulate both wind and tidal turbines behaviours.

## 2 | LAGRANGIAN VORTEX PARTICLE METHOD IN THE DOROTHY SOLVER

Section 2.1 focuses first on presenting the basis of vortex method with regularized kernels. The transcription of the vortex method background into a particles framework is studied in Section 2.2. Eventually the Lagrangian vortex particle method set of equations, used in the Dorothy solver, is presented in Section 2.3. Some core challenges of the VP method that have been developed and thoroughly studied in the literature ${ }^{15,17,18,33}$ are reminded in Appendix $A$.

## 2.1 | The vortex method

To start with, the fluid is assumed to be incompressible, which implies that the fluid density $(\rho)$ is constant. The kinematic viscosity of the fluid ( $\nu$ ) is assumed to be constant. But some peculiar aspects dedicated to large eddy simulation (LES) modelling with a turbulent viscosity are added in Section 2.3. The fluid is not subjected to any outside force. The velocity vector and pressure scalar fields are respectively defined as $\vec{u}=\vec{u}(\vec{x}, t)$ and $P=P(\vec{x}, t)$, with $\vec{x}$ the position vector and $t$ the time. With the aforementioned assumptions, the pressure-velocity Navier-Stokes equations are as follows:

$$
\begin{equation*}
\vec{\nabla} \cdot \vec{u}=0, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \vec{u}}{\partial t}+(\vec{u} \cdot \vec{\nabla}) \vec{u}=-\frac{1}{\rho} \vec{\nabla} P+\nu \Delta \vec{u}, \tag{2}
\end{equation*}
$$

where Equation (1) stands for the continuity equation and Equation (2) stands for the momentum equation. In this formulation, spatial and temporal dependencies are omitted to enhance readability. The vorticity field $(\vec{\omega})$ is defined as

$$
\begin{equation*}
\vec{\omega}=\vec{\nabla} \times \vec{u} . \tag{3}
\end{equation*}
$$

Taking the curl of Equation (2) leads to the Navier-Stokes equations in the velocity-vorticity formulation:

$$
\begin{gather*}
\vec{\nabla} \cdot \vec{u}=0  \tag{4}\\
\frac{\partial \vec{\omega}}{\partial t}+(\vec{u} \cdot \vec{\nabla}) \vec{\omega}=(\vec{\omega} \cdot \vec{\nabla}) \vec{u}+\nu \Delta \vec{\omega} \tag{5}
\end{gather*}
$$

The Helmholtz decomposition of the velocity field is applied. ${ }^{34}$ It leads to the definition of a scalar potential field ( $\Phi$ ) and a divergence-free vector potential field $(\vec{\Psi})$ such that

$$
\begin{equation*}
\vec{u}=\vec{\nabla} \Phi+\vec{\nabla} \times \vec{\Psi}=\vec{u}^{\Phi}+\vec{u}^{\Psi} \tag{6}
\end{equation*}
$$

- The potential velocity $\left(\vec{u}^{\Phi}\right)$ contains the constant upstream velocity component $\left(\vec{u}^{\infty}\right)$;
- The vorticity-induced velocity $\left(\vec{u}^{\Psi}\right)$, or rotational velocity component, is the core of the method as it is generated by the vorticity-carrying particles.

A Poisson equation ${ }^{35}$ is obtained by means of some vector calculus identities, the vorticity definition (Equation (3)), and the Helmholtz decomposition of the velocity field (Equation (6)). It reads

$$
\begin{equation*}
\Delta \vec{\Psi}=-\vec{\omega} \tag{7}
\end{equation*}
$$

Let $G$ be the 3D Green's function such that

$$
\begin{equation*}
G(\vec{x})=\frac{1}{4 \pi\|\vec{x}\|} \tag{8}
\end{equation*}
$$

As reminded in Appendix A.1, the solution to Equation (7) is a convolution product, denoted $\star$, of $G$ with $\vec{\omega}$ :

$$
\begin{equation*}
\vec{\Psi}(\vec{x}, t)=G(\vec{x}) \star \vec{\omega}(\vec{x}, t)=\iiint_{\vec{y} \in \mathbb{R}^{3}} G(\vec{x}-\vec{y}) \vec{\omega}(\vec{y}, t) \mathrm{d} v(\vec{y}) \tag{9}
\end{equation*}
$$

with the volume of integration $(\mathrm{d} v(\vec{y}))$. The curl of Equation (9) is evaluated using Green's function (Equation (8)). It is assumed that all the hypothesis to invert partial derivatives and integrals are met. It is a common feature in continuous fluid dynamics. Hence, a formulation for the vorticityinduced velocity, also known as the Biot-Savart law, is obtained:

$$
\begin{equation*}
\vec{u}^{\Psi}(\vec{x}, t)=\vec{\nabla}_{x} \times \vec{\Psi}(\vec{x}, t)=\iiint_{\vec{y} \in \mathbb{R}^{3}} \vec{K}(\vec{x}-\vec{y}) \times \vec{\omega}(\vec{y}, t) \mathrm{d} v(\vec{y}) \tag{10}
\end{equation*}
$$

It is reminded that $\vec{y}$ is a constant with respect to the derivative variable that is $\vec{x}$ in Equation (10). This is specified by $\vec{\nabla}_{x}$ with a subscript. The Biot-Savart kernel $(\vec{K})$ is defined as

$$
\begin{equation*}
\vec{\kappa}(\vec{x})=\vec{\nabla} G(\vec{x})=\frac{1}{4 \pi} \vec{\nabla}\left(\frac{1}{\|\vec{x}\|}\right)=-\frac{1}{4 \pi} \frac{\vec{x}}{\|\vec{x}\|^{3}} . \tag{11}
\end{equation*}
$$

The kernel $(\vec{K})$ has a singular behaviour when $\|\vec{x}\| \rightarrow 0$. This issue is tackled using the regularized vortex particle method. To circumvent the singular behaviour of the kernel, regularized kernels have been developed and thoroughly studied in the literature. ${ }^{17,18,27,33}$ As they are well documented, several regularized kernels $\left(\vec{K}_{\varepsilon}\right)$ exist. The spatial smoothing parameter is denoted $\varepsilon$. The current implementation of the regularized kernels in Dorothy is either the Moore-Rosenhead (MR) kernel, of algebraic order 0 :

$$
\begin{equation*}
\vec{K}_{\varepsilon, M R}(\vec{x})=-\frac{1}{4 \pi} \frac{\vec{x}}{\left(\|\vec{x}\|^{2}+\varepsilon^{2}\right)^{3 / 2}} \tag{12}
\end{equation*}
$$

or the higher order Winckelmans-Leonard (WL) kernel, which is of algebraic order 2:

$$
\begin{equation*}
\vec{K}_{\varepsilon, W L}(\vec{x})=-\frac{1}{4 \pi} \frac{\left(\|\vec{x}\|^{2}+\frac{5}{2} \varepsilon^{2}\right) \vec{x}}{\left(\|\vec{x}\|^{2}+\varepsilon^{2}\right)^{5 / 2}} \tag{13}
\end{equation*}
$$

For the interested reader, the principle to develop regularized kernels is reminded in Appendix A.2.

## 2.2 | Discretized numerical approach: particle formalism

The whole fluid domain, denoted $\mathcal{D}$, is discretized into $N \in \mathbb{N}$ subparts called fluid particles or blobs. The $i$-th fluid particle is time-dependant and denoted $\mathcal{P}_{i}(t)$ meaning that $\mathcal{D}=\bigcup_{i=1}^{N} \mathcal{P}_{i}(t)$. The $i$-th fluid particle volume (Equation (14)), position (Equation (15)), and vorticity weight (Equation (16)), are defined as

$$
\begin{gather*}
V_{i}(t)=\iiint_{\mathcal{P}_{i}(t)} \mathrm{dv}(\vec{x})  \tag{14}\\
\vec{X}_{i}(t)=\frac{\iiint_{\mathcal{P}_{i}(t)} \vec{x} \mathrm{~d} v(\vec{x})}{\iiint_{\mathcal{P}_{i}(t)} \mathrm{d} v(\vec{x})}=\frac{\iiint_{\mathcal{P}_{i}(t)} \vec{x} \mathrm{~d} v(\vec{x})}{V_{i}(t)},  \tag{15}\\
\vec{\Omega}_{i}(t)=\iiint_{\mathcal{P}_{i}(t)} \vec{\omega}(\vec{x}, t) \mathrm{d} v(\vec{x}) \simeq \vec{\omega}\left(\vec{X}_{i}(t), t\right) V_{i}(t) . \tag{16}
\end{gather*}
$$

The explanation of the similar or equal sign on the right side of Equation (16) comes from the assumption that the integral over the fluid particle domain can be approximated by the value of the function at the barycentre multiplied by the fluid particle volume. Following a similar process, the Biot-Savart law (Equation (10)) is written for the VP framework:

$$
\begin{equation*}
\vec{u}_{\varepsilon}^{\Psi}(\vec{x}, t)=\sum_{j=1}^{N} \iiint_{\mathcal{P}_{j}(t)} \vec{K}_{\varepsilon}(\vec{x}-\vec{y}) \times \vec{\omega}(\vec{y}, t) \mathrm{d} v(\vec{y}) \simeq \sum_{j=1}^{N} \vec{K}_{\varepsilon}\left(\vec{x}-\vec{X}_{j}(t)\right) \times \vec{\Omega}_{j}(t) \tag{17}
\end{equation*}
$$

The influence of the onset flow turbulence on vortex particles can be taken into account. The upstream turbulence velocity component ( $\vec{u}^{\prime}$ ) is modelled by means of the synthetic eddy method (SEM), initially developed by Jarrin et al, ${ }^{36}$ and adapted in the VP framework. ${ }^{28,29}$ Let $\vec{U}_{i}^{\Psi}(t)=\vec{u}_{\varepsilon}^{\Psi}\left(\vec{X}_{i}(t), t\right), \vec{U}_{i}^{\Phi}(t)=\vec{u}^{\Phi}\left(\vec{X}_{i}(t), t\right)$ and $\vec{U}_{i}^{\prime}(t)=\vec{u}^{\prime}\left(\vec{X}_{i}(t), t\right)$ define the $i$-th fluid particle velocity:

$$
\begin{equation*}
\vec{U}_{i}(t)=\vec{U}_{i}^{\Psi}(t)+\vec{U}_{i}^{\Phi}(t)+\vec{U}_{i}^{\prime}(t) \tag{18}
\end{equation*}
$$

This last equation (Equation (18)) is the fundamental equation to evaluate the discrete velocity in Lagrangian VP methods, with $\vec{u}^{\prime}=\overrightarrow{0}$ if the upstream turbulence is not modelled. A treecode algorithm is also implemented in Dorothy, ${ }^{27}$ based upon the work of Lindsay and Krasny. ${ }^{37}$ It aims at decreasing the computational cost of the vorticity induced velocity evaluation in Equation (18) with a user-defined error. This is based on a Taylor expansion of the regularized kernel and acts similarly to the fast multipole method (FMM). ${ }^{38}$

## 2.3 | Lagrangian vortex particle formulation of Navier-Stokes equations

The particle derivative ( $D / D t$ ) is defined by $D / D t=\partial / \partial t+(\vec{u} \cdot \vec{\nabla})$. The velocity-vorticity Navier-Stokes momentum equation (Equation (5)) is rewritten using the particle derivative. Moreover, two terms are added following literature ${ }^{27,39}$ to account for a turbulent eddy viscosity $\left(\nu_{T}(\vec{x}, t)\right.$ ), which enables the method to perform LES. Spatial and temporal dependencies of the right hand side terms are hidden to enhance readability.

$$
\begin{equation*}
\frac{\mathrm{D} \vec{\omega}}{\mathrm{Dt}}(\vec{x}, t)=\underbrace{(\vec{\omega} \cdot \vec{\nabla}) \vec{u}}_{=\vec{S}(\vec{x}, t)}+\underbrace{\left(\nu+\nu_{T}\right) \Delta \vec{\omega}+\left(\vec{\nabla} \nu_{T}\right) \times(\Delta \vec{u})}_{=\vec{L}(\vec{x}, t)} \tag{19}
\end{equation*}
$$

- The stretching term is $\vec{S}(\vec{x}, t)$. This term can be expressed in three different formulations. ${ }^{40,41}$ Nevertheless, once discretized, only the transposed formulation ensures the total vorticity conservation. ${ }^{40,41}$ Consequently, this formulation has been chosen for all the computations carried out in this paper;
- The diffusion term, including turbulent diffusion, is $\vec{L}(\vec{x}, t)$. This term is handled via the particle strength exchange (PSE) method developed and detailed in previous studies. ${ }^{42-45}$ This method allows to account for non-uniform viscous coefficients that may depend on position and time. In the presented computations, the turbulent viscosity $\left(\nu_{T}(\vec{x}, t)\right)$ is evaluated either with Mansour's formulation ${ }^{46}$ (Sections 4.1.2 and 4.2.2) or Smagorinsky's ${ }^{47}$ (Section 4.3.3). The detailed implementation of the turbulent viscosity model in the Dorothy solver is available in Mycek. ${ }^{27}$

The Navier-Stokes momentum equation, lastly written in Equation (19), should be verified for all subparts of the domain and at all times. This is particularly true for each fluid particle. The integrated equation is obtained by integrating on the $i$-th fluid particle as follows:

$$
\begin{equation*}
\iiint_{\mathcal{P}_{i}(t)} \frac{\mathrm{D} \vec{\omega}}{\mathrm{D} t}(\vec{x}, t) \mathrm{dv}(\vec{x})=\iiint_{\mathcal{P}_{i}(t)} \vec{S}(\vec{x}, t) \mathrm{dv}(\vec{x})+\iiint_{\mathcal{P}_{i}(t)} \vec{L}(\vec{x}, t) \mathrm{dv}(\vec{x}) \tag{20}
\end{equation*}
$$

The process leading from Equation (20) to Equation (22) is detailed in Appendix A.3. The numerical scheme is now complete, and the discretized Navier-Stokes set of equations is

$$
\begin{gather*}
\frac{\mathrm{d} \vec{X}_{i}}{\mathrm{dt}}(t)=\vec{U}_{i}(t)  \tag{21}\\
\frac{\mathrm{d} \vec{\Omega}_{i}}{\mathrm{dt}}(t)=\vec{S}\left(\vec{x}_{i}(t), t\right) V_{i}(t)+\vec{L}\left(\vec{x}_{i}(t), t\right) V_{i}(t)  \tag{22}\\
\frac{\mathrm{d} V_{i}}{\mathrm{~d} t}(t)=0 \tag{23}
\end{gather*}
$$

where Equation (21) represents the discrete $i$-th particle advection with the fluid velocity (Equation (18)), Equation (22) the $i$-th particle vorticity evolution, and Equation (23) the $i$-th particle volume evolution. The particle volume evolution reduces to zero because of the mathematical aspects described in Appendix A.3. In the code, this Navier-Stokes set of equations can be integrated in time using either the second- or fourthorder Runge-Kutta time advancing schemes. The second-order Runge-Kutta is used for the computations presented in this work.

## 3 | LIFTING-LINE IN THE CONTEXT OF LAGRANGIAN VORTEX PARTICLE METHOD

Section 3 aims at explaining thoroughly the strategies developed to adapt the lifting-line filamentary viewpoint within the vortex particle formalism. Section 3.1 focuses on the geometrical descriptions and the flow analysis over the lifting profiles. Sections 3.2 and 3.3 represent the core of the present paper: the transcription of vortex filaments into particles together with the particles shedding. Eventually, Section 3.4 presents the remaining computational aspects with the space and time discretization as well as the computation of polar curves, when needed.

## 3.1 | Flow analysis and effect on lifting bodies

As a starting point, the different geometric axis systems to handle rotating blades are defined. It is worth mentioning that all the defined bases are direct and orthonormal. In the end, angular values are chosen to match the physical reality of the problem. First, the rotating base $\left(\vec{e}_{x}, \vec{e}_{r}, \vec{e}_{\theta}\right)$ is described with respect to the Cartesian system ( $\vec{e}_{x}, \vec{e}_{y}, \vec{e}_{z}$ ) as stated by the rotation matrix expressed in Equation (24). Vector $\vec{e}_{r}$ is the unitary vector aligned with the blade axis, which means that $\vec{e}_{r}$ is the lifting-line unitary vector. Second, another rotating base ( $\vec{e}_{x \gamma}, \vec{e}_{r}, \vec{e}_{\gamma}$ ), associated to the definition of each twist plus pitch angle ( $\gamma$ ), is presented with Equation (25). Vector $\vec{e}_{\gamma}$ is aligned with the axis of the blade profile.

$$
\begin{align*}
& \left(\begin{array}{l}
\vec{e}_{x} \\
\vec{e}_{t} \\
\vec{e}_{\theta}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{l}
\vec{e}_{x} \\
\vec{e}_{y} \\
\vec{e}_{z}
\end{array}\right)=M_{1}(\theta)\left(\begin{array}{l}
\vec{e}_{x} \\
\vec{e}_{y} \\
\vec{e}_{z}
\end{array}\right)  \tag{24}\\
& \left(\begin{array}{l}
\vec{e}_{x \gamma} \\
\vec{e}_{p_{1}} \\
\vec{e}_{f}
\end{array}\right)=\left(\begin{array}{ccc}
\cos \gamma & 0 & -\sin \gamma \\
0 & 1 & 0 \\
\sin \gamma & 0 & \cos \gamma
\end{array}\right)\left(\begin{array}{l}
\vec{e}_{x} \\
\vec{e}_{f} \\
\vec{e}_{\theta}
\end{array}\right)=M_{2}(\gamma)\left(\begin{array}{l}
\vec{e}_{x} \\
\vec{e}_{\theta} \\
\vec{e}_{\theta}
\end{array}\right) \tag{25}
\end{align*}
$$

A blade profile is represented in Figure 1A, associated with its base $\left(\vec{e}_{x \gamma}, \vec{e}_{r}, \vec{e}_{\gamma}\right)$. The true velocity $\left(\vec{u}_{t}\right)$, or relative velocity, is defined as the fluid velocity with respect to the blade profile reference frame. It is associated to the unitary vector $\vec{e}_{\phi}$ as depicted in Figure $1 \mathrm{~A}, \mathrm{~B}$. In the liftingline model, it is assumed that the radial component of the true velocity is zero. So the true velocity can be decomposed as in Equation (26), in association with the $\phi$ angle defined in Equation (27):

$$
\begin{gather*}
\vec{u}_{t}=u_{t} \vec{e}_{\phi}=u_{t} \sin (\phi) \vec{e}_{x}+u_{t} \cos (\phi) \vec{e}_{\theta}=u_{x} \vec{e}_{x}+u_{\theta} \vec{e}_{\theta},  \tag{26}\\
\phi=\arccos \left(\frac{u_{\theta}}{u_{t}}\right) . \tag{27}
\end{gather*}
$$

Figure 1 A represents the reference for projections definition because all the angles are defined in the $[0,+90]$ quarter. For instance, when considering a wind or tidal turbine facing an upstream velocity along $\vec{e}_{x}$, the pitch and twist angle $\gamma \in\left[-90^{\circ}, 0^{\circ}\right]$ is negative. The angle of attack ( $\alpha$ ) is defined using Figure 1A:

$$
\begin{equation*}
\alpha=\gamma-(-\pi+\phi)=\pi+\gamma-\phi . \tag{28}
\end{equation*}
$$

Equation (28) can also be obtained from Figure 1B by observing that $\pi=\phi+\alpha-\gamma$. The true velocity ( $\vec{u}_{t}$ ) is evaluated using an adaptation of Helmholtz velocity decomposition (Equation (6)). This decomposition is specifically subdivided and adapted to the lifting-line configuration:

(A) Reference for mathematical description.

(B) Didactic view of the angles in the physical case.

FIGURE 1 Blade profile and true velocity with the associated bases. This allows the definition of the angle of attack ( $\alpha$ ).

$$
\begin{equation*}
\vec{u}_{t}=\vec{u}_{m}+\vec{u}^{\infty}+\vec{u}^{\prime}+\underbrace{\vec{u}_{\text {wake }}^{\psi}+\vec{u}_{\text {near }}^{\Psi}}_{=\vec{u}^{\Psi}} . \tag{29}
\end{equation*}
$$

- $\vec{u}_{m}$ is the velocity generated by the self motion of the lifting body. In the present case, it is the local tangential velocity due to the blades rotation at angular velocity $\omega_{\text {rot }}$. This means that $\vec{u}_{m}=-r \omega_{\text {rot }} \vec{e}_{\theta}$ with $r$ the local radius;
- $\vec{u}^{\infty}$ is the mean upstream velocity and $\vec{u}^{\prime}$ is the SEM-modelled upstream turbulence velocity component ${ }^{28,29}$;
- $\vec{u}_{\text {wake }}^{\Psi}$ corresponds to the velocity induced by all the particles already shed and advected in the wake;
- $\vec{u}_{\text {near }}^{\Psi}$ corresponds to the velocity induced by the shed particles at the current time-step.

The present lifting-line method solves the flow using tabulated properties of the given lifting profile. This approach was initially described $\mathrm{in}^{2,8}$. This method is based on the Kutta-Joukowski theorem that links the action of the flow on a lifting body, which is the lift force $\left(\vec{L}_{f}\right)$ by unit span length (dr), with the vorticity generation of the profile given by the bound circulation ( $\Gamma_{\mathrm{B}}$ ), positively oriented along $\vec{e}_{\mathrm{r}}$. The Kutta-Joukowski theorem is given by Equation (30):

$$
\begin{equation*}
\frac{1}{\mathrm{~d} r} \vec{L}_{f}=\rho \vec{u}_{t} \times \vec{\Gamma}_{B}=\rho u_{t} \Gamma_{B}\left(\vec{e}_{\phi} \times \vec{e}_{r}\right)=\rho u_{t} \Gamma_{B} \vec{e}_{L}, \tag{30}
\end{equation*}
$$

where $\vec{e}_{L}$ is perpendicular to the direction $\vec{e}_{\phi}$ of the incoming true velocity $\left(\vec{u}_{t}\right)$ as depicted in Figure 1 B . The common lift force definition is reminded in Equation (31):

$$
\begin{equation*}
\frac{1}{\mathrm{dr}} \vec{L}_{f}=\frac{1}{2} \rho c u_{t}^{2} C_{L}(\alpha) \vec{e}_{L}, \tag{31}
\end{equation*}
$$

where $C_{L}$ is the lift coefficient of the profile, function of the angle of attack ( $\alpha$ ), and $c$ is the profile chord length. Injecting Equation (31) in Equation (30) allows to link directly the bound circulation with the tabulated lift coefficient:

$$
\begin{equation*}
\Gamma_{B}=\frac{1}{2} c u_{t} C_{L}(\alpha) . \tag{32}
\end{equation*}
$$

## 3.2 | Lifting-line coupling with vortex particle method

Modern lifting-lines are generally associated to Lagrangian vortex methods. But they are more frequently associated to panel or filament FVW implementations. ${ }^{2-6}$ Nevertheless, despite core-spreading or other ad-hoc methods, FVW approaches prevent from the full account of diffusive aspects in the wake. The present vortex particle formulation, described in Section 2.3, takes into account all the diffusive aspects that enable to perform large eddy simulation (LES). Furthermore, the Lagrangian vortex particle method inherently enables turbines wake mixing and turbulence modelling in the upstream flow. ${ }^{28,29}$ Therefore, the present approach is a solution to alleviate the FVW limitations and perform simulations on complex configurations. This is among the reasons why some lifting-line approaches within the Lagrangian vortex particle framework are currently being developed. ${ }^{30-32}$ Those lifting-line associated with Lagrangian VP method, including the presented one, tend to merge the advantages of both approaches: the accuracy of shed vortices of the filament approach and the diffusive aspects of the particles. Eventually, to the authors opinion, the presented approach offers a new viewpoint on the transcription of the filamentary framework to the vortex particle one.

Figure 2 depicts this peculiar transcription from the filamentary framework towards the particle one. The upper part of the scheme in Figure 2 presents the shape of the blade with the dash-dotted black line. Various blade geometrical properties are specified: leading edge (LE), trailing edge (TE), the distance between the blade root and the rotation centre, or hub radius ( $R_{h}$ ), and the blade length $\left(L_{b}\right)$. The lifting-line is represented by the small-dotted black line located at $1 / 4$ of the chord ( $c$ ) behind the leading edge. $N_{s} \in \mathbb{N}$ is the number of sections in which the blade is divided. This defines the section width: $\mathrm{dr}=L_{b} / N_{s}$. The lower part of the scheme in Figure 2 presents a zoom of the blade where a focus is made on three sections only. The vorticity panels carrying a bound circulation ( $\Gamma_{\mathrm{B}}$ ) are represented with the oriented filamentary contours. Hence, each panel is represented by four attached filaments. It is worth mentioning that these panels are represented in Figure 2 for the sake of explanation but they are not modelled in the numerical approach, only the particles are. Blade sections are numbered with their index $k \in \llbracket 1, N_{5} \rrbracket$. Bound circulations are discretized following the blade sections. Hence, $k$ index is also associated to the bound circulations ( $\Gamma_{\mathrm{B}}(k, t)$ ). Blade geometric properties (radii (r), pitch plus twist angles ( $\gamma$ ), and chords (c)) are discretized with index $p \in \llbracket 1,2 N_{s}+1 \rrbracket$. $p$ index also refers to the true velocity ( $\vec{u}_{t}$ )

| Bounds of indices: |
| :--- |
| $k \in \llbracket 1, N_{s} \rrbracket$ |
| $p \in \llbracket 1,2 N_{s}+1 \rrbracket$ |
| $n \in \llbracket 1, N_{s}+1 \rrbracket$ |
| $j \in \llbracket 1, N_{T} \rrbracket$ |
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FIGURE 2 Schematic representation of the lifting-line associated to the VP method. The top part presents the lifting-line representation of the blade while the bottom part presents the particles shedding process. Black circles represent the bound particles ( $\vec{X}_{B}, \vec{\Omega}_{B}$ ). Grey circles, when associated to the filled grey area, represent the trailing shed particles at current time-step ( $\vec{X}_{T, j}, \vec{\Omega}_{T, j}$ ). Grey circles, when associated to the hatched grey area, represent the spanwise shed particles at current time-step $\left(\vec{X}_{S}, \vec{\Omega}_{S}\right)$. The hatched black circles represent the already shed and advected particles in the wake ( $\vec{X}_{\mathrm{i}}, \vec{\Omega}_{\mathrm{i}}$ ). Each area represents the filaments that contribute to the vorticity of the associated type of particle.
as well as the associated $\phi$ and $\alpha$ angles. Both bound particles $\left(\vec{X}_{B}, \vec{\Omega}_{B}\right)$ and spanwise shed particles ( $\vec{X}_{S}, \vec{\Omega}_{s}$ ) are numbered with $k \in \llbracket 1$, $N_{s} \rrbracket$ following Figure 2. Trailing filaments are numbered with $n \in \llbracket 1, N_{s}+1 \rrbracket$. In the presented approach, there is naturally one more trailing filament than the number of blade sections, as depicted in Figure 2. Moreover, depending on the time-step, some trailing filaments can be multiple times longer than the blade section width (dr). Hence, as advised in literature ${ }^{30,32}$ to discretize correctly the trailing filaments, the trailing shed particles are distributed along each trailing filament. The number of trailing shed particles along the $n$-th filament is evaluated as follows:

$$
\begin{equation*}
N_{T}=\max \left(1,\left\lfloor\vec{u}_{t}(p-1, t) \mathrm{d} t / \mathrm{d} r\right\rfloor\right), \tag{33}
\end{equation*}
$$

with $\left\rfloor\right.$ being the floor function. Each trailing shed particle $\left(\vec{X}_{T, j}, \vec{\Omega}_{T, j}\right)$ at a given trailing filament is denoted with subscript $j \in \llbracket 1, N_{T} \rrbracket$.
The hatched black area represents the filament that influences the $k$-th bound particle vorticity weight $\left(\vec{\Omega}_{B}(k, t)\right)$. The filled grey area represents the filamentary contributions that influence the $j$-th trailing shed particle vorticity weight $\left(\vec{\Omega}_{T j}(n, t)\right)$, as part of the $n$-th trailing filament. The hatched grey area represents the filaments that influence the $k$-th spanwise shed particle vorticity weight $\left(\vec{\Omega}_{s}(k, t)\right)$. The thick-dotted black circles represent the particles that were already shed and advected in the wake at earlier time-steps ( $\vec{X}_{i}, \vec{\Omega}_{i}$ ). The thick-dotted black lines are the associated filaments.

The chosen boundary condition is that the bound circulation $\left(\Gamma_{B}\right)$ is zero below the blade root and above the blade tip for all times ( $t$ ). The bound circulation is set at zero for all $k$ indices: $\Gamma_{B}(k, t=0)=0$ as initial condition.

## 3.3 | Particles shedding and loads evaluation

To deal with particles shedding process, the first objective is to assess the true velocity ( $\vec{u}_{t}(p, t)$ ) using Equation (29). Evaluating the true velocity is necessary to compute as accurately as possible positions and vorticity weights of the trailing $\left(\vec{X}_{T, j}, \vec{\Omega}_{T, j}\right)$ and spanwise $\left(\vec{X}_{S}, \vec{\Omega}_{S}\right)$ shed particles. Mean
upstream velocity $\left(\vec{u}^{\infty}\right)$ and upstream turbulence $\left(\vec{u}^{\prime}\right)$ are immediately evaluated. As previously mentioned, the motion velocity is known for all $p$ indexes: $\vec{u}_{m}(p, t)=-r(p) \omega_{\text {rot }} \vec{e}_{\theta}$. For all $p$ indexes, the velocity $\left(\vec{u}_{\text {wake }}^{\psi}(p, t)\right)$ induced by all the particles advected in the wake $\left(\vec{X}_{i}, \vec{\Omega}_{i}\right)$ is also known. It is evaluated by means of the Biot-Savart law (Equation (17)) with a treecode. ${ }^{37}$ Then, the sum $\vec{u}^{\infty}+\vec{u}^{\prime}(p, t)+\vec{u}_{m}(p, t)+\vec{u}_{\text {wake }}^{\psi}(p, t)$ is known for a given position $p$ and time $t$. This value is stored and serves as initialization for the true velocity. It remains to evaluate $\vec{u}_{\text {near }}^{*}(p, t)$. This term represents the induction generated by the trailing $\left(\vec{X}_{T, j}, \vec{\Omega}_{T, j}\right)$ and spanwise shed particles $\left(\vec{X}_{S}, \vec{\Omega}_{S}\right)$ at the current time $t$. This velocity is also evaluated using the Biot-Savart law (Equation (17)) only with those shed particles. As $\vec{u}_{\text {near }}^{\Psi}(p, t)$ values impact the true velocities ( $\vec{u}_{t}(p, t)$ ), the bound circulations $\left(\Gamma_{\mathrm{B}}(k, t)\right)$, associated to the first row of contours-oriented panels, are also changed. This, in turns, modifies the vorticity weight of the trailing $\left(\vec{X}_{T j}, \vec{\Omega}_{T, j}\right)$ and spanwise shed particles $\left(\vec{X}_{S}, \vec{\Omega}_{S}\right)$. This highlights the need for a sub-iteration algorithm giving both accurate true velocities and vorticity weights for the trailing and spanwise shed particles. The sub-iteration algorithm is based on the fixed-point algorithm presented for FVW codes by van Garrel. ${ }^{2}$ The complete algorithm in the context of vortex particle method is detailed in Appendix B.1. One of the key aspects in the presented approach is the definition of trailing and spanwise particles shedding positions (Equations (36) and (38)) and vorticity weights (Equations (37) and (40)). The present paper offers a different approach from previous studies ${ }^{30-32}$ on this specific matter.

### 3.3.1 | Bound particles

First the $k$-th bound particle is considered. The bound particle is located at the middle of each filament ( $\mathrm{d} r \vec{e}_{r}$ ). Its position is defined by:

$$
\begin{equation*}
\vec{X}_{B}(k, t)=(k-0.5) \mathrm{d} r \vec{e}_{r} . \tag{34}
\end{equation*}
$$

The black-hatched area represented in Figure 2 highlights the filamentary contributions to the vorticity weight of the $k$-th bound particle.

$$
\begin{equation*}
\vec{\Omega}_{B}(k, t)=\Gamma_{B}(k, t) \mathrm{d} r \vec{e}_{r} \tag{35}
\end{equation*}
$$

### 3.3.2 | Trailing shed particles

Second, the $n$-th trailing filament is considered. As explained previously, $N_{T}$ trailing shed particles represent the filament. Each $j$-th trailing shed particle is positioned at

$$
\begin{equation*}
\vec{X}_{T, j}(n, t)=\vec{X}_{B}(k, t)-\frac{1}{2} d r \vec{e}_{r}+I_{j} \vec{u}_{t}(p-1, t) \mathrm{d} t \tag{36}
\end{equation*}
$$

with $I_{j}=(j-0.5) / N_{T}$, the coefficient that distributes the trailing shed particles along the filament. The filled grey area represented in Figure 2 highlights the $n$-th filamentary contributions to each of the $N_{T}$ trailing shed particle. This allows to easily define the $j$-th trailing shed particle vorticity weight:

$$
\begin{equation*}
\vec{\Omega}_{T, j}(n, t)=\frac{1}{N_{T}}\left(\Gamma_{B}(k-1, t)-\Gamma_{B}(k, t)\right) \vec{u}_{t}(p-1, t) \mathrm{d} t \tag{37}
\end{equation*}
$$

### 3.3.3 | Spanwise shed particles

Finally, the $k$-th spanwise shed particle is studied. The spanwise shed particle is positioned at

$$
\begin{equation*}
\vec{X}_{S}(k, t)=\vec{X}_{B}(k, t)+\frac{1}{2} \mathrm{~d} r \vec{e}_{r}+\vec{u}_{t}(p+1, t) \mathrm{d} t+\frac{1}{2} \vec{s}(k, t), \tag{38}
\end{equation*}
$$

with the spanwise vector being defined as

$$
\begin{equation*}
\vec{s}(k, t)=-\vec{u}_{t}(p+1, t) \mathrm{d} t-\mathrm{d} r \vec{e}_{r}+\vec{u}_{t}(p-1, t) \mathrm{d} t . \tag{39}
\end{equation*}
$$

The hatched grey area represented in Figure 2 highlights that the $k$-th spanwise shed particle vorticity weight results from two different contributions. The first contribution comes from the tail of the panel at time $t$ and the second one comes from the head of the panel at time $t$ - dt. This viewpoint leads to Equation (40), in which the angular step is defined as $\mathrm{d} \theta=\omega_{\text {rot }} \mathrm{dt}$.

$$
\begin{equation*}
\vec{\Omega}_{\mathrm{S}}(n, t)=\Gamma_{\mathrm{B}}(\mathrm{k}, \mathrm{t}) \vec{s}(\mathrm{k}, \mathrm{t})+\Gamma_{\mathrm{B}}(\mathrm{k}, \mathrm{t}-\mathrm{dt}) \mathrm{d} r\left(\mathrm{M}_{1}(\mathrm{~d} \theta) \vec{e}_{\mathrm{r}}\right) \tag{40}
\end{equation*}
$$

### 3.3.4 | Loads evaluation

When convergence is obtained for all the shed particles, the shedding process is completed. This leads to loads evaluation. For a given blade section, lift is evaluated using Equation (41) and drag using Equation (42):

$$
\begin{gather*}
\vec{L}_{f, k}(t)=-\frac{1}{2} \rho c(p) u_{t}^{2}(p, t) C_{L}(\alpha(p, t)) \mathrm{d} r \vec{e}_{x p},  \tag{41}\\
\vec{D}_{f, k}(t)=\frac{1}{2} \rho c(p) u_{t}^{2}(p, t) C_{D}(\alpha(p, t)) \mathrm{d} r \vec{e}_{\phi}, \tag{42}
\end{gather*}
$$

where both lift and drag coefficients are interpolated within the tabulated values contained in the polar curves of lift $\left(C_{L}\right)$ and drag $\left(C_{D}\right)$ coefficients. Note that no correction is added to the polar coefficients at this point. By using Equations (41) and (42) and the rotation matrix defined in Equation (25), forces along $\vec{e}_{x}$ and $\vec{e}_{\theta}$ are obtained:

$$
\left(\begin{array}{c}
F_{x, k}(t)  \tag{43}\\
0 \\
F_{\theta, k}(t)
\end{array}\right)=M_{2}^{-1}(\phi(p, t))\left(\vec{L}_{f, k}(t)+\vec{D}_{f, k}(t)\right)=M_{2}(-\phi(p, t))\left(\vec{L}_{f, k}(t)+\vec{D}_{f, k}(t)\right) .
$$

To correctly evaluate the loads, blade tip corrections may be needed because the present LL-VP method does not represent the tip vortices influence on the lifting-line as accurately as FVW codes. Such corrections are all the more needed when the blades are designed with a significant chord length at blade tip. Two different load corrections are implemented: Shen's one ${ }^{48}$ and Wimshurst's one. ${ }^{49}$ Loads evaluation can be done either with one of those corrections or no correction at all. If activated, the selected correction provides two normalized coefficients, $C_{x}$ and $C_{\theta}$, that modify the loads radial distributions. With no correction activated, $C_{x}=C_{\theta}=1$. Torque ( $Q$, Equation (44)) and thrust ( $T$, Equation (45)) of the turbine at the current time $(t)$ are assessed via

$$
\begin{gather*}
Q(t)=\sum_{k=1}^{N_{s}} C_{\theta} F_{\theta, k}(t) r(2 k),  \tag{44}\\
T(t)=\sum_{k=1}^{N_{s}} C_{x} F_{x, k}(t) . \tag{45}
\end{gather*}
$$

Finally, all the particles including the ones already in the wake as well as the shed ones are advected using Equations (21) to (23), as indicated at the end of Section 2. The bound particles ( $\vec{X}_{B}, \vec{\Omega}_{B}$ ) velocity contribution, which represents the lifting-line contribution, is taken into account in the wake processing. However those bound particles do not contribute to the stretching term and diffusion term of Equation (22). The complete algorithm of the lifting-line associated to the vortex particle method, including the while-loop of sub-iterations, is exhibited in the flowchart of Figure B1 in Appendix B. From now on, the approach described above is referred to as 'Dorothy LL-VP'.

## 3.4 | Additional numerical aspects of the presented method

### 3.4.1 | Spatial and temporal discretization

According to the spatial positions of shed particles described in Section 3.2, the inter-particle spacing dh is characterized as

$$
\begin{equation*}
\mathrm{d} h \simeq \mathrm{dr} . \tag{46}
\end{equation*}
$$

From this inter-particle spacing $\mathrm{d} h$, the regularization parameter, or smoothing parameter, $\varepsilon$ is evaluated as

$$
\begin{equation*}
\varepsilon=1.5 \times \mathrm{dh} \tag{47}
\end{equation*}
$$

As in many Lagrangian vortex particle methods, a global redistribution algorithm is necessary to ensure an homogeneous particles distribution in the computational domain. ${ }^{18,50}$ Such a redistribution algorithm is especially required to mitigate the distortion of the Lagrangian grid. The redistribution algorithm avoids particles concentration inhomogeneity. As a consequence, a redistribution algorithm using the interpolation function $M_{4}^{\prime}$ is implemented in the Dorothy solver. ${ }^{27}$ The principle is to create new particles on a Cartesian grid with a cell size of dh. Then, the vorticity carried by the former particles is redistributed on those new particles with the help of the interpolation function $M_{4}^{\prime}$. The computation continues only with the new particles. The redistribution is applied every 5 to 100 time-steps depending on the computation needs. The redistribution is performed everywhere in the domain except in minimal cylindrical volumes around each lifting-line present in the domain. This is done to avoid disturbing the particles shedding process.

As prescribed in literature, ${ }^{23-25}$ a Lagrangian interpretation of the Eulerian CFL condition is used to set the computation time-step dt .

$$
\begin{equation*}
\mathrm{d} t \lesssim \frac{\mathrm{~d} h}{\max (\|\vec{u}\|)} \tag{48}
\end{equation*}
$$

with $\max (\|\vec{u}\|)$ being the maximum velocity encountered in the field. For fixed wing computations, a preliminary evaluation leads to replace $\max (\|\vec{u}\|)$ by $\left\|\vec{u}^{\infty}\right\|$. A check is performed at the end of the computation. If $\max (\|\vec{u}\|) \geq\left\|\vec{u}^{\infty}\right\|$, the time-step (dt) is evaluated again and the computation is repeated with the new $d$. For rotary wing computations, different vortex particle studies ${ }^{30-32}$ suggest that the time-step should be driven by the turbine angular velocity. To correctly capture the dynamic of the wake, all those studies agree that the rotary wing should move of a few degrees within the time-step. The angular step values used in the present paper are reported in Sections 4.2.2 and 4.3.3.

Finally, as prescribed in Ploumhans and Winckelmans, ${ }^{50}$ the quality of the computation is assessed using the mesh Reynolds number and the time-stepping condition. According to Ploumhans and Winckelmans, ${ }^{50}$ those quantities should be of the order of magnitude of 1 for high resolution computations. However, the presented LL-VP method leads to computations that are no equivalent to direct numerical simulation (DNS). Hence, for the computations presented in Section 4, the maximum of the mesh Reynolds number in the domain is recorded at each time-step. It is monitored throughout the computation to ensure it remains fairly constant.

### 3.4.2 | Polar curves computation

First, this subsection can be bypassed if the polar curves $\left(C_{L}, C_{D}\right)$ are provided with the studied case. For instance, in the Mexnext-III case studied in Section 4.2.2, polar curves are directly provided. Nevertheless, in the opposite case, a polar curves dataset needs to be created. This was particularly the case for the three LOMC-IFREMER tidal turbine study described in Section 4.3.3.

The first step is getting the 2D geometry of the lifting profile. The NACA profiles geometry used in Section 4.3 .3 are obtained from the code described in Carmichael. ${ }^{51}$ Once the profile geometry is known, polar curves for angles of attack $\alpha \in\left[-\alpha_{s},+\alpha_{s}\right]$ are obtained from XFoil software thoroughly described in previous studies. ${ }^{52,53}$ The stall angle of attack of the considered profile is $\alpha_{s}$. The transition to turbulence in the boundary layer is set, according to van Ingen, ${ }^{54}$ as a function of the turbulence intensity in the upstream flow. For the considered wind and tidal turbines, the compressibility effects are neglected. Consequently the Mach number is set to zero $M=0$ in XFoil. This is consistent with the incompressibility assumption in the Navier-Stokes equations as mentioned in Section 2.1. Polars are then extended on the full $360^{\circ}$ range by means of Viterna's method. ${ }^{55}$ The maximum drag coefficient $C_{D, \max }$ needed for Viterna's method is chosen as the value for a 2D flat plate. $C_{D, \max } \simeq 2$ according to section 3-16 in Hoerner. ${ }^{56}$ Eventually, $C_{L}$ from Viterna's formula is regularized around $-180^{\circ}$ and $+180^{\circ}$ with quadratic Lagrange interpolating polynomial. An example of polar curves resulting from this methodology is shown in Figure C1 of Appendix C.

## 4 | WIND AND TIDAL TURBINES APPLICATIONS

Section 4 aims at presenting the accuracy of the newly implemented method on cases of increasing complexity. First, in Section 4.1.2, an elliptic wing is studied to validate Dorothy LL-VP numerical results and assess its spatial convergence. Second, in Section 4.2.2, three reduced velocities of the Mexnext-III case are studied. Eventually, in Section 4.3.3, a three tidal turbines in interaction configuration is chosen to highlight wake mixing and to analyse the fluctuating loads perceived by a downstream turbine. This tidal case study is carried out as a way to bridge tidal and wind turbine fields.

## 4.1 | Dorothy LL-VP validation on the elliptic wing

The main purpose of this Section 4.1.2 is to evaluate the behaviour of the method described in Section 3 on an elliptic wing with a flat plate profile. This choice has been made because this elliptic wing has a known analytical solution.

No tip correction is applied for all the elliptic wing computations.
A focus on the convergence of the numerical results towards the analytical ones with an increasing level of discretization is made.

### 4.1.1 | Analytical study of the elliptic flat plate

The analytical expression of the lift coefficient $\left(C_{L}\right)$ for small angles of attack $(\alpha)$ is reminded for a flat plate profile: $C_{L}(\alpha)=2 \pi \sin (\alpha) \simeq 2 \pi \alpha$. This equation is obtained from the potential theory. ${ }^{9}$ The main analytical results on the elliptic wing with a flat plate profile are reminded. This wing is built with an elliptic chord distribution:

$$
\begin{equation*}
c(r)=c_{\max } \sqrt{1-\left(\frac{2 r}{L_{b}}-1\right)^{2}}, \tag{49}
\end{equation*}
$$

where the wing is of length $L_{b}$ and $r \in\left[0, L_{b}\right]$ is the spatial variable along $\vec{e}_{r}$ axis. $c_{\max }$ is the chord at the wing centre. Consequently, according to Katz and Plotkin, ${ }^{9}$ this wing experiences an elliptic circulation distribution over the wingspan defined by:

$$
\begin{equation*}
\Gamma_{\mathrm{B}, \text { theo }}(r)=\Gamma_{\mathrm{B}, \max } \sqrt{1-\left(\frac{2 r}{L_{b}}-1\right)^{2}} \text {, } \tag{50}
\end{equation*}
$$

where $\Gamma_{\mathrm{B}, \max }$ is the circulation at the wing centre. With $S$ the surface of the elliptic wing, the aspect ratio (AR) is defined as:

$$
\begin{equation*}
A R=\frac{L_{b}^{2}}{S}=\frac{L_{b}^{2}}{\pi \frac{c_{\max } L_{b}}{4}}=\frac{4 L_{b}}{\pi c_{\max }} . \tag{51}
\end{equation*}
$$

In this approach, $C_{L}$ is modified by the finite aspect ratio of the wing and it is constant along the wingspan, as shown with Equation (52). The bound circulation at wing centre (Equation (53)) is obtained from the lift coefficient (Equation (52)). Again, the complete demonstration can be found in Katz and Plotkin. ${ }^{9}$

$$
\begin{gather*}
C_{L}=\frac{2 \pi}{1+\frac{2}{A R}}\left(\alpha_{\infty}-\alpha_{L O}\right)  \tag{52}\\
\Gamma_{B, \max }=\frac{2 L_{b}\left\|\vec{u}^{\infty}\right\|}{1+\frac{A R}{2}}\left(\alpha_{\infty}-\alpha_{L 0}\right) \tag{53}
\end{gather*}
$$

The geometric angle of attack related only to the upstream velocity $\left(\vec{u}^{\infty}\right)$ is $\alpha_{\infty}$. It does not take into account the wake-generated induction velocity. The angle of attack of zero lift $\left(\alpha_{\llcorner 0}\right)$ is defined such that $C_{L}\left(\alpha_{\llcorner 0}\right)=0$. For the flat plate profile, $\alpha_{\llcorner 0}=0$. Eventually, according to Katz and Plotkin, ${ }^{9}$ the true angle of attack $(\alpha)$ takes into account the influence of the velocity downwash induced by the wake $\left(w_{i}\right)$, respectively defined by Equation (55) and Equation (54). Both quantities are constant along the wingspan.

$$
\begin{gather*}
w_{i}=-\frac{\Gamma_{\mathrm{B}, \max }}{2 \mathrm{~L}_{b}}  \tag{54}\\
\alpha=\alpha_{\infty}-\frac{\Gamma_{\mathrm{B}, \max }}{2 L_{b}\left\|\overrightarrow{\mathrm{u}}^{\infty}\right\|} \tag{55}
\end{gather*}
$$

### 4.1.2 | Comparison between numerical and analytical results on an elliptic flat plate wing

To reproduce the elliptic wing configuration studied by van Garrel, ${ }^{2}$ the wing length is set to $L_{b}=5 \mathrm{~m}$ and the maximum chord is $c_{\max }=1 \mathrm{~m}$. The upstream velocity vector, expressed in the cartesian axis system $\left(\vec{e}_{x}, \vec{e}_{y}, \vec{e}_{z}\right)$ is $\vec{u}^{\infty}=(1,0,0.1) \mathrm{m} \cdot \mathrm{s}^{-1}$. Those numerical inputs for the analytical solutions give the following values:

- $C_{L} \simeq 0.477$ (Equation (52), Figure 3A);
- $\Gamma_{B, \max } \simeq 0.24 \mathrm{~m}^{2} \cdot \mathrm{~s}^{-1}$ (Equation (53), Figure 3B);
- $w_{i} \simeq 0.024 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ (Equation (54), Figure 3C);
- $\alpha \simeq 4.34^{\circ}$ (Equation (55), Figure 3D).

Different wing discretization are tested to demonstrate the numerical convergence towards the analytical results: $N_{s} \in\{15,30,60,90\}$. Space and time discretizations are evaluated using Equations (46) and (48). The inter-particle spacing after each redistribution process is dh, as described in Section 3.4. The redistribution is applied each 30 time-steps. The total physical time of the simulation is $t_{\text {max }}$. It is chosen such that the wake length is at least 5 times longer than the wing span. This means a wake length of 25 m and thus $t_{\max } \geq 25 \mathrm{~s}$. Air properties are the standard ones at $25{ }^{\circ} \mathrm{C}$ : a kinematic viscosity $\nu \simeq 15.6 \times 10^{-6} \mathrm{~m}^{2} \cdot \mathrm{~s}^{-1}$ and a mass density $\rho \simeq 1.18 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$. Computations are performed using MR kernel (Equation (12)). The number of processors, or CPUs, used for the computation is $n_{C P U}$. The computational time is denoted $t_{C P U}$. Each simulation run on an Intel Core $15-11500 \mathrm{H}$ processor of a personal computer, split between 12 computational threads. Table 1 summarizes the simulation parameters for each level of discretization.

Figure 3 gathers all the quantities of interest that are flow-related. Figure 3 A represents the radial distribution of lift coefficient $\left(C_{L}\right)$. Figure 3B represents the radial distribution of bound circulation $\left(\Gamma_{B}\right)$ over the wingspan. Figure $3 C$ represents the radial distribution of induced velocity, or downwash, $\left(w_{i}\right)$. Finally, Figure 3D represents the radial distribution of angle of attack ( $\alpha$ ). The radial distributions of $C_{L}, w_{i}$ and $\alpha$ present similar variations along the wingspan for a given level of discretization. The numerical results rapidly tend to the analytical values when increasing the number of blade sections $N_{s}$. However, some discrepancies are observed when approaching the wing tips. To the authors understanding, this phenomenon must result from the combination of multiple factors. First, contrary to the analytical results, the presence of tip vortices at the wing tips surely affects induction. Second, Dorothy LL-VP seems to experience a smoothing effect due to the particle formalism compared to the FVW results presented in van Garrel. ${ }^{2}$ Eventually, Dorothy LL-VP blade discretization is constant with a given dr value. However, the FVW codes that show less discrepancies in the tip area ${ }^{2,6}$ rely on a 'cosine' panel distribution which generates a refined discretization at wing tips. One of the future developments of Dorothy LL-VP may be to introduce the 'cosine' wing discretization. The reader can easily notice that the elliptic bound circulation distributions (Figure 3A) show a good agreement between numerical and analytical results. As the bound circulation is not constant along the wingspan, it is more difficult to analyse the convergence of the numerical results towards the analytical solution. This is the reason why a specific Normalized Root Mean Square Error, denoted NRMSE, is defined in Equation (56):

$$
\begin{equation*}
\operatorname{NRMSE}\left(\Gamma_{\mathrm{B}, \text { num }}\right)=\frac{1}{\Gamma_{\mathrm{B}, \text { max }}} \sqrt{\frac{\sum_{k=1}^{N_{\mathrm{s}}}\left(\Gamma_{\mathrm{B}, \text { num }}(k)-\Gamma_{\mathrm{B}, \text { theo }}((k+0.5) \mathrm{dr})\right)^{2}}{N_{\mathrm{s}}}} . \tag{56}
\end{equation*}
$$

It represents the integrated error between the numerically computed bound circulations ( $\Gamma_{\mathrm{B}, \text { num }}$ ), averaged on the last 10 iterations, and the analytical ones ( $\Gamma_{\mathrm{B}, \text { theo }}$ ) based on Equation (50). The normalizing factor chosen for this NRMSE is the analytical maximum bound circulation ( $\Gamma_{\mathrm{B}, \max }$ ). For each level of discretization $\left(N_{s}\right)$, the NRMSE is computed with Equation (56). It is multiplied by 100 to be analysed in percent. Figure 4A represents the decrease of this NRMSE with increasing level of discretizations. While the relative error is at $8 \%$ for 15 blade sections, it progressively decreases to around $2 \%$ for 90 blade sections. The rate of convergence is approximately $N_{s}^{-0.6}$. Eventually, Figure 4B represents the sub-iteration error $e_{S I}$, defined in Equation (B3) of Appendix B, versus the sub-iteration number $n_{S I}$ on a $\log -\log$ diagram. In Figure 4B, for a given level of discretization $\left(N_{s}\right)$, each dot represents the mean of all the points at the considered sub-iteration index. Additionally, vertical lines are added to

TABLE 1 Elliptic wing cases computational parameters.

| $N_{s}(-)$ | 15 | 30 | 60 |
| :--- | :--- | :--- | :--- | :--- |
| $d h(m)$ | 0.33 | 0.17 | 0.08 |
| $d t(s)$ | 0.33 | 0.16 | 0.08 |
| $t_{\text {max }}(s)$ | 25 | 25 | 25 |
| $n_{\text {CPU }}(-)$ | 12 | 12 | 0.056 |
| $t_{\text {CPU }}(h h: m m: s s)$ | $00: 00: 03$ | $00: 01: 04$ | $00: 23: 54$ |



FIGURE 3 Elliptic wing radial distributions of lift coefficient, bound circulation, downwash and angle of attack.
represent the associated standard deviations. However, those standard deviations are of small magnitude. Hence, they are most of the time masked by the markers in Figure 4B. The rate of decrease of the sub-iteration error is approximately $n_{S l}^{-3}$.

Lastly, Figure 5 represents a didactic view of the particles together with the elliptic wing. The fluid particles are represented at their positions $\left(\vec{X}_{i}\right)$ with a normalized colour scale representing their vorticity weight magnitude $\left(\vec{\Omega}_{i}\right)$. Contrary to the results shown in Table 1 , no redistribution is performed on the computation shown in Figure 5. This choice was made to enhance readability of the obtained figure. With the help of the vorticity weight colours, the two tip vortices can easily be noticed in the wake. The core of these two tip vortices can be identified by the yellow coloured particles issuing from each blade tip. The farthest those particles are from the wing, the more they lose their intensity while they drag other vortex particles to rotate around them. Moreover, the start up vortex can also be identified. This vortex faces the wing in the spanwise direction. It is linked to the vortex particles shed at the very first time-step. It can be interpreted as a direct consequence of Kelvin's theorem of circulation. ${ }^{9}$ Its presence is a sign that the code behaves properly. Computation results presented in Figure 5 come from Dorothy LL-VP, so the wing representation is 1D as stated in Section 3. Nevertheless, as a matter of visual understanding, a 2D surface wing is rebuilt using the chord distribution. The normalized colourization of the wing represents the distribution of bound circulation over the wingspan, averaged over the last 10 iterations.


FIGURE 4 Focus on bound circulation convergence and sub-iteration error profiles.


FIGURE 5 Visualization of an elliptic wing computation with 90 sections at $t \simeq 11 \mathrm{~s}$. The 2 D elliptic wing is built afterwards by the visualization tool. No redistribution is performed to ease the readability.

In conclusion, Dorothy LL-VP results proved to have a good accuracy on this elliptic wing configuration. The present implementation proved to converge towards the analytical solution for an increasing level of discretization. As a result of the sensitivity analysis on the blade discretization, different strategies can be chosen. A blade discretization around 20 sections will result in mid-fidelity computations that mitigate the computational cost. On the contrary, a level of discretization of 40 sections or more results in highly detailed computations with a significant computational cost.

## 4.2 | Wind turbine analysis: Mexnext-III study

The Mexnext-III Technology Collaboration Program (TCP) has been conducted under the leadership of the International Energy Agency (IEA) from 2015 to 2017. This program focused in particular on the analysis of the dataset produced during a measurement campaign of the New MEXICO 4.5 m rotor, conducted in 2014 at the German Dutch wind tunnel DNW. The experiments on steady upstream flow conditions have been run for three reduced velocities: one in stall region, one near optimum power coefficient and one in overspeed region. The Mexnext-III program aimed at enhancing and validating aerodynamic modelling tools through the investigation of the processed experimental data. It is crucial to validate aerodynamic tools not only on integrated quantities such as power and thrust coefficients, but also on radial distribution of loads and on wakes near the rotor which help to understand complex aerodynamic behaviours. Mexnext-III gathered numerous state-of-the-art aerodynamic modelling codes to create a benchmark comparison with the experimental results. In view of benchmarking and validating the present numerical implementation, the three Mexnext-III configurations are presented here.

### 4.2.1 | Simulations parameters and overview

First, Table 2 provides an overview of the computational parameters used in Dorothy LL-VP to run the Mexnext-III cases. It gathers information that are shared by all the cases. The pieces of information reported in Table 2 are available in Schepers et al. ${ }^{57}$ The number of sections for each blade $\left(N_{s}\right)$ and the associated spatial discretization after redistribution (dh, Equation (46)) are specified in Table 2. As stated in the conclusion of Section 4.1.2, the choice of $N_{s}=40$ is a compromise between high quality results and a reasonable computational cost. The Wimshurst's tip correction on loads ${ }^{49}$ is applied on all Dorothy LL-VP Mexnext-III results. See Section 3.3 for Wimshurst's loads tip correction implementation details. Note that the pitch angle sign given in Table 2 is opposed to the one presented in Schepers et al. ${ }^{57}$ This is due to the sign convention chosen for the angles. See Section 3.1, and specifically Figure 1, for the mathematical definition of the present approach.

The case-specific parameters are reported in Table 3 for each studied reduced velocity, or tip speed ratio. The tip speed ratio (TSR) is defined as:

$$
\begin{equation*}
T S R=\frac{\left(R_{h}+L_{b}\right) \omega_{\mathrm{rot}}}{\left\|\vec{u}^{\infty}\right\|} \tag{57}
\end{equation*}
$$

The mean upstream flow velocity $\left(u^{\infty}=\left\|\vec{u}^{\infty}\right\|\right)$ and fluid density ( $\rho$ ) relate to the specific upstream flow conditions in which have been operated the New MEXICO rotor during the experiments. Note that the change of TSR between the cases is not due to a change of angular velocity but to a change of mean upstream flow velocity. The chosen time-step ( dt ) following specifications of Section 3.4, together with the associated angular step (d $d$ ), are given. Redistribution is performed every 50 time-steps. Following, ${ }^{58} 99 \%$ of the axial induction is taken into account with a wake longer than 3.5 times the rotor diameter ( $D$ ). Hence, the total physical time $\left(t_{\max }\right)$ is set for each case, depending on the mean upstream velocity, such that the wake expansion is more than 3.5D. This ensures to reach a steady velocity induction providing converged near wake flow and converged blade loads. Eventually, for each computation to run on Intel Broadwell EP nodes, the number of CPUs ( $n_{C P U}$ ) as well as the computational time ( $t_{\text {CPU }}$ ) are specified. It can be noticed that the computational time for cases 2 and 3 starts being costly. In that respect, a deep work to enhance Dorothy LL-VP optimization and parallelization has already started.

Similarly to Figure 5 for the elliptic wing, Figure 6 is a didactic representation of Dorothy LL-VP computation of Mexnext-III case 1, low TSR, with 40 blade sections. No particles redistribution is performed here so that specific structures can be identified in the wake. The fluid particles are represented at their positions $\left(\vec{X}_{i}\right)$ with a normalized colour scale representing their vorticity weights $\left(\vec{\Omega}_{i}\right)$. Blade tip vortices can be identified by noticing the yellow vortex particles in the wake issuing from blade tips. This yellow colour shows the strong vorticity carried by those particles. The wake consists in three helical layers of vortex particles that follow their associated blade rotation. Figure 6 visualization comes from Dorothy LL-VP, so the three blades representation is 1D. Nevertheless, as a matter of visual understanding, 2D surface blades are built on top of the simulation results using the original chord and pitch plus twist distributions. The normalized colourization of the wing is built upon the distribution of the norm of the net aerodynamic force $\left\|\vec{L}_{f, k}+\vec{D}_{f, k}\right\|$ over the wingspan.

### 4.2.2 | Mexnext-III results analysis

The first objective of this subsection is to assess Dorothy LL-VP loads and performance results accuracy in comparison with some state-of-the-art codes. Among all the results presented in Schepers et al, ${ }^{57}$ the ones from IFPEN VL and ECN Aero AWSM (filamentary FVW codes), and DTU AL (CFD actuator-line method) serve as the numerical benchmark. This choice is made because those methods present a proximity to the current

TABLE 2 Common parameters for all three Mexnext-III studied cases.

| $R_{h}(\mathrm{~m})$ | $\mathrm{L}_{b}(\mathrm{~m})$ | $\mathrm{N}_{\mathrm{s}}(-)$ | $\mathrm{dh}(\mathrm{m})$ | Pitch angle $\left({ }^{\circ}\right)$ | $\omega_{\text {rot }}\left(\mathrm{rad} \cdot \mathrm{s}^{-1}\right)$ | $\nu\left(\mathrm{m}^{2} \cdot \mathrm{~s}^{-1}\right)$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 0.21 | 2.04 | 40 | 0.051 | +2.3 | 44.5 | $15.3 \times 10^{-6}$ |

TABLE 3 Specific parameters for each Mexnext-III studied case.

| Case | TSR | $u^{\infty}\left(\mathrm{m} \cdot \mathrm{s}^{-1}\right)$ | $\rho\left(\mathrm{kg} \cdot \mathrm{m}^{-3}\right.$ ) | dt (s) | $\mathrm{d} \theta\left({ }^{\circ}\right)$ | $t_{\text {max }}(\mathrm{s})$ | $n_{\text {CPU }}(-)$ | $\mathrm{t}_{\text {cPU }}$ (hh:mm:ss) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.2 | 24.05 | 1.195 | $2.0 \times 10^{-3}$ | 5.1 | 1.0 | 140 | 09: 16:46 |
| 2 | 6.7 | 15.06 | 1.191 | $1.7 \times 10^{-3}$ | 4.3 | 1.5 | 140 | 32:06:42 |
| 3 | 10 | 10.05 | 1.197 | $1.2 \times 10^{-3}$ | 3.1 | 1.8 | 140 | 42: $28: 25$ |



FIGURE 6 Visualization of a Mexnext-III simulation of case 1, low TSR. The 2D blades of New MEXICO rotor are built afterwards by the visualization tool. No redistribution is performed.


FIGURE 7 Mexnext-III performance comparison as a function of TSR including numerical and experimental results.


FIGURE 8 Radial distribution of angles of attack $(\alpha)$ for all Mexnext-III cases.
numerical approach. The turbine torque $(Q)$ and thrust $(T)$ are studied. On the one hand, they are studied through their normalized version: power $\left(C_{P}\right)$ and thrust $\left(C_{T}\right)$ coefficients, as presented in Figure 7. On the other hand, those performance results are related with the radial angle of attack (Figure 8) and loads distributions (Figure 9). The spatial parameter of those radial distributions is divided by $R=R_{h}+L_{b}$. The comparison is made between results obtained with Dorothy LL-VP, experiments, and other state-of-the-art codes. Power ( $C_{P}$, Equation (58)) and thrust ( $C_{T}$, Equation (59)) coefficients are defined as


FIGURE 9 Radial distribution of blade loads for all three Mexnext-III cases.

$$
\begin{align*}
& C_{P}=\frac{\omega_{\text {rot }} Q}{\frac{1}{2} \rho \pi\left(L_{b}+R_{h}\right)^{2}\left\|\vec{u}^{\infty}\right\|^{3}},  \tag{58}\\
& C_{T}=\frac{T}{\frac{1}{2} \rho \pi\left(L_{b}+R_{h}\right)^{2}\left\|\vec{u}^{\infty}\right\|^{2}} . \tag{59}
\end{align*}
$$

It is worth mentioning that Mexnext-III torque ( $Q$ ) and thrust $(T)$ are not computed using Equations (44) and (45) respectively. In fact, and to be consistent with the experiment, torque and thrust evaluation is done through a linear combination of the numerical loads evaluated at some specific radial positions, where the experimental blade loads were measured. The methodology and set of linear combination coefficients are provided in Schepers et al. ${ }^{57}$ All Dorothy LL-VP results are averaged over the last 50 iterations for each case.

Concerning the stall or low TSR region (case 1), all the codes are in good agreement with the experimental results, mainly for $C_{T}$. This is all the more interesting that a significant part of the blade, mainly close to the root, experiences a separated flow for this case according to literature. ${ }^{59,60}$

This is linked to the high angles of attack in this blade region predicted by all the codes, see Figure 8A. However, the various numerical methods present loads distributions that can vary significantly near the blade root, see Figure 9A,B. This phenomenon echoes the separated flow observed in blade resolved CFD studies. ${ }^{59,60}$ This highlights that the stall region loads distributions are difficult to represent with polar curve based methods. But the introduced error seems to be averaged when looking at integrated quantities as the power and thrust coefficients have been evaluated accurately by all the codes. Finally, a focus is done on the angle of attack distributions of this low TSR case (Figure 8A). It is noticed that the vortex particle representation of the fluid in Dorothy LL-VP smoothes the tip vortex influence on the angle of attack results when comparing to IFPEN VL and ECN Aero AWSM (FVW codes). Some in-house tests were conducted to transform the first row of particles, that is to say the trailing and spanwise shed particles at time $t$, into filaments, only in the velocity evaluation of the sub-iteration process. This means that only the component $\vec{u}_{\text {near }}{ }^{\prime \prime}$, see Section 3.3, was affected by this change. The obtained angle of attack distribution for Dorothy LL-VP was very close to the ones of the FVW codes presented here. Hence, to the authors opinion, the vorticity that is shed at the current time $t$ is interpreted as the wake part that drives this tip vortex influence upon the blade. However, this approach was finally not kept because it resulted in an unstable subiteration process which could diverge in an unpredictable manner. This was judged to be not acceptable as a stable code is a necessity. Nevertheless, looking in such a direction for further improvements could be a possibility as hybrid FVW-VP methods are being developed. ${ }^{32}$

In the optimum power coefficient region, Mexnext-III case 2, all the codes, including Dorothy LL-VP, tend to slightly overestimate the turbine $C_{P}$ compared to the experimental results. Nevertheless, numerical and experimental results on $C_{T}$ are very consistent at this $T S R$. Both the angle of attack distributions, see Figure 8 B , and the loads distributions, see Figure $9 \mathrm{C}, \mathrm{D}$, are globally consistent for all the numerical methods. As previously mentioned, the tip region of the angle of attack distribution of the Dorothy LL-VP method shows that the tip vortex influence on the liftingline is smoothed compared to FVW codes: IFPEN VL and ECN Aero AWSM. This results in slightly higher angles of attack at blade tip for Dorothy LL-VP compared to FVW codes. In this blade region, small changes in the angles of attack leads to significant loads and performance differences. If Whimshurst's tip loads correction was disabled, Dorothy LL-VP angles of attack would remain the same as the one shown in Figure 8B, but the loads near the blade tip would be extremely high, leading to incorrect performance evaluation. This observation explains why the authors chose to apply such a tip loads correction. It is still unclear whether adapting a 'cosine' blade discretization into Dorothy LL-VP framework would result in an enhancement of the tip vortex influence on the angles of attack distribution.

Finally, in the overspeed region, Mexnext-III case 3 , two groups of results can be identified concerning the $C_{P}$. Contrary to DTU AL and the experimental results that evaluate the power coefficient near 0.32 , Dorothy LL-VP and the FVW codes evaluate the $C_{P}$ higher, around 0.4 . As previously observed, the thrust coefficient $C_{T}$ evaluations from all the codes are in good agreement with the experimental result. Both the angle of attack distributions, see Figure 8C, and the loads distributions, see Figure 9E,F, present the same variations for all the numerical methods. However one can notice that the DTU AL angle of attack distribution is slightly lower on a major part of the blade compared to the other numerical methods, see Figure 8C. This explains why DTU AL tangential load distribution is lower than all the other numerical methods at this TSR, see Figure 9F. The tangential load distribution of DTU AL results is very close to the experimental ones. This explains why this method predicts a power coefficient closer to the experimental results than the other numerical methods at this TSR. In the angle of attack distributions, see Figure 8C, it is noticed again that Dorothy LL-VP method does not reproduces accurately the tip vortex influence compared to the FVW methods: IFPEN VL and ECN Aero AWSM.

The second objective of this subsection is to assess Dorothy LL-VP wake evaluation near the rotor. The Mexnext-III case 2 , which is the case of the TSR of the turbine optimum performance, is thoroughly studied. Dorothy LL-VP results are plotted against the Mexnext-III experimental data and the IFPEN VL numerical results. The experimental data comes from the PIV measurements done at the German Dutch wind tunnel and described in Schepers et al. ${ }^{57}$ The IFPEN VL (FVW code) data have been initially published in Blondel et al. ${ }^{61}$ The resulting velocity profiles are presented in Figure 10. Note that $D$ represents the turbine diameter. Two different velocity profiles are studied to achieve the present comparison. The first one is an axial profile starting at the position ( $-4.5,1.5,0.0$ ) and ending at $(6.0,1.5,0.0)$, in metres in the Cartesian reference frame centred at the turbine rotation centre. The velocity record is instantaneous in this axial velocity profile. A blade has to be positioned on the vertical axis, along $\vec{e}_{z}$, to record this velocity profile. The three velocity components ( $u_{x}, u_{y}, u_{z}$ ) from this axial velocity profile are respectively presented in Figure 10A,C,E. A good agreement between Dorothy LL-VP results and numerical results from IFPEN VL as well as experimental results is observed. The single noticeable aspect is a little discrepancy in Dorothy LL-VP results on $u_{y}$ (Figure 10C) and $u_{z}$ (Figure 10E) around $x \simeq 1 D$ compared to IFPEN VL results. In spite of this element, the global trends for all the velocity components of this instantaneous velocity profile are very similar between Dorothy LL-VP and IFPEN VL numerical results and the experimental results. The second velocity profile is radial. It is located behind the rotor starting at the position $(0.3,0.3,2.8)$ and ending at $(0.3,2.8,0.0)$, in metres in the Cartesian reference frame centred at the turbine rotation. The velocity record of this radial velocity profile is averaged on $110^{\circ}$ with a blade starting in the vertical position. The three averaged velocity components ( $u_{x}, u_{y}, u_{z}$ ) for this radial velocity profile are respectively presented in Figure 10B,D,F. A very good agreement is observed between Dorothy LL-VP and IFPEN VL numerical results on all the velocity components. Both numerical result shows a reasonable similarity with experimental results except for the $u_{y}$ velocity component that appears to be numerically underestimated.


FIGURE 10 Axial and radial velocity profiles for Mexnext-III case 2, medium TSR.

## 4.3 | Three tidal turbines with wake mixing

After having demonstrated the capabilities of the LL-VP method for a single wind turbine, the objective of this Section 4.3 .3 is to highlight the ability of this method to accurately simulate complex wake interaction situations for multiple tidal turbines. To the author's viewpoint, this proves the purpose of such a lifting-line associated to a vortex particle method. Not only the code is able to give accurate loads but it also computes wake interaction with its consequences on the downstream turbines blade loads. After presenting the set-up specifications of a three turbines array case, the results in term of wake dynamic and in term of performance and loads are studied in order to highlight the ability of the method to reproduce the turbines interaction effects.

### 4.3.1 | Set-up specifications

The present case reproduces one of the configurations coming from an experimental campaign previously conducted in the IFREMER wave and current flume tank. ${ }^{62}$ The thorough analysis of this three-turbine experiment is detailed in Gaurier et al. ${ }^{63}$ The geometrical configuration of the turbines positioning is described in Figure 11A. As in Gaurier et al, ${ }^{62}$ the tidal turbine geometry is the scaled LOMC-IFREMER model. Compared to the geometry originally published in Mycek et al, ${ }^{64}$ a global pitch of approximately $4.87^{\circ}$ is applied such that the pitch plus twist angle $(\gamma)$ is zero at blade tip. LOMC-IFREMER tidal turbine blade geometry is specified in Table C1 of Appendix C. In the computations, each blade is divided in 25 sections to mitigate the computational cost. General blade properties are reported in Table 4.

The mean upstream flow properties are set to match the experimental ones. This is the reason why the velocity average $\left(u^{\infty}\right)$ as well as standard deviations ( $\sigma_{u_{x}}, \sigma_{u_{y}}, \sigma_{\mathrm{u}_{z}}$ ) and turbulence integral length scale ( $L_{l}$ ) have been directly computed on the experimental database available in Gaurier et al. ${ }^{62}$ at $1 D$ upstream of the two upstream turbines. The resulting 3D turbulence intensity is $2.0 \%$ when computed as follow:

$$
\begin{equation*}
T I_{3 D}=\sqrt{\frac{\sigma_{u_{x}}^{2}+\sigma_{u_{y}}^{2}+\sigma_{u_{z}}^{2}}{3\left(\bar{u}_{x}^{2}+{\overline{u_{y}}}^{2}+{\overline{u_{z}}}^{2}\right)}}, \tag{60}
\end{equation*}
$$

with $\bar{q}$ denoting the time average of a given quantity 9 . As mentioned in Section 2.1, the upstream turbulence is reproduced in Dorothy LL-VP using the synthetic eddy method initially developed in Jarrin et al ${ }^{36}$ and following the specific implementation of Choma Bex et al. ${ }^{29}$ At the end of the computation, upstream turbulence intensity and integral length scale are checked to ensure they match the experimental upstream conditions detailed in Table 5. The water properties used for the computations are the ones considered at standard temperature and pressure. Those flow properties are summarized in Table 5.

Polar curves for each profile are computed with the methodology explained in Section 3.4.2. An approximate local Reynolds number is computed at $70 \%$ of the blade following Equation (61):

$$
\begin{equation*}
R e_{70}=\frac{c_{70} \sqrt{\left(u^{\infty}\right)^{2}+\left(R_{h}+0.7 \cdot L_{b}\right)^{2} \omega_{\mathrm{rot}}^{2}}}{\nu} \tag{61}
\end{equation*}
$$

$c_{70}$ represents the local chord at $70 \%$ of the blade. For the considered case, the obtained Reynolds value is $R e_{70} \simeq 1.1 \times 10^{5}$. Hence, for each profile two polar curves are computed: one at $R e=1 \times 10^{5}$ and one at $R e=2 \times 10^{5}$. This provides for each profile a set of two polar curves. Then Dorothy LL-VP interpolates between those polar curves depending on the local Reynolds number computed using the local chord and true velocity (Equation (29)). The $N_{\text {crit }}{ }^{54}$ is set to match the $2 \%$ upstream turbulence intensity. Confronting the obtained polar curves for NACA 63-418 and NACA 63-422 profiles to the literature ${ }^{65}$ ensures they are of sufficient quality for computation. Figure C1 of Appendix C presents the NACA $63-418$ polar curves at $R e=2 \times 10^{5}$ over the full $360^{\circ}$ range of angles of attack while Figure 11 B focuses on $\alpha \in\left[-5^{\circ},+20^{\circ}\right]$.

To lower the computational cost, the inter-particle spacing after redistribution ( dh ) is set to be slightly higher than $\mathrm{dr} \simeq 1.2 \times 10^{-2} \mathrm{~m}$. The redistribution is performed every 50 time-steps. Moreover, the turbines angular velocity ( $\omega_{\text {rot }}$ ) is set to match the experimental one at $8.0 \mathrm{rad} \cdot \mathrm{s}^{-1}$. Following Section 3.4, the associated time-step is chosen to obtain an angular step of $5^{\circ}$. The physical time of the computation ( $t_{\max }$ ) is chosen to have the start up vortices advected more than 10D away of the zone at interest that stops at 10 D downstream of the two upstream turbines. Hence, approximately the last 700 iterations are available to compute velocity average for the wake velocity profiles (Figure 12) and the wake velocity map (Figure 13). Those computation parameters are summarized in Table 6. The number of CPUs ( $n_{\text {CPU }}$ ) and the averaged computational time ( $t_{\text {CPU }}$ ) needed to run the computations on AMD EPYC 9654 Genoa nodes are also specified in Table 6.

Two computations with the three turbines configuration are presented in this paper. A first one is carried out without upstream turbulence. It is used as a reference case and it is referred to as 'steady inflow'. A second one is carried out with the upstream turbulence following the

TABLE 4 IFREMER-LOMC turbine model properties.

| $\boldsymbol{R}_{\mathrm{h}}(\mathrm{m})$ | $\mathbf{L}_{b}(\mathrm{~m})$ | $\mathbf{N}_{s}(-)$ | Pitch angle $\left({ }^{\circ}\right)$ |
| :---: | :---: | :---: | :---: |
| 0.046 | 0.304 | 25 | +4.87 |

TABLE 5 Upstream flow properties in front of the first row of turbines.

| $\rho\left(\mathrm{kg} \cdot \mathrm{m}^{-3}\right)$ | $\nu\left(\mathrm{m}^{2} \cdot \mathrm{~s}^{-1}\right)$ | $\mathbf{u}^{\infty}\left(\mathrm{m} \cdot \mathrm{s}^{-1}\right)$ | $\sigma_{u_{\mathbf{x}}}\left(\mathrm{m} \cdot \mathrm{s}^{-1}\right)$ | $\sigma_{u_{\nu}}=\sigma_{u_{\mathbf{z}}}\left(\mathrm{m} \cdot \mathrm{s}^{-1}\right)$ | $\mathrm{L}_{1}(\mathrm{~m})$ | $\mathrm{TI}_{3 D}(\%)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $10^{3}$ | $10^{-6}$ | 0.791 | 0.02 | 0.01 | 0.7 | 2.0 |


(A) Top view representation of the numerical set-up with the three tidal turbine models in interaction. The downstream turbine is partially immersed in the wake of an upstream one.

(B) NACA 63-418 polar curves computed at $R e=$ $2 \times 10^{5}$ for $\alpha \in\left[-5^{\circ},+20^{\circ}\right]$.

FIGURE 11 An overview of the input data is provided with, on the left, the spatial representation of the three tidal turbines numerical experiment and, on the right, a zoom on one of the NACA 63-418 polar curves.

TABLE 6 Three turbines computations discretization and computational parameters.

| dh (m) | TSR | $\omega_{\text {rot }}\left(\mathrm{rad} \cdot \mathrm{s}^{-1}\right)$ | dt (s) | $\mathrm{d} \theta\left({ }^{\circ}\right.$ ) | $t_{\text {max }}(\mathrm{s})$ | $\mathrm{n}_{\text {CPU }}(-)$ | $t_{\text {CPU }}$ (hh:mm:ss) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.8 \times 10^{-2}$ | $\simeq 3.5$ | 8.0 | $1.1 \times 10^{-2}$ | 5.0 | 17.0 | 384 | 18:56:24 |

specifications described above. It is the computation that represents as accurately as possible the IFREMER experimental conditions. It is referred to as ' TI 2 ' in the rest of the paper.

### 4.3.2 | Wake analysis

Figure 12 represents a velocity profiles comparison between the numerical results from Dorothy LL-VP (denoted 'Num.') and the experimental results from IFREMER. The profiles represent velocity averages on spatial lines normal to the upstream flow in the middle plane that contains the three centres of rotation. While the numerical results are represented with solid or dash-dotted lines, the experimental results are represented with black markers associated to the standard deviation. First, by studying the velocity profile upstream of the turbines at $x=-1 D$, it is noticed that both 'steady inflow' and 'TI 2' cases show a good agreement with the experimental averaged velocity. The difference between 'steady inflow' and 'Tl 2' can be explained by the limited duration on which the velocity is averaged. A longer averaging time would benefit to those results and enhance the convergence of the statistical properties of the turbulent inflow. Second, at both $x=2 D$ and $x=3 D$ positions, the velocity depletion in the upstream turbines wake is numerically underestimated. To the authors opinion, this must results from a combination of two effects. The Reynolds numbers at which are operated the turbine models in the experiment are within the transition range of the considered blade profiles. Hence, there is a significant uncertainty about the polar curves values and in the resulting numerical wake. Moreover, the flume tank blockage, partly due to free surface, is about $10 \%$ in the considered experiment. This phenomenon is highlighted by the velocity increase in the by-pass areas around the two upstream turbines. In addition, the by-pass flow at each turbine rotation centre due to the absence of hub in the numerical turbine modelling seems to be nearly recovered at $x=2 D$ and is not noticeable at $x=3 D$. The flume tank blockage surely modifies the experimental turbine wakes compared to the numerical results where no blockage is modelled. Finally, the velocity profiles after the downstream turbine at $x=5.2 D$ and $x=7 D$, show a good agreement between numerical and experimental results. The wake mixing after the downstream turbine seems to be numerically well captured. It can be noticed that the upstream turbulence (' Tl 2 ') seems to enhance far wake description with respect to the experiment compared to the numerical case without upstream turbulence ('steady inflow').

Figure 13 represents the normalized velocity map for the numerical results of the ' Tl 2 ' case. Space dimensions are normalized by the turbine diameter $D$. Figure 13 is a full 2D representation of the spatially discretized velocity profiles previously presented in Figure 12. The black contour lines represent the demarcation between areas of same velocity as stated in the colour scale reported in Figure 13. The turbines are materialized by rectangles.

Figure 14 represents the vorticity map for the numerical results of the 'TI 2' case. In this figure, the black contour line represent the median vorticity value. Contrary to the velocity map, this vorticity map is an instantaneous field. Moreover, the presented vorticity is filtered from the


FIGURE 12 Comparison between numerical and experimental results on velocity profiles at different $x$ positions.


FIGURE 13 2D map of the normalized velocity $\left(u_{x} / u^{\infty}\right)$ of the numerical 'TI 2' case.


FIGURE 14 2D map of the vorticity of the numerical 'TI 2’ case. Upstream turbulence induced vorticity is filtered.
upstream turbulence generated vorticity to enhance the map readability. Those elements result in a clean representation of the shed tip vortices. Around $2 D$ downstream of each turbine, those vortices start to merge together and generate bigger structures. At $x / D \simeq 5$, the wake starts to be more turbulent at the centre and the tip vortices are completely merged. After $x / D \geq 7$, the wake is fully turbulent and no coherent structure can be noticed any longer. This visual description appears to be similar to the formal wake analysis presented in ${ }^{66}$. One of the upcoming works is to further confirm the correct behaviour of the presented LL-VP method on wake interaction. To achieve this, a thorough numerical reproduction of the IFREMER experiment will be studied with different positions for the downstream turbine at two different upstream turbulence intensities $\left(T I_{3 D} \simeq 2 \%\right.$ or $T I_{3 D} \simeq 16 \%$ ).


FIGURE 15 Time series of Dorothy LL-VP performance results from IFREMER-LOMC tidal turbine model at TSR = 3.5 and two different positions (upstream or downstream) immersed either in a steady inflow or an usptream turbulence of $T l_{3 D} \simeq 2 \%$.

### 4.3.3 | Performance and loads analysis

Figure 15 presents the time histories of the performance results: $C_{P}$ on the left (Figure 15 A ) and $C_{T}$ on the right (Figure 15 B ). The two computations, 'steady inflow' and 'TI 2', are represented. Moreover, results from either the upstream turbine located at $(-0.7,0,0)$ or the downstream one are reported, respectively denoted 'upstream' and 'downstream'. Those performance results are computed using Shen's tip correction for loads ${ }^{48}$ as discussed in Section 4.2.2. When focusing on the upstream turbine in steady inflow results, it can be noticed that the redistribution generates a slight change in performance each time it is applied. Moreover, in all the results, a performance peak occurs during the first $3 s$ of the time histories. To the authors opinion, this is due to the start up vortex of each turbine. The starting of the computation can be interpreted as an Heaviside function ranging from zero to the prescribed mean upstream flow velocity ( $u^{\infty}$ ). Hence a transient response of the turbine with this peak is generated. Such transient peaks have been described in the literature for instantaneous surge motions applied as an Heaviside function on offshore wind turbine ${ }^{1}$ that are similar to the instantaneous velocity change of the present computations start. From 4 s to 8 s the regime of the downstream turbine performance changes significantly due to the wake of the upstream turbines that have an increasing impact on its behaviour. Finally, after 10 s the computations reach a converged state from a wake conditions point of view. This is this dynamic regime that is studied in the rest of the paper. It can be observed that the upstream turbulence in the ' TI 2 ' case introduces low frequency and high amplitude variations of the performance of both the upstream or downstream turbine. The focus of the study is made on the downstream turbine with a turbulent upstream flow, 'TI 2' case, as it represents the closest numerical reproduction of the experiment.

First the turbine averaged performance and loads are studied. On the one hand, experimental results, from Gaurier et al., ${ }^{63}$ on the single turbine, similar to the upstream numerical turbine, show a $C_{P}=0.43$ and a $C_{T}=0.86$ at $T S R=3.5$ with $T I_{3 D} \simeq 2 \%$. The experimental downstream turbine performance in the same conditions highlights a decrease of $C_{P}$ to 0.28 ( $-35 \%$ ) and $C_{T}$ to 0.76 ( $-12 \%$ ). On the other hand, the averaged performance of the upstream turbine of the numerical ' $\mathrm{TI} 2^{\prime}$ ' case are $C_{P}=0.38$ and a $C_{T}=0.68$. The averaged performance of the downstream turbine numerically evaluated in the same conditions are $C_{P}=0.31$ ( $-18 \%$ ) and a $C_{T}=0.62$ ( $-9 \%$ ). To the authors opinion, the discrepancy between the experimental and numerical performance averages is due to the flume tank blockage in the experiment and the limited accuracy of the polar curves used in the numerical computations. Furthermore, the performance decrease of the downstream turbine can be interpreted using the radial distributions of angles of attack and loads depicted in Figure 16. Figure 16 shows the averaged radial distributions of angles of attack, normal force and tangential force respectively at the left (Figure 16A), centre (Figure 16B) and right (Figure 16C). As the downstream turbine suffers from a velocity depletion generated by the upstream turbine positioned at $(+0.7,0,0)$, this turbine experiences a lower averaged upstream velocity while rotating at the same imposed angular velocity as the upstream turbines. Thus, the angles of attack distribution is lower for the downstream turbine compared to the upstream one (Figure 16A). This explains the lower loads distributions of the downstream turbine compared to the upstream one (Figure $16 B, C$ ). It is reminded that the power and thrust coefficients (Equations (58) and (59)) are computed using the upstream velocity, which does not account of the velocity depletion experienced by the downstream turbine. Consequently, this study of blade radial angles of attack and loads confirms the performance decrease previously described.

Second, the downstream turbine performance fluctuations are studied through standard deviations and frequency analysis. On the one hand, experimental results on the downstream turbine, present a fluctuation level of $\sigma\left(C_{P}\right)=0.05$ and $\sigma\left(C_{T}\right)=0.07$ at $T S R=3.5$ with $\mathrm{Tl}_{3 D} \simeq 2 \%$. Those standard deviation magnitudes represent respectively $12 \%$ and $8 \%$ of the average values. On the other hand, the numerical results on the downstream turbine of the 'TI 2' case recorded standard deviations of $\sigma\left(C_{P}\right)=0.01$ and $\sigma\left(C_{T}\right)=0.01$. Those standard deviation magnitudes represent respectively $3 \%$ and $1.5 \%$ of the averaged values, that is to say approximately four times lower than the fluctuations experimentally measured.


FIGURE 16 Averaged radial distributions of angles of attack ( $\alpha$ ) and blade loads for the LOMC-IFREMER tidal turbine model at $T S R=3.5$ and two different positions (upstream or downstream) immersed either in a steady inflow or an usptream turbulence of $T l_{3 D} \simeq 2 \%$


FIGURE 17 Upstream and downstream turbines torque PSD ( $S_{Q Q}$ ) and thrust PSD ( $S_{T T}$ ) for the numerical 'TI 2’ case.

According to the authors, such low levels of fluctuations concerning the numerical results must result from too small time histories. Data samples of limited size prevent from having the upstream turbulence statistic properties converged. Thus, the resulting upstream turbulence induced fluctuations must also not be converged. The aim in a near future is to perform such numerical computations for significantly longer physical time. Moreover, the limited accuracy of the polar curves must have played a role in this low fluctuations evaluation. The numerical performance time series of the downstream turbine (Figure 15) show a combination of low frequency variations due to the upstream turbulence and high frequency fluctuations. Those high frequency fluctuations are also noticeable for the downstream turbine in the steady inflow case. This is the reason why they are interpreted to be a consequence of the upstream wake presence. Hence, those high frequency fluctuations can be studied from a frequency point of view. Figure 17 represents the spectral results through power spectral densities (PSD) ${ }^{67}$ of the torque ( $S_{Q Q}$, Figure 17A) and thrust PSD ( $S_{T T}$, Figure 17B). Only the numerical results with a turbulent upstream flow, ‘TI 2’ case, are represented in Figure 17A,B. The reader can easily notice that both torque and thrust PSD spectra of the downstream turbine show high levels for three times the rotation frequency, denoted $3 f_{\text {rot }}$, and six times this rotation frequency, denoted $6 f_{\text {rot }}$. Consequently, the high frequency fluctuations previously observed in the downstream turbine time histories must result from those specific frequencies: $3 f_{\text {rot }}$ and $6 f_{\text {rot }}$. Those frequency components can be interpreted as the downstream turbine blades interaction with the velocity shear between the two zones of the flow encountered by this turbine: one around the mean upstream velocity $\left(u^{\infty}\right)$ and one in the wake of the upstream turbine. Finally, both torque and thrust PSD spectra of the upstream and downstream turbines seem to follow a $f^{-11 / 3}$ power law as represented in Figure 17A,B. This phenomenon is linked to torque and thrust dependency to upstream turbulence as experimentally shown in Druault et al. ${ }^{68}$ Finally, the general aspect of those numerical spectra is very similar to the one presented for the experimental results in Gaurier et al. ${ }^{63}$

## 5 | CONCLUSION

To summarize, this paper presented a new lifting-line implementation within the Lagrangian vortex particle method (LL-VP). The advantages of such an LL-VP method compared to vortex filament codes is the ability to account for diffusion in the Navier-Stokes equations, possibly with an

LES model. It can also account for complex onset flows: namely, upstream ambient turbulence and upstream turbine wake as shown in the case of three interacting turbines (Section 4.3.3).

After having recalled the vortex particle method framework, the present paper details a new vortex particles shedding strategy following the lifting-line approach. Some key definitions as the shed particles definition are provided for coders to be able to reproduce the present method. The presented LL-VP method shows accurate results on cases of increasing complexity through the paper. First, the elliptic wing case highlights the convergence of the numerical results towards the analytical solution available for this specific wing. Second, the study of the New MEXICO rotor shows that the presented LL-VP method is capable to give accurate angles of attack and loads results for three different tip speed ratios. Velocity profiles in the wake close to the rotor are studied with accurate results obtained from the present LL-VP with respect to experimental or other numerical results. Finally, the present LL-VP is used to analyse complex onset flow structures on a case representing three tidal turbines models with one of them being downstream of the wake generated by the two upstream ones. Those preliminary results are promising at different levels. A favourable agreement with experimental data is obtained on wake maps and specific velocity profiles at different positions downstream of the turbines. Wake length as well as velocity deficit and general shape are all important features when coming to wind and tidal turbines farm design. Moreover, LL-VP performance results of the downstream turbine reproduce means and standards deviations with a reasonable accuracy when compared to experimental results. The loads spectra match the expected decrease rate in the high frequency domain which is an element in favour of the accurate reproduction of this complex flow by the LL-VP method.

For all these reasons, the presented LL-VP method can be considered as validated. Its implementation in the Dorothy solver will be a useful tool for upcoming works which raise some interesting and promising perspectives in a near future. One of them could be longer computations on similar turbines farm configurations to offer the possibility to compute damage equivalent load (DEL) for the downstream turbines. This would be helpful to decrease uncertainty on material fatigue for floating offshore wind turbines or tidal turbines. It can also be imagined to use this LL-VP tool to optimize a minimal space-filling geometry on a limited number of turbines so as to optimize a farm with given site-dependant meteocean conditions. Although some code optimizations are still required, this could allow to optimize a farm at an affordable computational cost. It is even possible to address the issue of a turbine working at a degraded operating point in case of the failure of some controlling device. For instance, the consequences of a turbine working at modified, yaw, pitch, tip speed ratio or with a single-blade pitch failure on itself and on a farm could be tackled.
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## APPENDIX A: Supplements to the vortex particle method background

## A. 1 | Poisson's equation solution

The aim of Appendix A. 1 is to explain Poisson's equation solution. This solution is the origin of the Biot-Savart law (Equation (10)). First, the 3D Poisson's equation (Equation (A1)) is studied. $\delta$ stands for the Dirac's function.

$$
\begin{equation*}
-\Delta G(\vec{x})=\delta(\vec{x}) \tag{A1}
\end{equation*}
$$

As shown in Barton, ${ }^{69}$ the solution to this equation is the 3D Green's function $G$ that tends to zero at infinity, defined in Equation (8). Yet, the solution to Equation (7) being looked for is the function $\vec{\Psi}$. The Fourier transform of Equation (A1) becomes

$$
\begin{equation*}
\widehat{G}(\vec{\xi})=\sigma(\vec{\xi}), \tag{A2}
\end{equation*}
$$

where $\vec{\xi}$ is the spatial wavenumber and $\sigma(\vec{\xi})=\frac{1}{\|\vec{\xi}\|^{2}}=\frac{1}{\xi_{x}^{2}+\xi_{y}^{2}+\xi_{2}^{2}}$ is the symbol of Laplacian operator in the Fourier domain. On the one hand, Equation (A2) is multiplied by the Fourier transform of the vorticity in the spatial domain $(\hat{\vec{\omega}}(\vec{\xi}, t))$ :

$$
\begin{equation*}
\widehat{G}(\vec{\xi}) \widehat{\vec{\omega}}(\vec{\xi}, t)=\sigma(\vec{\xi}) \widehat{\vec{\omega}}(\vec{\xi}, t) . \tag{A3}
\end{equation*}
$$

On the other hand, the Fourier transform of Equation (7) is evaluated. Note that the symbol of Laplacian operator in the Fourier domain is known.

$$
\begin{equation*}
\widehat{\vec{\Psi}}(\vec{\xi}, t)=\sigma(\vec{\xi}) \hat{\vec{\omega}}(\vec{\xi}, t) \tag{A4}
\end{equation*}
$$

Terms' identification between Equations (A3) and (A4) provides Equation (A5).

$$
\begin{equation*}
\widehat{\vec{\Psi}}(\vec{\xi}, t)=\hat{G}(\vec{\xi}) \widehat{\vec{\omega}}(\vec{\xi}, t) \tag{A5}
\end{equation*}
$$

Equation (A5) is now written into the spatial domain. $\star$ denotes the convolution product.

$$
\begin{equation*}
\vec{\Psi}(\vec{x}, t)=G(\vec{x}) \star \vec{\omega}(\vec{x}, t)=\iiint_{\vec{y} \in \mathbb{R}^{3}} G(\vec{x}-\vec{y}) \vec{\omega}(\vec{y}, t) \operatorname{dv}(\vec{y}) \tag{A6}
\end{equation*}
$$

## A. 2 | Vortex particle method regularized kernel definition

The aim of Appendix A. 2 is to briefly explain the principle behind the regularized vortex particle method. This methodology is thoroughly studied in the literature. ${ }^{17,18,27,33}$ To circumvent the singular behaviour, a smoothing function $\left(\zeta_{\varepsilon}\right)$ is introduced to regularize the vorticity field. $\zeta_{\varepsilon}$ is defined from a radially symmetric function ( $\zeta$ ) such that

$$
\begin{equation*}
\zeta_{\varepsilon}(\vec{x})=\frac{1}{\varepsilon^{\varepsilon}} \zeta\left(\frac{\vec{x}}{\varepsilon}\right) . \tag{A7}
\end{equation*}
$$

In this definition, $\varepsilon$ represents the cut-off or smoothing parameter, a well known parameter in the Lagrangian vortex community. It physically represents the radial distance on which the smoothing function has an influence. Making use of this smoothing function, the regularized vorticity field $\vec{\omega}_{\varepsilon}$ is defined from the vorticity field as

$$
\begin{equation*}
\vec{\omega}_{\varepsilon}(\vec{x}, t)=\zeta_{\varepsilon}(\vec{x}) \star \vec{\omega}(\vec{x}, t) . \tag{A8}
\end{equation*}
$$

Recalling the definition of vorticity (Equation (3)), the regularized vorticity can also be obtained by evaluating the curl of a regularized velocity field $\left(\vec{u}_{\varepsilon}^{\psi}\right)$, which is different from the velocity field $\left(\vec{u}^{\psi}\right)$. And $\vec{u}_{\varepsilon}^{\psi}$ comes from the curl of a regularized potential vector $\left(\vec{\Psi}_{\varepsilon}\right)$, different from $\vec{\Psi}$. The following equation is obtained:

$$
\begin{equation*}
\vec{\omega}_{\varepsilon}=\vec{\nabla} \times \vec{u}_{\varepsilon}=\vec{\nabla} \times\left(\vec{\nabla} \times \vec{\Psi}_{\varepsilon}\right) \tag{A9}
\end{equation*}
$$

Following a similar process as obtaining Equation (7):

$$
\begin{equation*}
-\Delta \vec{\Psi}_{\varepsilon}=\vec{\omega}_{\varepsilon} \tag{A10}
\end{equation*}
$$

From the result of Equations (9) and (A8), and recalling the commutative nature of convolution product, the following equation is obtained:

$$
\begin{equation*}
\vec{\Psi}_{\varepsilon}(\vec{x}, t)=G(\vec{x}) \star \vec{\omega}_{\varepsilon}(\vec{x}, t)=G(\vec{x}) \star \zeta_{\varepsilon}(\vec{x}) \star \vec{\omega}(\vec{x}, t)=G_{\varepsilon}(\vec{x}) \star \vec{\omega}(\vec{x}, t) \tag{A11}
\end{equation*}
$$

with $G_{\varepsilon}$ being the regularized version of $G$, the Green's function introduced in Equation (8). It is not straightforward to evaluate the term $G_{\varepsilon}=G \star \zeta_{\varepsilon}$. The approach to solve this issue is to evaluate directly $\vec{\Psi}_{\varepsilon}$. This means finding directly a solution to Poisson Equation (A10). This process lasts from Equations (A12) to (A20). Then $\vec{u}_{\varepsilon}^{\Psi}$ is evaluated by taking the curl of the obtained definition for $\vec{\Psi}_{\varepsilon}$. Evaluating the curl of $\vec{\Psi}_{\varepsilon}$ eventually provides with a definition for the regularized kernels. This process lasts from Equation (A21) to Equation (A24). First, an hypothetical radially symmetric function $F: \mathbb{R} \rightarrow \mathbb{R}$ is defined as the solution to Equation (A12).

$$
\begin{equation*}
\Delta F=-\zeta \tag{A12}
\end{equation*}
$$

The regularized function $F_{\varepsilon}$ is defined by

$$
\begin{array}{rll}
F_{\varepsilon}: \mathbb{R}^{3} & \rightarrow & \mathbb{R} \\
\vec{x} & \mapsto F_{\varepsilon}(\vec{x})=\frac{1}{\varepsilon} F\left(\frac{\|\vec{x}\|}{\varepsilon}\right) . \tag{A13}
\end{array}
$$

The function $H$ is defined to ease vector calculus with $F_{\varepsilon}$ :

$$
\begin{align*}
H: \mathbb{R} & \rightarrow \quad \mathbb{R} \\
r & \mapsto H(r)=\frac{1}{\varepsilon} r . \tag{A14}
\end{align*}
$$

Then, $F_{\varepsilon}(\vec{x})=\frac{1}{\varepsilon}(F \circ H)(\|\vec{x}\|)$. Note that $\mathrm{dH} / \mathrm{d} r=1 / \varepsilon$. It is reminded that the objective is to obtain directly a solution to Equation (A10). To this end, the following Laplacian, expressed in spherical coordinates with the radius magnitude as variable, is evaluated:

$$
\begin{aligned}
\Delta(F \circ H)(r) & =\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}(F \circ H)(r)+\frac{2}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}(F \circ H)(r) \\
& =\frac{\mathrm{d}}{\mathrm{~d} r}\left(\frac{\mathrm{~d} H}{\mathrm{~d} r}(r)\left(\frac{\mathrm{d} F}{\mathrm{~d} r} \circ H\right)(r)\right)+\frac{2}{r} \frac{\mathrm{~d} H}{\mathrm{~d} r}(r)\left(\frac{\mathrm{d} F}{\mathrm{~d} r} \circ H\right)(r) \\
& =\left[\frac{\mathrm{d}^{2} H^{\prime}}{\mathrm{d} r^{2}}(r)\left(\frac{\mathrm{d} F}{\mathrm{~d} r} \circ H\right)(r)+\left(\frac{\mathrm{d} H}{\mathrm{~d} r}(r)\right)^{2}\left(\frac{\mathrm{~d}^{2} F}{\mathrm{~d} r^{2}} \circ H\right)(r)\right] \\
& +\frac{2}{H(r)} \frac{1}{\varepsilon} \frac{\mathrm{~d} H}{\mathrm{~d} r}(r)\left(\frac{\mathrm{d} F}{\mathrm{~d} r} \circ H\right)(r) \\
& =\frac{1}{\varepsilon^{2}}\left(\left(\frac{\mathrm{~d}^{2} F}{\mathrm{~d} r^{2}} \circ H\right)(r)+\frac{2}{H(r)}\left(\frac{\mathrm{d} F}{\mathrm{~d} r} \circ H\right)(r)\right) \\
& =\frac{1}{\varepsilon^{2}}[\Delta F(\rho)]_{\rho=H(r)}
\end{aligned}
$$

Now that the Laplacian of the composed function $F \circ H$ is known, the Laplacian of $F_{\varepsilon}$ can be evaluated. It is reminded that $F$ is defined such that Equation (A12) is verified. It is reminded here that, in Equation (A15), the smoothing function definition from Equation (A7) is used.

$$
\begin{equation*}
\Delta F_{\varepsilon}(\vec{x})=\frac{1}{\varepsilon} \Delta(F \circ H)(\|\vec{x}\|)=\frac{1}{\varepsilon^{3}}[\Delta F(\rho)]_{\rho=H(\|\vec{x}\|)} \tag{A15}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{1}{\varepsilon^{3}}[-\zeta(\rho)]_{\rho=H(\|\vec{x}\|)}=-\zeta_{\varepsilon}(\vec{x}) \tag{A16}
\end{equation*}
$$

Let us now prove that $F_{\varepsilon} \star \vec{\omega}$ is a solution of Poisson equation (Equation (A10)). It is again assumed that all the hypothesis to invert partial derivatives and integrals are met.

$$
\begin{gather*}
\Delta_{x}\left(F_{\varepsilon} \star \vec{\omega}\right)=\Delta_{x}\left(\iiint_{\vec{y} \in \mathbb{R}^{3}} F_{\varepsilon}(\vec{x}-\vec{y}) \vec{\omega}(\vec{y}, t) \mathrm{dv}(\vec{y})\right)  \tag{A17}\\
=\iiint_{\vec{y} \in \mathbb{R}^{3}} \vec{\omega}(\vec{y}, t) \Delta_{x} F_{\varepsilon}(\vec{x}-\vec{y}) \mathrm{dv}(\vec{y})  \tag{A18}\\
=\Delta_{x} F_{\varepsilon} \star \vec{\omega}=-\zeta_{\varepsilon} \star \vec{\omega}=-\vec{\omega}_{\varepsilon} \tag{A19}
\end{gather*}
$$

This eventually proves that

$$
\begin{equation*}
\vec{\Psi}_{\varepsilon}=F_{\varepsilon} \star \vec{\omega} \tag{A20}
\end{equation*}
$$

Now that the regularized vector potential is known, the velocity is evaluated by taking the curl of the vector potential $\vec{\Psi}_{\varepsilon}$, as it is done in Equation (10). One easily recognizes the regularized Biot-Savart relation in Equation (A21).

$$
\begin{equation*}
\vec{u}_{\varepsilon}^{\Psi}(\vec{x}, t)=\iiint_{\vec{y} \in \mathbb{R}^{3}}\left(\vec{\nabla} F_{\varepsilon}(\vec{x}-\vec{y})\right) \times \vec{\omega}(\vec{y}, t) \mathrm{d} v(\vec{y})=\iiint_{\vec{y} \in \mathbb{R}^{3}} \vec{K}_{\varepsilon}(\vec{x}-\vec{y}) \times \vec{\omega}(\vec{y}, t) \mathrm{d} v(\vec{y}) \tag{A21}
\end{equation*}
$$

Eventually, the last term to be evaluated is the gradient of $F_{\varepsilon}$ function. The regularized velocity kernel is defined by $K_{\varepsilon}(\vec{x})=\vec{\nabla} F_{\varepsilon}(\vec{x})$. To reach the aim of evaluating this gradient, a new function has to be introduced: $q$. Let $q$ be the primitive of function $r \mapsto r^{2} \zeta(r)$. This definition immediately gives

$$
\begin{equation*}
q(\rho)=\int_{0}^{\rho} r^{2} \zeta(r) \mathrm{d} r \tag{A22}
\end{equation*}
$$

Recalling Equation (A12) and using again the Laplacian definition in spherical coordinates, Equation (A23) is obtained.

$$
\begin{equation*}
\frac{q(\rho)}{\rho^{3}}=\frac{1}{\rho^{3}} \int_{0}^{\rho} r^{2} \frac{1}{r^{2}} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(r^{2} \frac{\mathrm{~d} F}{\mathrm{~d} r}(r)\right) \mathrm{d} r=\frac{1}{\rho^{3}} \rho^{2} \frac{\mathrm{~d} F}{\mathrm{~d} \rho}=\frac{1}{\rho} \frac{\mathrm{~d} F}{\mathrm{~d} \rho} \tag{A23}
\end{equation*}
$$

The following notation is used: $q \circ H(\rho)=q_{\varepsilon}(\rho)$. All the tools are now available to evaluate the specific gradient: $\vec{\nabla} F_{\varepsilon}(\vec{x})$. This eventually provides the definition of the regularized kernel $\left(\vec{K}_{\varepsilon}(\vec{x})\right)$.

$$
\begin{gather*}
\vec{K}_{\varepsilon}(\vec{x})=\vec{\nabla} F_{\varepsilon}(\vec{x})=\frac{1}{\varepsilon} \vec{\nabla}(F \circ H)(\|\vec{x}\|)=\frac{1}{\varepsilon}\left[\frac{\mathrm{~d}}{\mathrm{~d} r}(F \circ H)(r)\right]_{r=\|\vec{x}\|} \frac{\vec{x}}{\|\vec{x}\|}  \tag{A24}\\
=\frac{1}{\varepsilon}\left[\frac{\mathrm{~d} H}{\mathrm{~d} r}(r)\left(\frac{\mathrm{d} F}{\mathrm{~d} r} \circ H\right)(r)\right]_{r=\|\vec{x}\|} \frac{\vec{x}}{\|\vec{x}\|}  \tag{A25}\\
=\frac{\vec{x}}{\varepsilon^{2}}\left[\frac{1}{r}\left(\frac{\mathrm{~d} F}{\mathrm{~d} r} \circ H\right)(r)\right]_{r=\|\vec{x}\|} \tag{A26}
\end{gather*}
$$

$$
\begin{gather*}
=\frac{\vec{x}}{\varepsilon^{3}}\left[\frac{1}{H(r)}\left(\frac{\mathrm{d} F}{\mathrm{dr}} \circ H\right)(r)\right]_{r=\|\vec{x}\|}  \tag{A27}\\
=\frac{\vec{x}}{\varepsilon^{3}}\left[\frac{1}{\rho} \frac{\mathrm{~d} F}{\mathrm{~d} \rho}(\rho)\right]_{\rho=H(\|\vec{x}\|)}=-\frac{\vec{x}}{\varepsilon^{3}}\left[\frac{q(\rho)}{\rho^{3}}\right]_{\rho=H(\|\vec{x}\|)}  \tag{A28}\\
=-\frac{\vec{x}}{\varepsilon^{3}} \frac{(q \circ H)(\|\vec{x}\|)}{(H(\|\vec{x}\|))^{3}}=-\frac{\vec{x}}{\|\vec{x}\|^{3}} a_{\varepsilon}(\|\vec{x}\|) \tag{A29}
\end{gather*}
$$

## A. 3 | Time derivative of the integral over a time-varying domain

The aim of Appendix A. 3 is to explain to the reader some mathematical aspects related to the time derivative of the left hand side term of Equation (22). This leads to Equation (A30):

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \iiint_{\mathcal{P}_{i}(t)} \vec{\omega}(\vec{x}, t) \mathrm{d} v(\vec{x})=\iiint_{\mathcal{P}_{i}(t)}\left[\frac{\mathrm{D} \vec{\omega}}{\mathrm{D} t}(\vec{x}, t)+\vec{\omega}(\vec{x}, t)(\vec{\nabla} \cdot \vec{u})\right] \mathrm{dv}(\vec{x}) \tag{A30}
\end{equation*}
$$

Following Navier-Stokes continuity equation (Equation (1)), and with all the terms explicitly written, it is now clear that

$$
\begin{equation*}
\iiint_{\mathcal{P}_{i}(t)} \frac{\mathrm{D} \vec{\omega}}{\mathrm{D} t}(\vec{x}, t) \mathrm{d} v(\vec{x})=\frac{\mathrm{d}}{\mathrm{~d} t} \iiint_{\mathcal{P}_{i}(t)} \vec{\omega}(\vec{x}, t) \mathrm{d} v(\vec{x})=\frac{\mathrm{d} \vec{\Omega}_{i}}{\mathrm{~d} t}(t) \tag{A31}
\end{equation*}
$$

This eventually explains Equation (22).

## APPENDIX B: Implementation details of the lifting-line associated with a Lagrangian vortex particle method

## B. 1 | Dorothy LL-VP sub-iteration algorithm

1. Compute, for all $p$, the angle of attack $(\alpha(p, t))$ from Equation (28) and using Equation (27) with the true velocity $\left(\vec{u}_{t}(p, t)_{\text {prev }}\right)$ value coming from either the initialization or the previous sub-iteration step.
2. Compute, for all $k$, the bound circulations based on Equation (30) with a relaxation factor $C=0.3 \in[0,1]$ :

$$
\begin{equation*}
\Gamma_{B}(k, t)_{\text {new }}=\Gamma_{B}(k, t)_{\text {prev }}+C \frac{1}{2} c(p) u_{t}(p, t) C_{L}(\alpha(p, t)), \quad p=2 k \tag{B1}
\end{equation*}
$$

3. Compute, for all $k$, the bound particles position, Equation (34), and vorticity weight, Equation (35).
4. Compute, for all $n$ and for all $j$, the trailing shed particles position, Equation (36), and vorticity weight, Equation (37).
5. Compute, for all $k$, the spanwise shed particles position, Equation (38), and vorticity weight, Equation (40).
6. Compute, for all $p, \vec{u}_{\text {near }}^{\Psi}(p, t)$ which is the induction generated by those shed particles with Equation (17). It is reminded that the velocity radial component is forced to be zero. The velocity is updated according to this induction:

$$
\begin{equation*}
\vec{u}_{t}(p, t)_{\text {new }}=\underbrace{\vec{u}^{\infty}+\vec{u}^{\prime}(p, t)+\vec{u}_{m}(p, t)+\vec{u}_{\text {wake }}^{\Psi}(p, t)}_{\text {Already known }}+\vec{u}_{\text {near }}^{\Psi}(p, t)_{\text {new }} \tag{B2}
\end{equation*}
$$

7. If the normalized criterion on the bound circulations $e_{S I}$, defined in Equation (B3), is higher than an user-defined threshold ( $e_{0}$ ), generally $e_{0} \simeq 10^{-3}$, go to step number 1 .


FIGURE B1 Dorothy LL-VP flowchart diagram.

$$
\begin{equation*}
e_{S I}=\max _{k}\left(\frac{\left|\Gamma_{B}(k, t)_{\text {prev }}-\Gamma_{B}(k, t)_{\text {new }}\right|}{\max _{k}\left(\Gamma_{B}(k, t)_{\text {prev }}\right)+1}\right) \tag{B3}
\end{equation*}
$$

One is added to the normalizing factor to ensure that the denominator is different from zero.

## B. 2 | Dorothy LL-VP general flowchart

## APPENDIX C: BLADE DESCRIPTION OF IFREMER-LOMC TIDAL TURBINE

Compared to the geometry originally published in Mycek et al, ${ }^{64}$ a global pitch of $4.8743^{\circ}$ is applied such that the pitch plus twist angle $\gamma$ is zero at blade tip.

TABLE C1 Discrete description of IFREMER-LOMC tidal turbine blades.

| $r / L_{b}(-)$ | $c / L_{b}(-)$ | $-\gamma\left({ }^{\circ}\right)$ | Profile (-) |
| :---: | :---: | :---: | :---: |
| 0.000000 | 0.065280 | 24.6929 | Cylinder |
| 0.002155 | 0.065280 | 24.6929 | Cylinder |
| 0.021382 | 0.065280 | 24.6929 | Cylinder |
| 0.027138 | 0.065280 | 24.6929 | Cylinder |
| 0.076990 | 0.175115 | 20.753 | NACA 63-422 |
| 0.126957 | 0.284836 | 17.2748 | NACA 63-422 |
| 0.176809 | 0.273438 | 14.4288 | NACA 63-422 |
| 0.226661 | 0.260082 | 12.0994 | NACA 63-422 |
| 0.276628 | 0.246497 | 10.1795 | NACA 63-422 |
| 0.326480 | 0.233602 | 8.5829 | NACA 63-422 |
| 0.376332 | 0.221628 | 7.2426 | NACA 63-422 |
| 0.426299 | 0.210576 | 6.1072 | NACA 63-422 |
| 0.476151 | 0.200674 | 5.1371 | NACA 63-422 |
| 0.526003 | 0.191694 | 4.3018 | NACA 63-422 |
| 0.575970 | 0.183520 | 3.5773 | NACA 63-422 |
| 0.625822 | 0.176036 | 2.9448 | NACA 63-422 |
| 0.675674 | 0.169359 | 2.3895 | NACA 63-422 |
| 0.725641 | 0.163257 | 1.8992 | NACA 63-418 |
| 0.775493 | 0.157730 | 1.4644 | NACA 63-418 |
| 0.825345 | 0.152549 | 1.0771 | NACA 63-418 |
| 0.875313 | 0.147944 | 0.7307 | NACA 63-418 |
| 0.925164 | 0.143569 | 0.4198 | NACA 63-418 |
| 0.975016 | 0.139655 | 0.14 | NACA 63-418 |
| 1.000000 | 0.075411 | 0 | NACA 63-422 |



FIGURE C1 Full $360^{\circ}$ angles of attack range NACA 63-418 polar curves computed at $R e=2 \cdot 10^{5}$.
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