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Abstract

Event-based cameras are suitable for sign language recognition (SLR) by providing
movement perception with highly dynamic range, high temporal resolution, high power
efficiency and low latency. Spike Neural Networks (SNNs) are naturally suited to deal
with the asynchronous and sparse data from the event cameras due to their spike-based
event-driven paradigm, with less power consumption compared to artificial neural net-
works. In this paper, we introduce spiking transformer into event-based SLR by propos-
ing a model named Spike-SLR, which includes two novel blocks: a spike soft-attention
block, which enables model to focus on regions with high spike rates, reducing the impact
of noise to improve the accuracy and a parallel spike transformer block with simplified
spiking self-attention mechanism, increasing computational efficiency. On SL-Animals-
DVS-4sets and SL-Animals-DVS-3sets, Spike-SLR achieves the accuracy of 89.47% and
90.06%, outperforming the state-of-the-art (SOTA) model by 1.35% and 2.61%, respec-
tively. Besides, Spike-SLR only need 0.03mJ to process a sequence of event frames,
achieving a 99.27% reduction in power consumption compared to the SOTA model.

1 Introduction
According to the latest data from World Federation of the Deaf, there are 70 million deaf peo-
ple around the world using over 200 sign languages [23]. However, learning sign language is
difficult and time-consuming, thus creating communication barriers to deaf people [11]. To
address this issue, Sign Language Recognition (SLR) has been extensively researched. RGB
video is the most commonly used input modality for SLR [16, 22, 27, 35, 36, 37]. However,
the recognition results of RGB-based SLR methods are inevitably influenced by the motion
blur inherent to RGB cameras and static background noise [38, 39].

As an emerging neuromorphic sensor, the event camera detects changes in brightness
for each pixel independently, generating an event stream asynchronously and sparsely. The
difference between RGB video frames and DVS event frames is shown in Fig. 1. The event
camera features high temporal resolution, low latency, low power consumption, and a wide
dynamic range [32], which can effectively address issues related to motion blur and static
background noise. That is, event cameras hold significant advantages in the field of SLR.
The current state-of-the-art (SOTA) approaches for event-based SLR involve first convert-
ing event streams into frame data, followed by processing using Artificial Neural Networks
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Figure 1: (a) Comparison of RGB video frames and DVS data frames for sign language
Opaque(one-handed sign) (b) Comparison of RGB video frames and DVS data frames for
sign language map(two-handed sign)

(ANNs) [3, 4, 5, 14, 26], which require considerable computational power, posing challenges
for deployment on edge devices.

As third-generation neural networks, Spike Neural Networks (SNNs) are designed with
biological plausibility, mimicking the dynamics of brain neurons to encode and transmit
information in the form of spikes [20]. Compared to ANNs, the event-driven nature of SNNs
significantly reduces energy consumption when running on neuromorphic chips [44, 45].
However, current SNN-based sign language recognition tasks still face challenges of lack of
datasets and low recognition accuracy [28].

Figure 2: Accuracy vs inference energy of different neural methods implemented in Intel
Stratix 10 TX [6] (for ANNs) or ROLLS [24] (for SNNs). The size of the markers denotes
the number of parameters.

In this paper, in order to simultaneously reduce the power consumption and improve the
accuracy in the event-based SLR, we propose a parallel spiking transformer model called
Spike-SLR, which consists of a patch embedding (PE) block, parallel transformer blocks, a
soft-attention block, and a classification head. As shown in figure 2, we demonstrate that the
proposed Spike-SLR outperforms other event-based SLR models by a significant margin,
requiring less power consumption. And the main contributions of this paper are listed:

(1) We introduce the spiking transformer into SLR for the first time. And to improve the
model’s spatio-temporal attention to fine-grained hand features, we employ parallel spiking
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transformer, where multiple-layer perceptrons (MLPs) and simplified attention sub-modules
(CB-S3A) are executed in parallel to improve efficiency.

(2) We firstly introduce the soft attention mechanisms into SNNs and employ a soft-
attention block in our model to extract key regions from the input event streams.

(3) Experiments on the public datasets SL-Animals-DVS-4sets [33], SL-Animals-DVS-
3sets [33], and the DVS datasets N-LSA64-Both and N-LSA64-Right converted using the
v2e [13] method, demonstrate that Spike-SLR achieves better recognition accuracy com-
pared to SOTA ANN method EVT [26]. And Spike-SLR only needs 0.03mJ to process an
event frame sequence compared to the EVT which needs 4.13 mJ.

2 Related work

2.1 Event-based Sign Language Recognition

Event cameras are ideal for SLR due to their motion detection abilities, sparking increased
research interest. However, event-based SLR still face the problem of lack of datasets, the
only public event-based SLR dataset is SL-Animals-DVS [33], featuring 19 gestures. Al-
though Qi Shi et al. created the synthetic N-WLASL [28] dataset, it remains private. SL-
Animals-DVS is firstly tested on three kinds of SNNs named SLAYER [29], STBP [41], and
DECOLLE [15], separately, where the test accuracy is all below 75%. To enhance the test
accuracy, recent studies mainly use ANN methods. Laure Acin et al. introduced VK-SITS
[2], a new event data representation, using a ResNet18 network, which outperformed other
methods like TORE [4] and SITS [21]. Apart from that, Alberto Sabater et al. developed
EVT [26], an efficient transformer model utilizing event data sparsity and becoming the
SOTA method on the SL-Animals-DVS dataset.

2.2 Spiking Transformers

ANN-based transformers have achieved success in fields such as vision and natural language
processing (NLP) [1, 10]. However, the exploration of self-attention (SA) mechanisms based
on SNNs remains limited, primarily because the multiplication operations inherent in vanilla
self-attention (VSA) mechanism [34] are incompatible with SNNs. Recently, research has
increasingly focused on developing the spiking transformer, aimed at eliminating multipli-
cation operations in SA to reduce computational complexity. Zhou et al. [46] were the
first to introduce spiking transformer model, termed Spikformer, which utilizes spike-based
Query, Key, and Value to model sparse visual features, thereby avoiding softmax compu-
tations. Subsequently, Yao et al. [43] introduced the Spike-driven Transformer, which en-
hances the spiking self-ttention (SSA) mechanism in the Spikeformer. They proposed a
Spike Driven Self-Attention (SDSA) that utilizes only masking and addition to implement
the SA mechanism, reducing the computational complexity from O(ND2) to O(ND). Wang
et al. [40] introduced a novel Masked Spike Transformer (MST) framework, incorporating
a Random Spike Masking (RSM) method, to further prune redundant spikes and reduce en-
ergy consumption without sacrificing performance. These exploration of spiking transform-
ers enhance the learning capabilities of SNNs, enabling their application in various fields
such as audio-visual classification, human pose tracking, and remote photoplethysmography
[9, 17, 48].
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3 Method

The proposed Spike-SLR applies the spiking transformer to sign language recognition tasks.
We utilize the SNNs algorithm provided in the SpikingJelly platform [8], employing the
Leak Integrate and Fire (LIF) [31] neural model for constructing the spiking neuron layers.
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Figure 3: Framework of Spike-SLR. We follow the network structure in [43]. It consists of
an SNN-based patch embedding (PE) block, several parallel spike-driven transformer blocks,
a soft-attention block, and a SNN-based predictor head.

3.1 Overall architecture

Figure. 3 shows the structure of Spike-SLR, which consists of four main components: patch
embedding (PE) block, parallel spike-driven transformer block, soft-attention block and a
classification head. The PE block is utilized to extract spatio-temporal representations from
the input DVS frames, while the CB-S3A module in the transformer and the spike firing
rate map in soft-attention mask block guide the model’s attention towards key features. The
final predictor head is responsible for mapping these features to possiable sign language
expressions.

Given a 2D DVS frames sequence I0 ∈ RT0×2×H0×W0 , where T0, 2, H0, W0 represent the
time step, initial number of channels, height and weight respectively. Firstly we randomly
select continuous event frames with a time step of T (T ⩽ T0) and crop each event frame spa-
tially to obtain the preprocessed frames (PR), denoted as I ∈ RT×2×H×W . The SNN-Based
PE block, consisting of four 2D convolutional layers, three SNN layers and two max pool-
ing layers, downsampling the input frames and partitioning them into spatio-temporal spike
tokens SPE ∈ RT×D×H

4 ×W
4 , where D represents the number of channels. Before entering the

data into the parallel Spike-driven Transformer block, we use membrane potential residual
connection (RES) to avoid network degradation, resulting the input S0 of the same shape as
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SPE . Therefore, the SNN-based PE block can be written as follows:

I = PR(I0) I0 ∈ RT0×2×H0×W0 , I ∈ RT×2×H×W (1)

SPE = PE(I) SPE ∈ RT×D×H
4 ×W

4 (2)

S0 = RES(IPE) S0 ∈ RT×D×H
4 ×W

4 (3)

Then, the spike sequence S0 is passed to the parallel spike-driven transformer blocks, which
consists of a conv-based simplified spiking self-attention (CB-S3A) block and a MLP block.
As the main component in Spike-SLR, CB-S3A, which just performs the convolution oper-
ation in spike-form Query (Q) and Key (K), offers an efficient method to model the local-
global information of frames without softmax. In addition, the spike fire map generated by
the Soft-attention block performs mask operation on the data produced by the second convo-
lution in the MLP block, which makes model more focus on local features. The outputs of
the MLP and the CB-S3A blocks are summed together, and the sum is then added to the input
S0 again using membrane potential residual connection (RES). After L transformer blocks,
the final output membrane potentials SL is obtained. To obtain the pulse expression just con-
sisting of 0 and 1, SL then is passed to a spike neural layer (SN ), resulting in SE . Finally, the
SE will be sent to a SNN-based classification head (SCH) to output the classification result
Y . To summary, the output of CB-S3A, MLP and SCH can be written as follows:

Sl = CB-S3A(Sl−1)+MLP(Sl−1)+Sl−1 Sl ∈ RT×D×H
4 ×W

4 , l = 0...L (4)

SE = SN (UL) SE ∈ RT×D×H
4 ×W

4 (5)

Y = SCH(SE) (6)

3.2 Soft-attention masks
DVS data can be influenced by various sources of noise, such as environmental background.
As neural networks deepen, some noisy data may be amplified, causing the model to focus
more on irrelevant features. And during the presentation of sign language, the frequencies
and quantities of spike signals generated by different body parts are uneven. Inspired by [18],
we insert attention blocks into our model to minimize the negative impact of background
noise while allowing the model to focus more on the target area and local features. In order
to take note of the difference among different body parts, soft attention mask is applied to
assign higher weights to pixels with stronger spike signals, while it is also the bridge between
Soft-attention appearance and the backbone network. Unlike the data processing operations
performed in the PE block, we first perform a sum-average-repeat (SAR) operation on the
data in the slof attention appearance. Specifically, we sum the event frames in the time
dimension to combine multiple frames I ∈RT×2×H×W into a single frame ISIN ∈R1×2×H×W .
Then, we divide the frame data by time step to obtain the average frame IAV G ∈ R1×2×Ĥ×Ŵ

and replicate the IAV G in the time dimension for T times as the input to the attention block
model. The data IE ∈ RT×2×Ĥ×Ŵ undergoes two rounds of convolution and downsampling,
followed by another SAR operation to obtain a spike fire rate map, which is then masked
with the data in the MLP to facilitate communication between the branch and the backbone
network as shown in figure 3.
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3.3 Parallel spike-driven transformer
In the previous spiking Transformer architecture [42, 43, 46], the output Uout of the backbone
network is transformed from the input Uin consisting of N tokens with dimension D using
two consecutive sub-blocks (one SA and one MLP) with residual connections:

Uout = αFFÛ +βFFMLP(SN (Û)) (7)

Û = αSAUin +βSASA(SN (Uin)) (8)

where scalar gain weights αFF, βFF, αSA, βSA fixed to 1 by default. In our work, to simplify
the transformer block, we remove the residual connections in the MLP sub-blocks, obtaining
the following output:

Sout = αcombSin +βFFMLP(SN (Sin))+βSASA(SN (Sin)) (9)

with skip gain αcomb = 1, and residual gains βFF = βSA = 1 as default. In the submodule
CB-S3A, we first input the spike signals S0 into the spike neuron layer to obtain S

′
. Then,

we use 2D convolution operations to extract spatial information separately, resulting in Q
and K. The acquisition of V does not involve convolution operations. After that, we use the
spike neuron layer again to transform Q, K, and V into spike tensors QS, KS, and VS. And
the subsequent masking calculation can be represented as follows:

MASK (QS,KS,VS) = g(QS,KS)⊗VS = SN (SUMC (QS ⊗KS))⊗VS (10)

where ⊗ denotes the Hadamard product, g(·) is used to compute the attention map, and
SUMC is used to calculate the sum of each column. The outputs of g(·) and SUMC are
row vectors of dimension D. Additionally, the Hadamard product between pulse tensors is
equivalent to mask computation.

4 Experiments

4.1 Dataset
To evaluate the Spike-SLR model, we use the public dataset SL-Animals-DVS [33] and the
N-LSA64 dataset which is transformed from LSA64 [25] dataset using v2e [13] method. In
the SL-Animals-DVS dataset 59 individuals were recorded separately, and each individual
performed 19 signs in sequence. Due to the fact that the recording is conducted in 4 ses-
sions at different locations under different lighting conditions, it can be further divided into
SL-Animals-DVS-4sets, which includes four shooting environments, and SL-Animals-DVS-
3sets, which includes three shooting environments. As for the N-LSA64, It contains 3200
DVS videos in which 10 non-expert subjects performed 5 repetitions of 64 different types
of sign language. The symbols were selected from the most commonly used symbols in the
LSA lexicon, including verbs and nouns. Depending on the number of hands performing the
sign language, we further partition the right-hand-only dataset N-LSA64-Right.

4.2 Implementation details
We set the number of parallel spike-driven transformer block L= 2 in Spike-SLR. The whole
framework is optimized with AdamW [19] optimizer, in a single NVIDIA GeForce RTX
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Figure 4: Fire rate of each block in Spike-SLR

3090. The sample length, time step, and learning rate is sets as 500ms, 10 and 4×e−3

respectively. We set the batch size to 32 and trained for 240 epochs using the 1cycle learning
rate policy [30]. As for the data augmentation, we use spatial and temporal random crop and
repeat each sample within the training batch twice with different augmentations. In addition,
we divided the data into training, validation, and test sets in the ratio of 6:2:2, and evaluated
the classification accuracy on the test set.

4.3 Comparison to the State-of-the-Art models
On the SL-Animals-DVS dataset, we compare our proposed model with existing ANN mod-
els [2, 4, 21, 26, 47], and SNN models [7, 15, 29, 41, 43]. Additionally, we replace the
backbone network in EVT [26] with the Spike-Driven Transformer block [43] to obtain
Spike-Evt and conduct model training for comparative analysis. Our experimental results on
SL-Animals-DVS are given in Table 1, from which we can see that Spike-SLR is 1.35% and
2.61% higher than EVT [26] on the dataset SL-Animals-DVS-4sets and SL-Animals-DVS-
3sets, respectively. And compared to the SNN method SEW Resnet18 [7], the Spike-SLR
improves the accuracy of 4.05% and 0.97%, respectively.

On the N-LSA64-Both and N-LSA64-Right datasets, we employ the same sampling and
training strategies to train ANN model EVT [26] and SNN models STBP [41] and Spike-
EVT. The test results are shown in Table 4.3, from which we can find that Spike-SLR im-
proves the accuracy of 0.63% compared to the EVT [26] on the N-LSA64-Both dataset while
of 4.28% compared to the Spike-driven EVT [43] on the N-LSA64-Right dataset. In sum-
mary, Spike-SLR obtains the SOTA results in event-based SLR.

4.4 Energy consumption analysis
We use the same energy efficiency calculation scheme as in [12]. The energy consumption
is 12.5 pJ for each floating-point operation(FLOP) and is 77 fJ for each synaptic opera-
tion(SOP). Figure. 4 shows the average spike fire rate of convolutional layers in different
Blocks and linear layers in the classification head. We find that the spike fire rate (SFR)
of the input tensor in different transformer blocks shows an upward trend but consistently
stays below 0.2, which is because of the cumulative effect of input across layers. On the other
hand, in the continuous convolutional layers of the MLP and Soft-Attention blocks, the spike
rate shows a downward trend, indicating that some less significant features are filtered out as
the network deepens. As shown in Table 4.4, the Spike-SLR processes DVS frame data with
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Model Method Time Step Sample Length
SL-Animals-DVS

4 sets 3 sets

TORE+ GoogLeNet [4]

ANN

\ \ 85.10% \

TORE+ ResNet18 [4] \ \ 76.90% \

VoxelGrid+ ResNet18 [47] \ \ 89.02% \

SITS + ResNet18 [21] \ \ 78.47% \

VK-SITS+ ResNet18 [2] \ \ 79.26% \

EVT [26] \ 504ms 88.12% 87.45%

SLAYER [29]

SNN

300 1500ms 54.30% 61.41%

STBP [41] 50 1500ms 64.97% 71.47%

DECOLLE [15] 500 500ms 62.19% 62.19%

SEW Resnet18 [7] 16 \ 85.42% 89.09%
Spike-driven EVT [43] 11 504ms 79.39% 66.67%

Spike-SLR (Ours) SNN 10 500ms 89.47% 90.06%

Table 1: Classification accuracy in the SL-Animals-DVS dataset. Red and bold indicate the
best and second best performance.

Model Method Time Step Sample Length
N-LSA64

Both Right

EVT [26] ANN \ 504ms 84.06% 82.14%

STBP [41]
SNN

50 1500ms 59.69% 57.86%

Spike-driven EVT [43] 11 504ms 72.66% 82.62%

Spike-SLR (Ours) SNN 10 500ms 84.69% 86.90%
Table 2: Classification accuracy in the N-LSA64 dataset.

Model Method #Params. FLOPs/SOPs Power/mJ

TORE + ResNet18 [4] ANN 11.69 M 3.66 G 45.75

TORE + GoogLeNet [4] ANN 8.46 M 2.88 G 36.00

EVT [26] ANN 0.50 M 0.33 G 4.13

Spike-driven EVT [43] SNN 66.34 M 6.77 G 0.52

SEW Resnet18 [7] SNN 2.92 M 1.41 G 0.11

Spike-SLR (Ours) SNN 0.70 M 0.44 G 0.03
Table 3: Computational complexity comparisons of SLR methods.
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Time Steps 1 5 10 15 20
ACC 77.63% 88.16% 89.47% 87.28% 89.04%

Table 4: Spike-SLR accuracy with different time step.

Blocks 1 2 3 4 5
ACC 84.65% 89.47% 88.60% 88.60% 89.04%

Table 5: Spike-SLR accuracy with different number of parallel transformer block.

a spatial size of 96x96 and a time step of 10 with only 0.03mJ of power consumption. This
represents a 99.27% energy reduction compared to EVT and is substantially lower than that
of other baseline models.

Parallel Transformer block Serial Transformer block
w/o soft attention 84.21% 86.40%
with soft attention 89.47% 84.65%

Table 6: Spike-SLR accuracy for different architecture.

4.5 Ablation study

In this section, we analyze the impact of hyperparameters and the key components of Spike-
SLR. Experiments are conducted on the SL-Animals-DVS-4sets dataset. With a fixed total
sample length of 500ms, different time steps are set to investigate the impact of the number
of input event frames and transformer blocks on the model results.

As show in Table 4.4 and Table 4.4, with the number of time steps and the number of
Transformer Blocks increasing, the test accuracy of the model does not change significantly,
but too few time steps or blocks can lead to a significant decrease in accuracy. Specifically,
setting the time step to 10 and the number of blocks to 2 achieve the highest accuracy of
89.47%. Reducing the time step to 1 decreased the accuracy to 77.63%, and setting the
number of blocks to 1 result in an accuracy of 84.65%. In addition, The experiments validate
the rationality of the parallel structure and the Soft-Attention appearance used in the Spike-
SLR model. As shown in Table 4.4, using both parallel transformers and soft attention
simultaneously yields the best accuracy, at 89.47%. Employing only the parallel transformer
achieves an accuracy of 84.21%, while using solely soft attention results in an accuracy of
84.65%. Overall, the Spike-SLR model structure proposed by us achieves best results.

5 Conclusion

In this paper, we propose a spiking transformer, coined as Spike-SLR for event-based sign
language recognition, to adaptively emphasis on local spatial features as well as temporal
features. Spike-SLR outperforms existing methods upon SL-Animals-DVS and N-LSA64
datasets in accuracy and energy consumption. Specifically, Spike-SLR improves the accu-
racy of 1.35% and 2.61% respectively compared to the SOTA ANN model while reducing
power consumption of 99.27% on the two SL-Animals-DVS datasets. It demonstrates the
applicability of spiking transfomer for SLR and can be further applied to human-machine
interaction and edge sign language recognition devices.



414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459

10 AUTHOR(S):

References
[1] Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Floren-

cia Leoni Aleman, Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anad-
kat, et al. Gpt-4 technical report. arXiv preprint arXiv:2303.08774, 2023.

[2] Laure Acin, Pierre Jacob, Camille Simon-Chane, and Aymeric Histace. Vk-sits: a
robust time-surface for fast event-based recognition. In 2023 Twelfth International
Conference on Image Processing Theory, Tools and Applications (IPTA), pages 1–6.
IEEE, 2023.

[3] Arnon Amir, Brian Taba, David Berg, Timothy Melano, Jeffrey McKinstry, Carmelo
Di Nolfo, Tapan Nayak, Alexander Andreopoulos, Guillaume Garreau, Marcela Men-
doza, Jeff Kusnitz, Michael Debole, Steve Esser, Tobi Delbruck, Myron Flickner, and
Dharmendra Modha. A low power, fully event-based gesture recognition system. In
2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages
7388–7397, 2017. doi: 10.1109/CVPR.2017.781.

[4] R Wes Baldwin, Ruixu Liu, Mohammed Almatrafi, Vijayan Asari, and Keigo Hi-
rakawa. Time-ordered recent event (tore) volumes for event cameras. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 45(2):2519–2532, 2022.

[5] Marco Cannici, Marco Ciccone, Andrea Romanoni, and Matteo Matteucci. A differ-
entiable recurrent surface for asynchronous event-based data. In Computer Vision –
ECCV 2020: 16th European Conference, Glasgow, UK, August 23–28, 2020, Proceed-
ings, Part XX, page 136–152, Berlin, Heidelberg, 2020. Springer-Verlag. ISBN 978-3-
030-58564-8. doi: 10.1007/978-3-030-58565-5_9. URL https://doi.org/10.
1007/978-3-030-58565-5_9.

[6] Intel Corporation. Intel stratix 10 tx device overview. https://www.intel.
com/content/dam/www/programmable/us/en/pdfs/literature/
hb/stratix-10/s10_tx_overview.pdf, 2023. Accessed: 2023-12-10.

[7] Wei Fang, Zhaofei Yu, Yanqi Chen, Tiejun Huang, Timothée Masquelier, and
Yonghong Tian. Deep residual learning in spiking neural networks. Advances in Neural
Information Processing Systems, 34:21056–21069, 2021.

[8] Wei Fang, Yanqi Chen, Jianhao Ding, Zhaofei Yu, Timothée Masquelier, Ding Chen,
Liwei Huang, Huihui Zhou, Guoqi Li, and Yonghong Tian. Spikingjelly: An open-
source machine learning infrastructure platform for spike-based intelligence. Science
Advances, 9(40):eadi1480, 2023.

[9] Lingyue Guo, Zeyu Gao, Jinye Qu, Suiwu Zheng, Runhao Jiang, Yanfeng Lu, and
Hong Qiao. Transformer-based spiking neural networks for multimodal audio-visual
classification. IEEE Transactions on Cognitive and Developmental Systems, 2023.
URL https://api.semanticscholar.org/CorpusID:264480751.

[10] Kai Han, Yunhe Wang, Hanting Chen, Xinghao Chen, Jianyuan Guo, Zhenhua Liu,
Yehui Tang, An Xiao, Chunjing Xu, Yixing Xu, et al. A survey on vision transformer.
IEEE transactions on pattern analysis and machine intelligence, 45(1):87–110, 2022.

https://doi.org/10.1007/978-3-030-58565-5_9
https://doi.org/10.1007/978-3-030-58565-5_9
https://www.intel.com/content/dam/www/programmable/us/en/pdfs/literature/hb/stratix-10/s10_tx_overview.pdf
https://www.intel.com/content/dam/www/programmable/us/en/pdfs/literature/hb/stratix-10/s10_tx_overview.pdf
https://www.intel.com/content/dam/www/programmable/us/en/pdfs/literature/hb/stratix-10/s10_tx_overview.pdf
https://api.semanticscholar.org/CorpusID:264480751


460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505

AUTHOR(S): 11

[11] Lianyu Hu, Liqing Gao, Zekang Liu, and Wei Feng. Continuous sign language recog-
nition with correlation network. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), pages 2529–2539, June 2023.

[12] Yangfan Hu, Huajin Tang, and Gang Pan. Spiking deep residual networks. IEEE
Transactions on Neural Networks and Learning Systems, 34(8):5200–5205, 2023. doi:
10.1109/TNNLS.2021.3119238.

[13] Yuhuang Hu, Shih-Chii Liu, and Tobi Delbruck. v2e: From video frames to realistic
dvs events. In 2021 IEEE/CVF Conference on Computer Vision and Pattern Recog-
nition Workshops (CVPRW), pages 1312–1321, 2021. doi: 10.1109/CVPRW53098.
2021.00144.

[14] Simone Undri Innocenti, Federico Becattini, Federico Pernici, and Alberto Del Bimbo.
Temporal binary representation for event-based action recognition. In 2020 25th Inter-
national Conference on Pattern Recognition (ICPR), pages 10426–10432, 2021. doi:
10.1109/ICPR48806.2021.9412991.

[15] Jacques Kaiser, Hesham Mostafa, and Emre Neftci. Synaptic plasticity dynamics for
deep continuous local learning (decolle). Frontiers in Neuroscience, 14:515306, 2020.
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