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#### Abstract

This work targets the discretisation of contact-mechanics accounting for small strains, linear elastic constitutive laws, and fractures or faults represented as a network of co-dimension one planar interfaces. This type of models coupled with Darcy flow plays an important role typically for the simulation of fault reactivation by fluid injection in geological storages or the hydraulic fracture stimulation in enhanced geothermal systems. To simplify the presentation, a frictionless contact behavior at matrix fracture interfaces is considered, although the scheme developed in this work readily extends to more complex contact models such as the Mohr-Coulomb friction. To account for the geometrical complexity of subsurface, our discretisation is based on the first order Virtual Element Method (VEM) which generalises the $\mathbb{P}_{1}$ finite element method to polytopal meshes. Following previous works in the finite element framework, the contact conditions are enforced in a weak sense using Nitsche's formulation based on additional consistent penalization terms. We perform, in a fully discrete framework, the well-posedness and convergence analysis showing an optimal first order error estimate with minimal regularity assumptions. Numerical experiments confirm our theoretical findings and exhibit the good behavior of the nonlinear semismooth Newton solver.
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## 1 Introduction

The simulation of poromechanical models in fractured (or faulted) porous rocks plays an important role in many subsurface applications such as fault reactivation by fluid injection in geological storages or the hydraulic fracture stimulation in deep geothermal systems. One of the key difficulty to simulate such models is the discretisation of the contact-mechanical model which must be adapted to geological meshes. This motivates the use of polytopal discretisations to cope with the complexity of the geometries representing geological structures including faults/fractures, layering, erosions and heterogeneities.

Different classes of polytopal methods have been developed in the field of mechanics such as Discontinuous Galerkin [26], Hybrid High Order (HHO) [19], MultiPoint Stress Approximation (MPSA) [27], Hybrid Mimetic Methods [18] and Virtual Element Methods (VEM) [3, 17]. Some of them have been extended to account for contact-mechanics as in [5] for the MSPA based on face-wise constant approximations of the surface tractions and displacement jump along the fracture network, in [10] for HHO combined with a Nitsche's contact formulation, in [30, 15] for VEM based on node to node contact conditions, and in [28] for the VEM method combined with a primal variational inequality

[^0]formulation. Among these polytopal methods, VEM, as a natural extension of the Finite Element Method (FEM) to polyhedral meshes, has received a lot of attention in the mechanics community since its introduction in [3] and has been applied to various problems including in the context of geomechanics [1], poromechanics [16, 7, 23] and fracture mechanics [29].

Another key feature of subsurface applications of contact-mechanical models is the choice of the contact formulation which must be able to deal with network of fractures including corners, tips and intersections. This raises difficulties for nodal based contact conditions and has motivated the use of mixed formulations with face-wise constant Lagrange multipliers as in [4, 22, 25, 6] in the Finite Element framework. This approach enables the handling of fracture networks and the use of efficient semi-smooth Newton nonlinear solvers. It has been recently extended to the VEM framework in [20]. On the other hand, the combination of a first order nodal discretisation of the displacement field with a face-wise constant approximation of the Lagrange multiplier requires a stabilisation to ensure the inf-sup compatibility condition. This is achieved in [20] by extending to the polytopal framework the $\mathbb{P}^{1}$-bubble FEM discretisation [4] based on the enrichment of the displacement space by an additional bubble unknown on one side of each fracture face.

In this work, we investigate an alternative approach based on the Nitsche's formulation of contactmechanics introduced in [11, 13, 9, 12] in the Finite Element framework. Nitsche's method formulates the contact condition in a weak sense by appropriate consistent penalisation terms that involve only the primal displacement unknown. Moreover, no additional unknown (Lagrange multiplier) is needed and, therefore, no discrete inf-sup condition must be fulfilled, contrarily to mixed methods. It is naturally suited to semi-smooth Newton nonlinear solvers and readily deals with network of fractures. The first polytopal discretisation of contact mechanics using Nitsche's method is developed and analysed in [10] based on the HHO scheme with cell and face unknowns. However, to the best of our knowledge, the extension of Nitsche's technique to the nodal VEM framework has not been yet derived nor analysed.

The objective of this work is to introduce and analyse the first order VEM Nitsche's formulation of contact-mechanics considering small strains hypothesis and a linear elastic constitutive law. For simplicity, the discretisation and the convergence analysis is presented for a frictionless contact model but the scheme readily extends to the Coulomb frictional model and the numerical analysis to the Tresca frictional model following [9, 12, 2]. The VEM Nitsche's discretisation is introduced based on a fully discrete framework with vector space of discrete unknowns and reconstruction operators in the spirit of HHO discretisation [19]. The numerical analysis combines techniques developed in [11, 13] for the Nitsche's method together with those of [21] for non conforming discretisations in a fully discrete framework. It leads to an optimal first order error estimate with minimal regularity assumption which readily extends to the Tresca frictional model.

The remaining of this paper is organised as follows. Section 2 introduces the static contact-mechanical model with frictionless contact conditions. Section 3 introduces the main ingredients of the discretisation with the mesh described in Section 3.1, the discrete displacement space in Section 3.2, the function, jump, normal traction, and gradient reconstruction operators in Section 3.3, the definition of the interpolation operator in Section 3.5, and Nitsche's formulation in Section 3.6. Section 4 performs the well-posedness and convergence analysis of the scheme and Section 5 investigates the numerical behavior of the scheme in order to assess our theoretical results. We first consider a 3D manufactured analytical solution with a single fracture from [20], then we test the numerical convergence and the robustness of the semi-smooth Newton nonlinear solver on a more complex 3D fracture network using a fine mesh reference solution.

## 2 Contact-mechanical Model

〈sec:model〉
We let $\Omega \subset \mathbb{R}^{d}, d=3$, denote a bounded polyhedral domain, partitioned into a fracture domain $\Gamma$ and a matrix domain $\Omega \backslash \bar{\Gamma}$. The network of fractures is defined by

$$
\bar{\Gamma}=\bigcup_{i \in I} \bar{\Gamma}_{i},
$$

where each fracture $\Gamma_{i} \subset \Omega, i \in I$ is a planar polygonal simply connected open domain. Without restriction of generality, we will assume that the fractures may only intersect at their boundaries, that is, for any $i, j \in I, i \neq j$ it holds $\Gamma_{i} \cap \Gamma_{j}=\emptyset$, but not necessarily $\bar{\Gamma}_{i} \cap \bar{\Gamma}_{j}=\emptyset$.

The two sides of a given fracture of $\Gamma$ are denoted by $\pm$ in the matrix domain, with unit normal vectors $\mathbf{n}^{ \pm}$oriented outward from the sides $\pm$such that $\mathbf{n}^{+}+\mathbf{n}^{-}=\mathbf{0}$. We denote by $\gamma_{\mathfrak{a}}$ the trace operators on the side $\mathfrak{a} \in\{+,-\}$ of $\Gamma$ for functions in $H^{1}(\Omega \backslash \bar{\Gamma})$. The jump operator on $\Gamma$ for functions $\mathbf{u}$ in $H^{1}(\Omega \backslash \bar{\Gamma})^{d}$ is defined by

$$
\llbracket \mathbf{u} \rrbracket=\gamma_{+} \mathbf{u}-\gamma_{-} \mathbf{u}
$$

and we denote by $\llbracket \mathbf{u} \rrbracket_{\mathbf{n}}=\llbracket \mathbf{u} \rrbracket \cdot \mathbf{n}^{+}$its normal component. The normal trace operator on the side $\mathfrak{a} \in\{+,-\}$ of $\Gamma$ oriented outward to the side $\mathfrak{a}$, applied to $H_{\text {div }}(\Omega \backslash \bar{\Gamma})$ functions is denoted by $\gamma_{\mathbf{n}}^{\mathfrak{a}}$.
The symmetric gradient operator $\mathbb{C}$ is defined such that $\mathbb{C}(\mathbf{v})=\frac{1}{2}\left(\nabla \mathbf{v}+{ }^{T} \nabla \mathbf{v}\right)$ for a given vector field $\mathbf{v} \in H^{1}(\Omega \backslash \bar{\Gamma})^{d}$.

Given for simplicity homogeneous Dirichlet boundary conditions, the space for the displacement is

$$
\mathbf{U}_{0}=H_{0}^{1}(\Omega \backslash \bar{\Gamma})^{d}
$$

endowed with the semi-norm $\|\mathbf{v}\|_{\mathbf{U}_{0}}=\|\nabla \mathbf{v}\|_{L^{2}(\Omega)^{d}}$ which defines a norm on $\mathbf{U}_{0}$ assuming that $\Omega \backslash \bar{\Gamma}$ is connected.

The model accounts for the mechanical equilibrium equation with a linear elastic constitutive law and a frictionless contact model at matrix-fracture interfaces. In its strong form, it is defined by the following system of partial differential equations:

$$
\begin{cases}-\operatorname{div} \sigma(\mathbf{u})=\mathbf{f} & \text { on } \Omega \backslash \bar{\Gamma}, \\ \sigma(\mathbf{u})=\mathbb{A} \mathbb{C}(\mathbf{u}) & \text { on } \Omega \backslash \bar{\Gamma}, \\ \gamma_{\mathbf{n}}^{+}(\sigma(\mathbf{u}))+\gamma_{\mathbf{n}}^{-}(\sigma(\mathbf{u}))=0 & \text { on } \Gamma, \\ \sigma_{\mathbf{n}}(\mathbf{u}) \leqslant 0, \llbracket \mathbf{u} \rrbracket_{\mathbf{n}} \leqslant 0, \llbracket \mathbf{u} \rrbracket_{\mathbf{n}} \sigma_{\mathbf{n}}(\mathbf{u})=0 & \text { on } \Gamma, \\ \sigma_{\tau}(\mathbf{u})=0, & \text { on } \Gamma,\end{cases}
$$

(1) model_contact
with $\mathbb{A}$ the fourth order symmetric elasticity tensor having the usual uniform ellipticity and boundedness property, and the normal and tangential surface tractions defined by

$$
\begin{cases}\sigma_{\mathbf{n}}(\mathbf{u})=\gamma_{\mathbf{n}}^{+}(\sigma(\mathbf{u})) \cdot \mathbf{n}^{+} & \text {on } \Gamma  \tag{2}\\ \sigma_{\tau}(\mathbf{u})=\gamma_{\mathbf{n}}^{+}(\sigma(\mathbf{u}))-\sigma_{\mathbf{n}}(\mathbf{u}) \mathbf{n}^{+} & \text {on } \Gamma .\end{cases}
$$

The model (1) is formulated in mixed form using a Lagrange multiplier $\lambda: \Gamma \rightarrow \mathbb{R}$ at matrix-fracture interfaces. Define the normal displacement jump space by

$$
W_{\Gamma, \mathbf{n}}=\left\{\llbracket \mathbf{v} \rrbracket_{\mathbf{n}}: \mathbf{v} \in \mathbf{U}_{0}\right\}
$$

and denote by $W_{\Gamma, \mathbf{n}}^{\prime}$ its dual space; the duality pairing between these two spaces is written $\langle\cdot, \cdot\rangle_{\Gamma}$. The dual cone is then defined by

$$
C_{f}=\left\{\mu \in W_{\Gamma, \mathbf{n}}^{\prime}:\langle\mu, v\rangle_{\Gamma} \leq 0 \text { for all } v \in W_{\Gamma, \mathbf{n}} \text { with } v \leq 0\right\}
$$

The weak mixed-variational formulation for adressing the problem (1) reads: find $\mathbf{u} \in \mathbf{U}_{0}$ and $\lambda \in C_{f}$ such that for all $\mathbf{v} \in \mathbf{U}_{0}$ and $\mu \in C_{f}$, one has

$$
\begin{aligned}
& \int_{\Omega} \sigma(\mathbf{u}): \mathbb{C}(\mathbf{v})+\left\langle\lambda, \llbracket \mathbf{v} \rrbracket_{\mathbf{n}}\right\rangle_{\Gamma}=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} \\
& \left\langle\mu-\lambda, \llbracket \mathbf{u} \rrbracket_{\mathbf{n}}\right\rangle_{\Gamma} \leq 0
\end{aligned}
$$

(3a) ?LLagrange_meca_cc
(3b) ? Lagrange_meca_cc
It is well known that this problem admits a unique solution $(\mathbf{u}, \lambda) \in \mathbf{U}_{0} \times W_{\Gamma, \mathbf{n}}^{\prime}$ (see e.g. [14]). Note that, based on the variational formulation, the Lagrange multiplier satisfies $\lambda=-\sigma_{\mathbf{n}}(\mathbf{u})$, and that, assuming $\sigma_{\mathbf{n}}(\mathbf{u}) \in L^{2}(\Gamma)$, one has

$$
\begin{equation*}
\sigma_{\mathbf{n}}(\mathbf{u})=\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}} \tag{4}
\end{equation*}
$$

with $[a]_{\mathbb{R}^{-}}=\min (a, 0)$, where $P_{\beta}$ is the linear operator such that

$$
P_{\beta}(\mathbf{u})=\sigma_{\mathbf{n}}(\mathbf{u})-\beta \llbracket \mathbf{u} \rrbracket_{n}
$$

and $\beta \in L^{\infty}(\Gamma)$ is any given strictly positive function.

## 3 Discretisation

〈sec:scheme〉
This Section introduces the discretisation of the contact-mechanical model (1) based on nodal unknowns accounting for the discontinuity of the displacement field at matrix fracture interfaces. The presentation of the scheme is done in a fully discrete framework with vector space of discrete unknowns and reconstruction operators. Proceeding as in Section 3.4 of [20] it can be shown to be equivalent to a VEM formulation based on the same displacement degrees of freedom [3]. The scheme can therefore be interpreted as a $\mathbb{P}_{1}$ VEM Nitsche's discretisation.

### 3.1 Mesh

$\langle\mathrm{sec}: \mathrm{mesh}\rangle$
We consider a polyhedral mesh of the domain $\Omega$ assumed to be conforming with the fracture network $\Gamma$. For each cell $K$ (resp. face $\sigma$ ), we denote by $h_{K}$ (resp. $h_{\sigma}$ ) and $|K|$ (resp. $|\sigma|$ ) its diameter and its measure, and we set

$$
h_{\mathcal{D}}=\max _{K \in \mathcal{M}} h_{K}
$$

The set of cells $K$, the set of faces $\sigma$, the set of nodes $s$ and the set of edges $e$ are denoted respectively by $\mathcal{M}, \mathcal{F}, \mathcal{V}$ and $\mathcal{E}$. It is assumed that there exists a subset of faces $\mathcal{F}_{\Gamma} \subset \mathcal{F}$ such that

$$
\bar{\Gamma}=\bigcup_{\sigma \in \mathcal{F}_{\Gamma}} \bar{\sigma}
$$

We denote by $\mathcal{M}_{\sigma}$ the set of cells neighboring a face $\sigma \in \mathcal{F}$; thus, $\mathcal{M}_{\sigma}=\{K, L\}$ for interior face $\sigma \in \mathcal{F}^{\text {int }}$ (in which case we write $\sigma=K \mid L$ ) and $\mathcal{M}_{\sigma}=\{K\}$ for boundary face $\sigma \in \mathcal{F}^{\text {ext }}$. Since $\Gamma \subset \Omega$, we have $\mathcal{F}_{\Gamma} \subset \mathcal{F}^{\text {int }}$. For a face $\sigma \in \mathcal{F}_{\Gamma}, K$ and $L$ in the notation $\sigma=K \mid L$ are labelled such that $\mathbf{n}_{K \sigma}=\mathbf{n}^{+}$and $\mathbf{n}_{L \sigma}=\mathbf{n}^{-}$, where $\mathbf{n}_{K \sigma}$ (resp. $\mathbf{n}_{L \sigma}$ ) is the unit normal vector to $\sigma$ oriented outward of $K$ (resp. $L$ ). We denote by $\mathcal{V}^{\text {ext }}$ the set of boundary nodes. We denote by $\mathcal{V}_{\sigma}$ the set of nodes of
$\sigma, \mathcal{E}_{\sigma}$ the set of edges of $\sigma$ ，by $\mathcal{F}_{K}$ the set of faces of $K$ ，by $\mathcal{V}_{K}$ the set of nodes of $K$ ．For each $\sigma \in \mathcal{F}$ ，we denote by $\mathbf{n}_{\sigma e}$ the unit normal vector to $e \in \mathcal{E}_{\sigma}$ in the plane $\sigma$ oriented outward to $\sigma$ ．

Throughout this paper we suppose that mesh regularity assumptions of［19，Definition 1．9］hold，and we write $a \lesssim b$（resp．$a \gtrsim$ ）as a shorthand for $a \leq C b$（resp．$C a \leq b$ ）with $C>0$ depending only on $\Omega, \Gamma$ ，on the mesh regularity parameter，and possibly on the elasticity tensor and $\mathbf{f}$ ．

If $X \in \mathcal{M} \cup \mathcal{F}$ and $\ell \in \mathbb{N}$ ，we denote by $\mathbb{P}^{\ell}(X)$ the space of polynomials of degree $\leq \ell$ on $X$ ．For $\mathcal{X}=\mathcal{M}$ or $\mathcal{X}=\mathcal{F}_{\Gamma}$ ，we use the notation $\mathbb{P}^{\ell}(\mathcal{X})$ for the space of piecewise－polynomials of degree $\leq \ell$ on $\mathcal{X}$ ．

In the following，we denote by $H^{2}(\mathcal{M})\left(\right.$ resp．$\left.H^{1}\left(\mathcal{F}_{\Gamma}\right)\right)$ the space of functions defined on $\Omega$ that are $H^{2}$ on each $K \in \mathcal{M}$（resp．defined on $\Gamma$ and $H^{1}$ on each $\sigma \in \mathcal{F}_{\Gamma}$ ）．These spaces are endowed with their usual broken semi－norms．

## 3．2 Discrete space

## 〈sec：spaces〉

The degrees of freedom（DOFs）for the displacement are nodal（attached to the vertices of the mesh）， but could be discontinuous across the fracture network．To be more specific，let us first define a partition $\overline{\mathcal{M}}_{s}$ of the set of cells $\mathcal{M}_{s}$ around a given node $s \in \mathcal{V}$ ．For a given cell $K \in \mathcal{M}_{s}$ we denote by $\mathcal{K} s \in \overline{\mathcal{M}}_{s}$ the subset of $\mathcal{M}_{s}$ such that $\bigcup_{L \in \mathcal{K} s} \bar{L}$ is the closure of the connected component of $\left(\cup_{L \in \mathcal{M}_{s}} \bar{L}\right) \backslash \Gamma$ containing the cell $K$ ．In other words， $\mathcal{K} s$ is the set of cells in $\mathcal{M}_{s}$ that are on the same side of $\Gamma$ as $K$ ．A nodal displacement unknown $\mathbf{v}_{\mathcal{K} s}$ is defined for each $\mathcal{K} s \in \overline{\mathcal{M}}_{s}$ ．Let us note that there is a unique nodal displacement unknown $\mathbf{v}_{\mathcal{K} s}$ at a node $s$ not belonging to $\Gamma$ ，since $\overline{\mathcal{M}}_{s}=\mathcal{M}_{s}$ in that case．On the other hand，for a fracture node $s$ ，the nodal displacement unknown $\mathbf{v}_{\mathcal{K} s}$ is the one on the side $K$ of the set of fractures connected to $s$ ．

The discrete space of displacements，accounting for the possible discontinuities across the fracture network and for the zero boundary condition on $\partial \Omega$ ，is

$$
\begin{equation*}
\mathbf{U}_{0, \mathcal{D}}=\left\{\mathbf{v}_{\mathcal{D}}=\left(\mathbf{v}_{\mathcal{K} s}\right)_{\mathcal{K} s \in \overline{\mathcal{M}}_{s}, s \in \mathcal{V}}: \mathbf{v}_{\mathcal{K} s} \in \mathbb{R}^{d}, \mathbf{v}_{\mathcal{K} s}=\mathbf{0} \text { if } s \in \mathcal{V}^{\text {ext }}\right\} . \tag{5}
\end{equation*}
$$

## 3．3 Reconstruction operators in $\mathbf{U}_{0, \mathcal{D}}$

## 〈sec：operators〉

We first define，for each $K \in \mathcal{M}$ and $\sigma \in \mathcal{F}_{K}$ ，a tangential face gradient $\nabla^{K \sigma}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{0}(\sigma)^{d \times d}$ and tangential displacement reconstruction $\Pi^{K \sigma}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{1}(\sigma)^{d}$ ．First，we choose nonnegative weights $\left(\omega_{s}^{\sigma}\right)_{s \in \mathcal{V}_{\sigma}}$ to express the center of mass $\overline{\mathbf{x}}_{\sigma}$ of $\sigma$ in terms of that of its vertices：

$$
\overline{\mathbf{x}}_{\sigma}=\sum_{s \in \mathcal{V}_{\sigma}} \omega_{s}^{\sigma} \mathbf{x}_{s}, \quad \sum_{s \in \mathcal{V}_{\sigma}} \omega_{s}^{\sigma}=1
$$

（6）？eq：choice．weight

Then，for $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ ，we set

$$
\begin{aligned}
\nabla^{K \sigma} \mathbf{v}_{\mathcal{D}} & =\frac{1}{|\sigma|} \sum_{e=s_{1} s_{2} \in \mathcal{E}_{\sigma}}|e| \frac{\mathbf{v}_{\mathcal{K} s_{1}}+\mathbf{v}_{\mathcal{K} s_{2}}}{2} \otimes \mathbf{n}_{\sigma e}, \\
\Pi^{K \sigma} \mathbf{v}_{\mathcal{D}}(\mathbf{x}) & =\nabla^{K \sigma} \mathbf{v}_{\mathcal{D}}\left(\mathbf{x}-\overline{\mathbf{x}}_{\sigma}\right)+\overline{\mathbf{v}}_{K \sigma} \quad \forall \mathbf{x} \in \sigma, \quad \text { where } \overline{\mathbf{v}}_{K \sigma}=\sum_{s \in \mathcal{V}_{\sigma}} \omega_{s}^{\sigma} \mathbf{v}_{\mathcal{K} s} .
\end{aligned}
$$

（7）def：def．operator

Above，we have noted $e=s_{1} s_{2}$ to indicate that the edge $e$ has vertices $s_{1}, s_{2}$ ．
If $\sigma \in \mathcal{F}_{\Gamma}$ is a fracture face，and $K$（resp．$L$ ）is the cell on the positive（resp．negative）side of $\sigma$ ， we define the normal displacement jump operator on $\sigma$ as $\llbracket \cdot \rrbracket_{\sigma, \mathbf{n}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{1}(\sigma)$ such that，for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ ，

$$
\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\sigma, \mathbf{n}}=\left(\Pi^{K \sigma} \mathbf{v}_{\mathcal{D}}-\Pi^{L \sigma} \mathbf{v}_{\mathcal{D}}\right) \cdot \mathbf{n}_{K \sigma}
$$

（8）eq：def．jump．sigm

For each cell $K \in \mathcal{M}$, we select nonnegative weights $\left(\omega_{s}^{K}\right)_{s \in \mathcal{V}_{K}}$ of a linear decomposition of the center of mass $\overline{\mathbf{x}}_{K}$ of $K$ in terms of its vertices

$$
\overline{\mathbf{x}}_{K}=\sum_{s \in \mathcal{V}_{K}} \omega_{s}^{K} \mathbf{x}_{s}, \quad \sum_{s \in \mathcal{V}_{K}} \omega_{s}^{K}=1
$$

and we constrict a gradient reconstruction $\nabla^{K}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{0}(K)^{d \times d}$ and a displacement reconstruction $\Pi^{K}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{1}(K)^{d}$ by setting, for $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$,

$$
\begin{aligned}
\nabla^{K} \mathbf{v}_{\mathcal{D}} & =\frac{1}{|K|} \sum_{\sigma \in \mathcal{F}_{K}}|\sigma| \overline{\mathbf{v}}_{K \sigma} \otimes \mathbf{n}_{K \sigma}, \\
\Pi^{K} \mathbf{v}_{\mathcal{D}}(\mathbf{x}) & =\nabla^{K} \mathbf{v}_{\mathcal{D}}\left(\mathbf{x}-\overline{\mathbf{x}}_{K}\right)+\overline{\mathbf{v}}_{K} \quad \forall \mathbf{x} \in K \quad \text { where } \overline{\mathbf{v}}_{K}=\sum_{s \in \mathcal{V}_{K}} \omega_{s}^{K} \mathbf{v}_{\mathcal{K} s} .
\end{aligned}
$$

These local normal jump, gradient and displacement reconstructions are patched together to create their global piecewise polynomial counterparts $\llbracket \cdot \rrbracket_{\mathcal{D}, \mathbf{n}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{1}\left(\mathcal{F}_{\Gamma}\right), \nabla^{\mathcal{D}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{0}(\mathcal{M})^{d \times d}$ and $\Pi^{\mathcal{D}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{1}(\mathcal{M})^{d}:$ for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$,

$$
\begin{aligned}
\left(\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}\right)_{\mid \sigma} & =\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\sigma, \mathbf{n}} \quad \forall \sigma \in \mathcal{F}_{\Gamma} \\
\left(\nabla^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right)_{\mid K} & =\nabla^{K} \mathbf{v}_{\mathcal{D}} \quad \forall K \in \mathcal{M} \\
\left(\Pi^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right)_{\mid K} & =\Pi^{K} \mathbf{v}_{\mathcal{D}} \quad \forall K \in \mathcal{M}
\end{aligned}
$$

We also define the cellwise constant reconstruction operator $\widetilde{\Pi}^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{P}^{0}(\mathcal{M})^{d}$ such that $\left(\widetilde{\Pi}^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right)_{\mid K}=\overline{\mathbf{v}}_{K}$. Finally, the discrete symmetric gradient $\mathbb{C}_{\mathcal{D}}$, and stress tensor $\sigma_{\mathcal{D}}$ are deduced from the previous operators:

$$
\mathbb{E}_{\mathcal{D}}=\frac{1}{2}\left(\nabla^{\mathcal{D}}+{ }^{T} \nabla^{\mathcal{D}}\right), \quad \text { and } \quad \sigma_{\mathcal{D}}(\cdot)=\mathbb{A} \mathscr{C}_{\mathcal{D}}(\cdot) .
$$

### 3.4 Stabilisation bilinear form

Except in the case of simplectic cells, the affine function reconstruction $\Pi^{K} \mathbf{u}_{\mathcal{D}}$ cannot control all the cell nodal unknowns $\mathbf{u}_{\mathcal{K} s}$, for $s \in \mathcal{V}_{K}$. This motivates the definition of a local stabilisation bilinear form $S_{K}: \mathbf{U}_{0, \mathcal{D}} \times \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{R}$ given for each $K \in \mathcal{M}$ by

$$
S_{K}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right)=h_{K}^{d-2} \sum_{s \in \mathcal{V}_{K}}\left(\mathbf{u}_{K_{s}}-\Pi^{K} \mathbf{u}_{\mathcal{D}}\left(\mathbf{x}_{s}\right)\right) \cdot\left(\mathbf{v}_{K_{s}}-\Pi^{K} \mathbf{v}_{\mathcal{D}}\left(\mathbf{x}_{s}\right)\right),
$$

(11) ? eq:def.SK?
leading to the definition the scaled global stabilisation bilinear form

$$
\begin{equation*}
S_{\mu, \lambda, \mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right)=\sum_{K \in \mathcal{M}} \mathrm{~A}_{K} S_{K}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{D}\right) \tag{12}
\end{equation*}
$$

where $\mathrm{A}_{K}=\frac{1}{|K|} \max _{i, j, k, l} \int_{K} \mathbb{A}_{i, j, k, l} d \mathbf{x}$. We also introduce the unscaled global stabilisation bilinear form

$$
S_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right)=\sum_{K \in \mathcal{M}} S_{K}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{D}\right)
$$

(13) ?stab_unscaled?

### 3.5 Interpolator

The space $C_{0}^{0}(\bar{\Omega} \backslash \Gamma)$ is spanned by functions that are continuous on $\bar{\Omega} \backslash \Gamma$, have limits on each side of $\Gamma$, and vanish on $\partial \Omega$. The interpolator $\mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}}: C_{0}^{0}(\bar{\Omega} \backslash \Gamma)^{d} \rightarrow \mathbf{U}_{0, \mathcal{D}}$ is defined through its components by setting, for $\mathbf{v} \in C_{0}^{0}(\bar{\Omega} \backslash \Gamma)^{d}$,

$$
\left(\mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{v}\right)_{\mathcal{K} s}=\mathbf{v}_{\mid K}\left(\mathbf{x}_{s}\right) \quad \forall K \in \mathcal{M}, \forall s \in \mathcal{V}_{K} .
$$

(14) ? eq:def.ID?

We note that, since $\mathbf{v}=0$ on $\partial \Omega$, this operator indeed defines an element in $\mathbf{U}_{0, \mathcal{D}}$.

## 〈sec：nitsche〉 3．6 Nitsche＇s discretisation

The normal surface traction operator on the + side of the fracture network $\sigma_{\mathcal{D}, \mathbf{n}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow L^{2}(\Gamma)$ is defined by

$$
\left.\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right|_{\sigma}=\gamma_{\mathbf{n}}^{+}\left(\sigma_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)\right) \cdot \mathbf{n}^{+}
$$

For a parameter $\theta \in \mathbb{R}$ ，we define the operator $P_{\mathcal{D}, \beta, \theta}: \mathbf{U}_{0, \mathcal{D}} \rightarrow L^{2}(\Gamma)$ by

$$
P_{\mathcal{D}, \beta, \theta}\left(\mathbf{v}_{\mathcal{D}}\right)=\theta \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)-\beta \llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}
$$

and we set $P_{\mathcal{D}, \beta}=P_{\mathcal{D}, \beta, 1}$ ，with the function $\beta \in \mathbb{P}^{0}\left(\mathcal{F}_{\Gamma}\right)$ such that

$$
\left.\beta\right|_{\sigma}=\frac{\beta_{0}}{h_{\sigma}} \quad \forall \sigma \in \mathcal{F}_{\Gamma}
$$

and $\beta_{0}$ the Nitsche＇s penalisation parameter．We can now introduce the Nitsche＇s discretisation for addressing the contact－mechanics problem．Find $\mathbf{u}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ such that，for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ ，

$$
\begin{aligned}
& \int_{\Omega} \sigma_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}\right): \mathbb{E}_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)+S_{\mu, \lambda, \mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right)-\int_{\Gamma} \frac{\theta}{\beta} \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}\right) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right) \\
& +\int_{\Gamma} \frac{1}{\beta}\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}} P_{\mathcal{D}, \beta, \theta}\left(\mathbf{v}_{\mathcal{D}}\right)=\int_{\Omega} \mathbf{f} \cdot \widetilde{\Pi}^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}
\end{aligned}
$$

（15）nitsche＿discrete

The positive parameter $\beta_{0}$ plays the role of a stabilisation parameter which needs to be large enough in order to ensure the stability and accuracy of the discretisation as shown in the next section．The parameter $\theta$ encompasses symmetric and non－symmetric variants of the method［13］．The symmetric case obtained for $\theta=1$ can be advantageous to use solvers for symmetric matrices，while the choice $\theta=0$ leads to a simplified variational formulation，easier to extend to large strain．The choice $\theta=-1$ has the remarkable property to provide a stability of the discretisation irrespectively of the value of the stabilisation parameter as shown in the subsequent analysis．

## 4 Numerical analysis

〈sec：analysis〉
In Section 4．1，we introduce or recall from［21］preliminary definitions and lemmae．Section 4.2 establishes the well－posedness of the scheme（15）．Then，Section（4．3）first proves an abstract error estimate which is used to obtain an optimal first order error estimate with minimal regularity assumption on the solution．

## 4．1 Preliminary definitions and lemmae

〈sec：deflemmae〉
Assuming that $\Omega \backslash \bar{\Gamma}$ is connected，the semi－norm given for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$

$$
\left\|\mathbf{v}_{\mathcal{D}}\right\|_{1, \mathcal{D}}:=\left(\left\|\nabla^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right\|_{L^{2}(\Omega \backslash \bar{\Gamma})}^{2}+S_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right)\right)^{1 / 2}
$$

（16）？eq：def．normD？
defines a $H^{1}$－like discrete norm on $\mathbf{U}_{0, \mathcal{D}}$ ．

Lemma 4.1 （Discrete Poincaré inequality）．There exists $C_{P, \mathcal{D}}$ depending only on $\Omega, \Gamma$ and the mesh regularity such that for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ ，one has

$$
\left\|\widetilde{\Pi}^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right\|_{L^{2}(\Omega \mid \bar{\Gamma})} \leq C_{P, \mathcal{D}}\left\|\mathbf{v}_{\mathcal{D}}\right\|_{1, \mathcal{D}}
$$

Proof．Using the discrete Poincaré inequality for the Hybrid Finite Volume discretisation［24］，it holds that

$$
\left\|\widetilde{\Pi}^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right\|_{L^{2}(\Omega \backslash \bar{\Gamma})}^{2}=\sum_{K \in \mathcal{M}}|K|\left|\overline{\mathbf{v}}_{K}\right|^{2} \lesssim \sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{F}_{K}} h_{K}|\sigma|\left(\frac{\left|\overline{\mathbf{v}}_{K \sigma}-\overline{\mathbf{v}}_{K}\right|}{h_{K}}\right)^{2}
$$

Since from Lemma 5.11 of［21］，one has

$$
\sum_{K \in \mathcal{M}} \sum_{\sigma \in \mathcal{F}_{K}} h_{K}|\sigma|\left(\frac{\left|\overline{\mathbf{v}}_{K \sigma}-\overline{\mathbf{v}}_{K}\right|}{h_{K}}\right)^{2} \lesssim\left\|\mathbf{v}_{\mathcal{D}}\right\|_{1, \mathcal{D}}^{2}
$$

the result is proved．
Let us recall the following discrete Korn＇s inequality proved in Theorem 5.7 of［21］．
〈lemma：korn〉
Lemma 4.2 （Discrete Korn＇s inequality）．Assuming that $\Omega \backslash \bar{\Gamma}$ is connected，it holds

$$
\begin{equation*}
\left\|\mathbf{v}_{\mathcal{D}}\right\|_{1, \mathcal{D}}^{2} \lesssim\left\|\mathscr{E}_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{L^{2}(\Omega \backslash \bar{\Gamma})}^{2}+S_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right) \quad \forall \mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}} \tag{17}
\end{equation*}
$$

with a constant depending on $\Omega, \Gamma$ and the regularity of the mesh．
To shorten the notations，let us define the discrete energy inner product $\langle., .\rangle_{e, \mathcal{D}}$ such that，$\forall \mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}} \in$ $\mathbf{U}_{0, \mathcal{D}}$

$$
\begin{equation*}
\left\langle\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}}=\int_{\Omega} \sigma_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}\right): \mathbb{C}_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)+S_{\mu, \lambda, \mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right), \tag{18}
\end{equation*}
$$

and denote by $\|.\|_{e, \mathcal{D}}$ its associated norm．From the above discrete Korn＇s inequality，we deduce the following bound for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$

$$
\left\|\mathbf{v}_{\mathcal{D}}\right\|_{1, \mathcal{D}} \lesssim\left\|\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}} .
$$

We also define $H^{ \pm 1 / 2}$－like discrete norms for all $\mu \in L^{2}(\Gamma)$ by

$$
\|\mu\|_{-1 / 2, \mathcal{D}}=\left(\sum_{\sigma \in \mathcal{F}_{\Gamma}} h_{\sigma}\|\mu\|_{L^{2}(\sigma)}^{2}\right)^{1 / 2} \quad \text { and } \quad\|\mu\|_{1 / 2, \mathcal{D}}=\left(\sum_{\sigma \in \mathscr{F}_{\Gamma}} h_{\sigma}^{-1}\|\mu\|_{L^{2}(\sigma)}^{2}\right)^{1 / 2}
$$

（19）def＿hdeminorms

Lemma 4．3．There exists $\Lambda_{\mathcal{D}}$ depending only on $\Omega, \Gamma, \mathbb{A}$ ，and on the regularity of the mesh such that

$$
\sup _{\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}: \mathbf{v}_{\mathcal{D}} \neq 0} \frac{\left\|\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2}}{\left\|\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2}} \leq \Lambda_{\mathcal{D}}
$$

Proof．Let $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{\mathcal{D}}$ ，using the uniform ellipticity and boundedness of $\mathbb{A}$ and the mesh regularity， we have

$$
\begin{aligned}
\left\|\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2} & =\sum_{\sigma=K \mid L \in \mathcal{F}_{\Gamma}} h_{\sigma} \int_{\sigma}\left|\left(\left.\sigma_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)\right|_{K} \mathbf{n}_{K \sigma}\right) \cdot \mathbf{n}_{K \sigma}\right|^{2} \\
& \lesssim \sum_{\sigma=K \mid L \in \mathcal{F}_{\Gamma}} \int_{K} \sigma_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right): \mathbb{C}_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right) \lesssim\left\|\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2} .
\end{aligned}
$$

Let us introduce the space $\mathbf{W}$ of tensor fluxes defined by

$$
\mathbf{W}=\left\{\sigma \in H_{\mathrm{div}}\left(\Omega \backslash \bar{\Gamma} ; \mathcal{S}^{d}(\mathbb{R})\right),: \gamma_{\mathbf{n}}^{+}(\sigma)+\gamma_{\mathbf{n}}^{-}(\sigma)=0, \gamma_{\mathbf{n}}^{+}(\sigma) \times \mathbf{n}^{+}=\mathbf{0}, \gamma_{\mathbf{n}}^{+}(\sigma) \cdot \mathbf{n}^{+} \in L^{2}(\Gamma)\right\},
$$

where $\mathcal{S}^{d}(\mathbb{R})$ is the space of symmetric $d \times d$ matrices with real coefficients. The space $\mathbf{W}$ is equipped with the Hilbertian norm

$$
\|\sigma\|_{\mathbf{W}}=\left(\|\sigma\|_{L^{2}(\Omega \backslash \bar{\Gamma})^{d \times d}}^{2}+\|\operatorname{div} \sigma\|_{L^{2}(\Omega \backslash \bar{\Gamma})^{d}}^{2}+\left\|\gamma_{\mathbf{n}}^{+}(\sigma) \cdot \mathbf{n}^{+}\right\|_{L^{2}(\Gamma)}^{2}\right)^{1 / 2}
$$

Let us define the bilinear form $w_{\mathcal{D}}: \mathbf{W} \times \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbb{R}$ by, $\forall \sigma \in \mathbf{W}, \mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$

$$
w_{\mathcal{D}}\left(\sigma, \mathbf{v}_{\mathcal{D}}\right)=-\int_{\Omega} \sigma: \mathbb{C}_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)+\int_{\Gamma}\left(\gamma_{\mathbf{n}}^{+}(\sigma) \cdot \mathbf{n}^{+}\right) \llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}-\int_{\Omega} \widetilde{\Pi}^{\mathcal{D}} \mathbf{v}_{\mathcal{D}} \cdot \operatorname{div} \sigma .
$$

(20) dual_consistency

The following adjoint consistency property of the discretisation is proved in Lemma 5.10 of [21].

Lemma 4.4 (Adjoint Consistency). Let $\mathcal{W}_{\mathcal{D}}: \mathbf{W} \rightarrow \mathbb{R}$ be defined as follows: for all $\sigma \in \mathbf{W}$,

$$
\mathcal{W}_{\mathcal{D}}(\sigma)=\sup _{\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}} \frac{w_{\mathcal{D}}\left(\sigma, \mathbf{v}_{\mathcal{D}}\right)}{\left\|\mathbf{v}_{\mathcal{D}}\right\|_{1, \mathcal{D}}}
$$

then, for all $\sigma \in \mathbf{W}$ such that $\left.\sigma\right|_{K} \in H^{1}(\mathcal{M})^{d \times d}$, we have the estimate

$$
\begin{equation*}
\mathcal{W}_{\mathcal{D}}(\sigma) \lesssim h_{\mathcal{D}}|\sigma|_{H^{1}(\mathcal{M})} \tag{21}
\end{equation*}
$$

For $\mathbf{u} \in \mathbf{U}_{0}$ and $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$, let us introduce the primal consistency term defined by

$$
C_{\mathcal{D}}\left(\mathbf{u}, \mathbf{v}_{\mathcal{D}}\right)=\left(\left\|\nabla \mathbf{u}-\nabla^{\mathcal{D}} \mathbf{v}_{\mathcal{D}}\right\|_{L^{2}(\Omega \backslash \bar{\Gamma})}^{2}+S_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}, \mathbf{v}_{\mathcal{D}}\right)\right)^{1 / 2}
$$

(22) ?primal_consister

### 4.2 Well-posedness

Proposition 4.5. Let $\beta_{0}$ be such that $\beta_{0}>\frac{1}{2}(1+\theta)^{2} \Lambda_{\mathcal{D}}$, then there exists a unique solution $\mathbf{u}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ to (15). Moreover it satisfies the following a priori estimate:

$$
\left\|\mathbf{u}_{\mathcal{D}}\right\|_{1, \mathcal{D}} \lesssim\|\mathbf{f}\|_{L^{2}(\Omega \backslash \bar{\Gamma})}
$$

with a constant depending only on $\Omega, \Gamma, \mathbb{A}$, and the regularity of the mesh but independent on $\beta_{0}$ and $\theta$.

Proof. The proof proposed in [13] in the conforming Finite Element case is readily adapted to our non-conforming framework. Let us define the operator $B_{\mathcal{D}}: \mathbf{U}_{0, \mathcal{D}} \rightarrow \mathbf{U}_{0, \mathcal{D}}$ such that

$$
\left\langle B_{\mathcal{D}} \mathbf{v}_{\mathcal{D}}, \mathbf{w}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}}=\left\langle\mathbf{v}_{\mathcal{D}}, \mathbf{w}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}}-\int_{\Gamma} \frac{\theta}{\beta} \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{w}_{\mathcal{D}}\right)+\int_{\Gamma} \frac{1}{\beta}\left[P_{\mathcal{D}, \beta}\left(\mathbf{v}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}} P_{\mathcal{D}, \beta, \theta}\left(\mathbf{w}_{\mathcal{D}}\right)
$$

for all $\mathbf{v}_{\mathcal{D}}, \mathbf{w}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$. Writing $P_{\mathcal{D}, \beta, \theta}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)=P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)+(\theta-1) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)$, using $\left([a]_{\mathbb{R}^{-}}[b]_{\mathbb{R}^{-}}\right)(a-b) \geq\left([a]_{\mathbb{R}^{-}}[b]_{\mathbb{R}^{-}}\right)^{2}$ for all $a, b \in \mathbb{R}$, Cauchy-Schwarz and Young's inequalities, we have for all $c>0$

$$
\begin{aligned}
& \left\langle B_{\mathcal{D}} \mathbf{u}_{\mathcal{D}}-B_{\mathcal{D}} \mathbf{v}_{\mathcal{D}}, \mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}} \\
& \geq\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2}-\frac{\theta}{\beta_{0}}\left\|\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2}+\frac{1}{\beta_{0}}\left\|\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}-\left[P_{\mathcal{D}, \beta}\left(\mathbf{v}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}\right\|_{-1 / 2, \mathcal{D}}^{2} \\
& \quad-\frac{1}{\beta_{0}} \frac{|\theta-1|}{2 c}\left\|\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}-\left[P_{\mathcal{D}, \beta}\left(\mathbf{v}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}\right\|_{-1 / 2, \mathcal{D}}^{2}-\frac{1}{\beta_{0}} \frac{|\theta-1| c}{2} \| \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}} \|_{-1 / 2, \mathcal{D}}^{2}\right.
\end{aligned}
$$

Choosing $c=\frac{|\theta-1|}{2}$ and using Lemma 4.3 we obtain the estimate

$$
\begin{equation*}
\left\langle B_{\mathcal{D}} \mathbf{u}_{\mathcal{D}}-B_{\mathcal{D}} \mathbf{v}_{\mathcal{D}}, \mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}} \geq\left(1-\frac{(1+\theta)^{2}}{4 \beta_{0}} \Lambda_{\mathcal{D}}\right)\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2} \tag{23}
\end{equation*}
$$

which shows that $B_{\mathcal{D}}$ is an M-operator as soon as $\beta_{0}>\frac{1}{4}(1+\theta)^{2} \Lambda_{\mathcal{D}}$. Using that $\left|[a]_{\mathbb{R}^{-}}-[b]_{\mathbb{R}^{-}}\right| \leq$ $|a-b|$ for all $a, b \in \mathbb{R}$, it can also be shown as in [13] that $B_{\mathcal{D}}$ is an hemicontinuous operator in the sense that the function $t \rightarrow\left\langle B_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}-t \mathbf{w}_{\mathcal{D}}\right), \mathbf{w}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}}$ is a continuous real function for all $\mathbf{v}_{\mathcal{D}}, \mathbf{w}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$. From its M-operator property and hemicontinuity, applying Corollary 15 (p. 126) of [8], it results that $B_{\mathcal{D}}$ is a one to one operator from which the existence and uniqueness of $\mathbf{u}_{\mathcal{D}}$ is deduced. The estimate on $\mathbf{u}_{\mathcal{D}}$ is derived from $\left\langle B_{\mathcal{D}} \mathbf{u}_{\mathcal{D}}, \mathbf{u}_{\mathcal{D}}\right\rangle_{e, \mathcal{D}}=\int_{\Omega} \mathbf{f} \cdot \widetilde{\Pi}^{D} \mathbf{u}_{\mathcal{D}}$, the discrete Poincaré inequality of Lemma 4.1 and Korn's inequality of Lemma 4.2.

### 4.3 Error estimate

Let us first derive the following abstract error estimate.

Theorem 4.6. Let $\mathbf{u}$ the solution of (3) with $\sigma_{\mathbf{n}}(\mathbf{u}) \in L^{2}(\Gamma)$, and $\mathbf{u}_{\mathcal{D}}$ the solution of (15). Then, for $\beta_{0} \geq 4\left(\theta+\frac{|\theta|}{2}+|1-\theta|^{2}\right) \Lambda_{\mathcal{D}}$ we have the estimate

$$
\begin{aligned}
\left\|\nabla \mathbf{u}-\nabla^{\mathcal{D}} \mathbf{u}_{\mathcal{D}}\right\|_{L^{2}(\Omega)(\bar{\Gamma})}+\frac{1}{\beta_{0}} \| \sigma_{\mathbf{n}}(\mathbf{u})- & {\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}} \|_{-1 / 2, \mathcal{D}} } \\
\leqslant \mathcal{W}_{\mathcal{D}}(\sigma(\mathbf{u}))+\inf _{\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}}\left\{C_{\mathcal{D}}\left(\mathbf{u}, \mathbf{v}_{\mathcal{D}}\right)\right. & +\frac{1}{\beta_{0}}\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}} \\
& \left.+\beta_{0}\left\|\llbracket \mathbf{u} \rrbracket_{\mathbf{n}}-\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}\right\|_{1 / 2, \mathcal{D}}\right\},
\end{aligned}
$$

(24) abstract_estimat
with a constant depending only on $\Omega, \Gamma, \mathbb{A}, \theta$ and the regularity of the mesh. Moreover, for $\theta=-1$, the estimate holds for $\beta_{0}>0$ at the expense of a constant depending additionnally on $\beta_{0}$.

Proof. From (4), we have for all $\mathbf{w}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ that

$$
-\int_{\Gamma} \sigma_{\mathcal{D}, \mathbf{n}}(\mathbf{u}) \llbracket \mathbf{w}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}=-\int_{\Gamma} \frac{\theta}{\beta} \sigma_{\mathbf{n}}(\mathbf{u}) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{w}_{\mathcal{D}}\right)+\int_{\Gamma} \frac{1}{\beta}\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}} P_{\mathcal{D}, \beta, \theta}\left(\mathbf{w}_{\mathcal{D}}\right)
$$

(25) nitsche_consiste

Combining (25) with the adjoint consistency (20) for $\sigma=\sigma(\mathbf{u})$ with $\operatorname{div} \sigma=-\mathbf{f},\left(\gamma_{\mathbf{n}}^{+} \sigma\right) \cdot \mathbf{n}^{+}=\sigma_{\mathbf{n}}(\mathbf{u})$, we have

$$
\begin{aligned}
& \int_{\Omega} \sigma(\mathbf{u}): \mathbb{C}_{\mathcal{D}}\left(\mathbf{w}_{\mathcal{D}}\right)-\int_{\Gamma} \frac{\theta}{\beta} \sigma_{\mathbf{n}}(\mathbf{u}) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{w}_{\mathcal{D}}\right)+\int_{\Gamma} \frac{1}{\beta}\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}} P_{\mathcal{D}, \beta, \theta}\left(\mathbf{w}_{\mathcal{D}}\right) \\
& -\int_{\Omega} \mathbf{f} \cdot \widetilde{\Pi}^{\mathcal{D}} \mathbf{w}_{\mathcal{D}}=-w_{\mathcal{D}}\left(\sigma(\mathbf{u}), \mathbf{w}_{\mathcal{D}}\right)
\end{aligned}
$$

(26)
cons_duale_nitsc

Combining (26) with the scheme (15) we get

$$
\begin{aligned}
& \int_{\Omega}\left(\sigma_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}\right)-\sigma(\mathbf{u})\right): \mathbb{C}_{\mathcal{D}}\left(\mathbf{w}_{\mathcal{D}}\right)+S_{\mu, \lambda, \mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}, \mathbf{w}_{\mathcal{D}}\right)-w_{\mathcal{D}}\left(\sigma(\mathbf{u}), \mathbf{w}_{\mathcal{D}}\right) \\
& =\int_{\Gamma} \frac{\theta}{\beta}\left(\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}\right)-\sigma_{\mathbf{n}}(\mathbf{u})\right) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{w}_{\mathcal{D}}\right)-\int_{\Gamma} \frac{1}{\beta}\left(\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}-\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}}\right) P_{\mathcal{D}, \beta, \theta}\left(\mathbf{w}_{\mathcal{D}}\right) .
\end{aligned}
$$

(27) ?eq_erreur_start

Setting $\mathbf{w}_{\mathcal{D}}=\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}$ for $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{0, \mathcal{D}}$ we obtain

$$
\begin{align*}
\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2}= & \int_{\Omega}\left(\sigma(\mathbf{u})-\sigma_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)\right): \mathbb{E}_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)-S_{\mu, \lambda, \mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}, \mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)  \tag{28}\\
& +w_{\mathcal{D}}\left(\sigma(\mathbf{u}), \mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)+A_{1}+A_{2},
\end{align*}
$$

with

$$
A_{1}=\int_{\Gamma} \frac{\theta}{\beta}\left(\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}\right)-\sigma_{\mathbf{n}}(\mathbf{u})\right) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)
$$

and

$$
A_{2}=-\int_{\Gamma} \frac{1}{\beta}\left(\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}-\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}}\right) P_{\mathcal{D}, \beta, \theta}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)
$$

First, using Cauchy-Schwarz, Young and the discrete Korn (17) inequalities, we obtain that there exists a constant $c_{0}$ such that

$$
\begin{aligned}
& \int_{\Omega}\left(\sigma(\mathbf{u})-\sigma_{\mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}\right)\right): \mathbb{E}_{\mathcal{D}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)-S_{\mu, \lambda, \mathcal{D}}\left(\mathbf{v}_{\mathcal{D}}, \mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)+w_{\mathcal{D}}\left(\sigma(\mathbf{u}), \mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right) \\
& \leq \frac{1}{2}\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2}+c_{0}\left(C_{D}\left(\mathbf{u}, \mathbf{v}_{\mathcal{D}}\right)^{2}+\mathcal{W}_{\mathcal{D}}(\sigma(\mathbf{u}))^{2}\right)
\end{aligned}
$$

(29) est_nocontact

The contact terms $A_{1}$ and $A_{2}$ are estimated as in [13]. Starting with $A_{1}$, writing

$$
\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}\right)-\sigma_{\mathbf{n}}(\mathbf{u})=\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)+\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)-\sigma_{\mathbf{n}}(\mathbf{u})
$$

and using Cauchy-Schwarz and Young's inequalities and Lemma 4.3, we obtain that for all $c_{1}>0$ :

$$
\begin{align*}
\beta_{0} A_{1} & \leq\left(\theta+\frac{|\theta|}{2 c_{1}}\right)\left\|\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2}+\frac{c_{1}|\theta|}{2}\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2} \\
& \leq\left(\theta+\frac{|\theta|}{2 c_{1}}\right) \Lambda_{\mathcal{D}}\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2}+\frac{c_{1}|\theta|}{2}\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2} \tag{30}
\end{align*}
$$

Writing

$$
\begin{aligned}
P_{\mathcal{D}, \beta, \theta}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)= & P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)+(\theta-1) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right) \\
= & \left(P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)-P_{\beta}(\mathbf{u})\right)+\left(\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right)-\beta\left(\llbracket \mathbf{u} \rrbracket_{\mathbf{n}}-\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}\right) \\
& +(\theta-1) \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right)
\end{aligned}
$$

and using that $\left([a]_{\mathbb{R}^{-}}-[b]_{\mathbb{R}^{-}}\right)(a-b) \geq\left([a]_{\mathbb{R}^{-}}-[b]_{\mathbb{R}^{-}}\right)^{2}$ for all $a, b \in \mathbb{R}$, Cauchy-Schwarz and Young's inequalities, and Lemma 4.3, we obtain that for all $c_{2}>0, c_{3}>0$ :

$$
\begin{align*}
\beta_{0} A_{2} \leq & \left(-1+\frac{1}{2 c_{2}}+\frac{|1-\theta|}{2 c_{3}}\right)\left\|\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}-\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}}\right\|_{-1 / 2, \mathcal{D}}^{2} \\
& +c_{2}\left(\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2}+\beta_{0}^{2}\left\|\llbracket \mathbf{u} \rrbracket_{\mathbf{n}}-\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}\right\|_{1 / 2, \mathcal{D}}^{2}\right)  \tag{31}\\
& +\frac{|1-\theta| c_{3}}{2} \Lambda_{\mathcal{D}}\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2} .
\end{align*}
$$

Gathering (29)-(30)-(31) in (28) and using $\sigma_{\mathbf{n}}(\mathbf{u})=\left[P_{\beta}(\mathbf{u})\right]_{\mathbb{R}^{-}}$, we obtain the estimate

$$
\begin{aligned}
\frac{1}{2}\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2} \leq & \frac{1}{\beta_{0}}\left(-1+\frac{1}{2 c_{2}}+\frac{|1-\theta|}{2 c_{3}}\right)\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}\right\|_{-1 / 2, \mathcal{D}}^{2} \\
& +\frac{1}{\beta_{0}}\left(\theta+\frac{|\theta|}{2 c_{1}}+\frac{|1-\theta| c_{3}}{2}\right) \Lambda_{\mathcal{D}}\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2} \\
& +c_{0}\left(C_{D}\left(\mathbf{u}, \mathbf{v}_{\mathcal{D}}\right)^{2}+\mathcal{W}_{\mathcal{D}}(\sigma(\mathbf{u}))^{2}\right) \\
& +\frac{1}{\beta_{0}}\left(c_{2}+\frac{c_{1}|\theta|}{2}\right)\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2} \\
& +\beta_{0} c_{2}\left\|\llbracket \mathbf{u} \rrbracket_{\mathbf{n}}-\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}\right\|_{1 / 2, \mathcal{D}}^{2}
\end{aligned}
$$

(32) ?est_contact?

Choosing $c_{1}=1, c_{2}=2, c_{3}=2|1-\theta|$, and $\beta_{0} \geq 4\left(\theta+\frac{|\theta|}{2}+|1-\theta|^{2}\right) \Lambda_{\mathcal{D}}$, we obtain

$$
\begin{align*}
\left\|\mathbf{u}_{\mathcal{D}}-\mathbf{v}_{\mathcal{D}}\right\|_{e, \mathcal{D}}^{2} & +\frac{1}{\beta_{0}}\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}}-\right\|_{-1 / 2, \mathcal{D}}^{2} \\
& \lesssim C_{D}\left(\mathbf{u}, \mathbf{v}_{\mathcal{D}}\right)^{2}+\mathcal{W}_{\mathcal{D}}(\sigma(\mathbf{u}))^{2}  \tag{33}\\
& +\frac{1}{\beta_{0}}\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)\right\|_{-1 / 2, \mathcal{D}}^{2}+\beta_{0}\| \| \mathbf{u} \rrbracket_{\mathbf{n}}-\llbracket \mathbf{v}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}} \|_{1 / 2, \mathcal{D}}^{2}
\end{align*}
$$

with a constant independent on $\mathbf{u}$ and $\beta_{0}$ and depending only on $\Omega, \Gamma, \mathbb{A}, \theta$ and the mesh regularity. Using the discrete Korn's inequality, this proves (24). For $\theta=-1$, it can be shown as in [13] that $c_{1}, c_{2}$ and $c_{3}$ can be chosen in such a way that whatever $\beta_{0}>0$ we have $-1+\frac{1}{2 c_{2}}+\frac{1}{c_{3}}<0$ and $\frac{\Lambda_{\mathcal{D}}}{\beta_{0}}\left(-1+\frac{1}{2 c_{1}}+c_{3}\right) \leq 1 / 4$ by setting $c_{1}=\frac{1}{2 \eta}, c_{2}=1+\frac{1}{\eta}$ and $c_{3}=1+\eta$ and $\eta=\frac{\beta_{0}}{8 \Lambda_{\mathcal{D}}}$. On the other hand, the constant in (33) depends additionnally on $\beta_{0}$.

Theorem 4.7. Let $\mathbf{u}$ the solution of (3) with $\mathbf{u} \in H^{2}(\mathcal{M})^{d} \cap \mathbf{U}^{0}$, and $\mathbf{u}_{\mathcal{D}}$ the solution of (15). Then, for $\beta_{0} \geq 4\left(\theta+\frac{|\theta|}{2}+|1-\theta|^{2}\right) \Lambda_{\mathcal{D}}$ we have the error estimate

$$
\begin{equation*}
\left\|\nabla \mathbf{u}-\nabla^{\mathcal{D}} \mathbf{u}_{\mathcal{D}}\right\|_{L^{2}(\Omega \mid \bar{\Gamma})}+\frac{1}{\beta_{0}}\left\|\sigma_{\mathbf{n}}(\mathbf{u})-\left[P_{\mathcal{D}, \beta}\left(\mathbf{u}_{\mathcal{D}}\right)\right]_{\mathbb{R}^{-}}\right\|_{-1 / 2, \mathcal{D}} \lesssim h_{\mathcal{D}}|\mathbf{u}|_{H^{2}(\mathcal{M})}, \tag{34}
\end{equation*}
$$

with a constant depending only on $\Omega, \Gamma, \mathbb{A}, \theta$ and the regularity of the mesh. Moreover, for $\theta=-1$, the estimate holds for $\beta_{0}>0$ with a constant depending additionnally on $\beta_{0}$.

Proof. We set $\mathbf{v}_{\mathcal{D}}=\mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}$ in (24). Lemma 5.8 of [21] provides the estimate of the gradient reconstruction consistency term

$$
\begin{equation*}
C_{\mathcal{D}}\left(\mathbf{u}, \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}\right) \lesssim h_{\mathcal{D}}|\mathbf{u}|_{H^{2}(\mathcal{M})} . \tag{35}
\end{equation*}
$$

error_CD

From (21), the estimate of the adjoint consistency term is given by

$$
\begin{equation*}
\mathcal{W}(\sigma(\mathbf{u})) \lesssim h_{\mathcal{D}}|\mathbf{u}|_{H^{2}(\mathcal{M})} . \tag{36}
\end{equation*}
$$

error_WD

Gathering the estimates (35)-(36), and the estimates (37), (41) of respectively Lemmae 4.8 and 4.9 stated below, concludes the proof.

Lemma 4.8 (Consistency of the jump reconstruction). If $\mathbf{u} \in H^{2}(\mathcal{M})^{d}$ then

$$
\begin{equation*}
\left.\| \llbracket \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}\right]_{\mathcal{D}, \mathbf{n}}-\llbracket \mathbf{u} \rrbracket_{\mathbf{n}} \|_{1 / 2, \mathcal{D}} \lesssim h_{\mathcal{D}}|\mathbf{u}|_{H^{2}(\mathcal{M})} . \tag{37}
\end{equation*}
$$

Proof. From the definition (19) of the $H^{1 / 2}$-like discrete norm and the definition (8) of the normal jump reconstruction operator, it suffices to prove (considering the + side to fix ideas) that for all $\sigma=K \mid L \in \mathcal{F}_{\Gamma}$, one has

$$
h_{\sigma}^{-1 / 2}\left\|\Pi^{K \sigma} \mathcal{I}_{\mathbf{U}_{0, D}} \mathbf{u}-\gamma_{+} \mathbf{u}\right\|_{L^{2}(\sigma)} \lesssim h_{K}|\mathbf{u}|_{H^{2}(K)} .
$$

Let $\mathbf{q}$ be the $L^{2}(K)$-orthogonal projection of $\mathbf{u}$ on $\mathbb{P}^{1}(K)^{d}$. By the approximation properties of the polynomial projector [19, Theorem 1.45], we have

$$
|\mathbf{u}-\mathbf{q}|_{H^{s}(K)} \lesssim h_{K}^{2-s}|\mathbf{u}|_{H^{2}(K)}, \quad \forall s \in\{0,1,2\} .
$$

(38) eq:approx. poly

Applying the bound [19, Eq. (5.110)] to $\mathbf{u}-\mathbf{q}$ yields

$$
\begin{aligned}
\max _{\bar{K}}|\mathbf{u}-\mathbf{q}| & \lesssim|K|^{-1 / 2}\left(\|\mathbf{u}-\mathbf{q}\|_{L^{2}(K)}+h_{K}|\mathbf{u}-\mathbf{q}|_{H^{1}(K)}+h_{K}^{2}|\mathbf{u}-\mathbf{q}|_{H^{2}(K)}\right) \\
& \lesssim|K|^{-1 / 2} h_{K}^{2}|\mathbf{u}|_{H^{2}(K)} .
\end{aligned}
$$

(39) eq:approx.poly.s
where the conclusion follows from (38). From the definition (7) of $\Pi^{K \sigma}$ and the mesh regularity it follows that for all $\mathbf{v}_{\mathcal{D}} \in \mathbf{U}_{\mathcal{D}}$ one has

$$
\left\|\Pi^{K \sigma} \mathbf{v}_{\mathcal{D}}\right\|_{L^{\infty}(\sigma)} \lesssim \max _{s \in \mathcal{V}_{\sigma}}\left|\mathbf{v}_{\mathcal{K} s}\right|
$$

From the first order polynomial exactness of $\Pi^{K \sigma}$, we deduce that

$$
\left\|\Pi^{K \sigma} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{q}\right\|_{L^{\infty}(\sigma)}=\left\|\Pi^{K \sigma} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}}(\mathbf{u}-\mathbf{q})\right\|_{L^{\infty}(\sigma)} \lesssim\left\|\gamma_{+} \mathbf{u}-\mathbf{q}\right\|_{L^{\infty}(\sigma)} \lesssim|K|^{-1 / 2} h_{K}^{2}|\mathbf{u}|_{H^{2}(K)} .
$$

Using this estimate together with (39) and the mesh regularity, we obtain

$$
\begin{align*}
h_{\sigma}^{-1 / 2}\left\|\Pi^{K \sigma} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\gamma_{+} \mathbf{u}\right\|_{L^{2}(\sigma)} & \leq h_{\sigma}^{-1 / 2}|\sigma|^{1 / 2}\left(\left\|\mathbf{q}-\gamma_{+} \mathbf{u}\right\|_{L^{\infty}(\sigma)}+\left\|\Pi^{K \sigma} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{q}\right\|_{L^{\infty}(\sigma)}\right) \\
& \lesssim h_{\sigma}^{-1 / 2}|\sigma|^{1 / 2}|K|^{-1 / 2} h_{K}^{2}|\mathbf{u}|_{H^{2}(K)}  \tag{40}\\
& \lesssim h_{K}|\mathbf{u}|_{H^{2}(K)},
\end{align*}
$$

which concludes the proof.

Lemma 4.9 (Consistency of the normal surface traction reconstruction). If $\mathbf{u} \in H^{2}(\mathcal{M})^{d}$ then

$$
\begin{equation*}
\left\|\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}\right)-\sigma_{\mathbf{n}}(\mathbf{u})\right\|_{-1 / 2, \mathcal{D}} \lesssim h_{\mathcal{D}}|\mathbf{u}|_{H^{2}(\mathcal{M})} . \tag{41}
\end{equation*}
$$

Proof. From the uniform boundedness of $\mathbb{A}$, we have

$$
\begin{align*}
\left\|\sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{v}_{\mathcal{D}}\right)-\sigma_{\mathbf{n}}(\mathbf{u})\right\|_{-1 / 2, \mathcal{D}} & =\left(\sum_{\sigma=K \mid L \in \mathcal{F} \Gamma} h_{\sigma}\left\|\sigma_{\mathbf{n}}\left(\Pi^{K} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{u}\right)\right\|_{L^{2}(\sigma)}^{2}\right)^{1 / 2} \\
& \lesssim\left(\sum_{\sigma=K \mid L \in \mathcal{F}_{\Gamma}} h_{\sigma}\left\|\nabla\left(\Pi^{K} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{u}\right)\right\|_{L^{2}(\sigma)}^{2}\right)^{1 / 2} . \tag{42}
\end{align*}
$$

From the trace inequality given in Lemma 1.31 of [19] applied to $\nabla\left(\Pi^{K} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{u}\right)$, we obtain that

$$
h_{K}^{1 / 2}\left\|\nabla\left(\Pi^{K} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{u}\right)\right\|_{L^{2}(\sigma)} \lesssim\left\|\nabla\left(\Pi^{K} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}-\mathbf{u}\right)\right\|_{L^{2}(K)}+h_{K}|\mathbf{u}|_{H^{2}(K)}
$$

where we have used the property $\left|\Pi^{K} \mathcal{I}_{\mathbf{U}_{0, \mathcal{D}}} \mathbf{u}\right|_{H^{2}(K)}=0$. Combining (42), with this trace inequality and with the gradient consistency error estimate (35), we obtain (41).

## 5 Numerical experiments

〈sec:numerics〉
In order to verify numerically the previous error estimate, Section 5.1 studies the convergence of the scheme on various families of meshes based on a 3D manufactured analytical solution with a single fracture. Then, Section 5.2 considers a more complex 3D Discrete Fracture Matrix model using a family of tetrahedral meshes refined along the fracture network leading to polyhedral meshes. The convergence of the scheme is investigated based on a fine mesh reference solution and we study the robustness of the semi-smooth nonlinear solver with respect to the mesh size.

### 5.1 3D manufactured solution for a frictionless static contact-mechanical model

We consider the test case introduced in [20] defined on the domain $\Omega=(-1,1)^{3}$ with a single non-immersed fracture $\Gamma=\{0\} \times(-1,1)^{2}$. The material is isotropic and homogeneous given by the Lamé coefficients $\mu=\lambda=1$. The exact solution
with $g(x, y)=-\sin \left(\frac{\pi x}{2}\right) \cos \left(\frac{\pi y}{2}\right), p(z)=z^{2}, h(x)=\cos \left(\frac{\pi x}{2}\right), p^{+}(z)=z^{4}$ and $p^{-}(z)=2 z^{4}$, is designed to satisfy the frictionless contact conditions at the matrix-fracture interface $\Gamma$. The right hand side $\mathbf{f}=-\operatorname{div} \sigma(\mathbf{u})$ and the Dirichlet boundary conditions on $\partial \Omega$ are deduced from $\mathbf{u}$. Note that the fracture $\Gamma$ is in contact state for $z>0\left(\llbracket u \rrbracket_{\mathbf{n}}=0\right)$ and open for $z<0$, with a normal jump $\llbracket \mathbf{u} \rrbracket_{\mathbf{n}}=-\min (z, 0)^{4}$ depending only on $z$. The convergence of VEM Nitsche's formulation is investigated on families of uniform Cartesian, tetrahedral and hexahedral meshes. Starting from uniform Cartesian meshes, the hexahedral meshes are generated by random perturbations of the nodes and by cutting non-planar faces into two triangles (see Figure 1). The Nitsche's parameters are fixed to $\theta=-1$ and to $\beta_{0}=100$ (see [2] for more details motivating this choice).


Figure 1. Example of randomly perturbated Cartesian cell with non planar faces cut into two triangles.〈rand_mesh〉

Let us define the following face-wise constant approximation of the normal surface traction $\lambda=$ $-\sigma_{\mathbf{n}}(\mathbf{u})$ by

$$
\begin{equation*}
\lambda_{\mathcal{D}}(\mathbf{x})=-\left[\frac{1}{|\sigma|} \int_{\sigma}\left(\mid \sigma_{\mathcal{D}, \mathbf{n}}\left(\mathbf{u}_{\mathcal{D}}\right)-\beta \llbracket \mathbf{u}_{\mathcal{D}} \rrbracket_{\mathcal{D}, \mathbf{n}}\right)\right]_{\mathbb{R}^{-}}, \quad \forall \mathbf{x} \in \sigma, \quad \forall \sigma \in \mathcal{F}_{\Gamma}, \tag{43}
\end{equation*}
$$

and the reconstruction of the displacement jump vector by

$$
\llbracket \mathbf{u}_{\mathcal{D}} \rrbracket_{\mathcal{D}}(\mathbf{x})=\Pi^{K \sigma} \mathbf{u}_{\mathcal{D}}(\mathbf{x})-\Pi^{L \sigma} \mathbf{u}_{\mathcal{D}}(\mathbf{x}), \quad \forall \mathbf{x} \in \sigma, \quad \forall \sigma=K \mid L \in \mathcal{F}_{\Gamma} .
$$

Figure 2 exhibits the relative $L^{2}$ norms of the errors $\mathbf{u}-\Pi^{\mathcal{D}} \mathbf{u}_{\mathcal{D}}, \llbracket \mathbf{u} \rrbracket-\llbracket \mathbf{u}_{\mathcal{D}} \rrbracket_{\mathcal{D}}, \nabla \mathbf{u}-\nabla^{\mathcal{D}} \mathbf{u}_{\mathcal{D}}$ and $\lambda-\lambda_{\mathcal{D}}$ on the three family of meshes as a function of the cubic root of the number of cells. It shows, as expected for such a smooth solution, a second-order convergence for $\mathbf{u}$ and $\llbracket \mathbf{u} \rrbracket$ with all families of meshes. A first-order convergence is obtained for $\nabla \mathbf{u}$ and $\lambda$ with both the hexahedral and tetrahedral families of meshes, while a second order super convergence is observed with the family of Cartesian meshes.


Figure 2. Relative $L^{2}$ norms of the errors $\mathbf{u}-\Pi^{\mathcal{D}} \mathbf{u}_{\mathcal{D}}, \llbracket \mathbf{u} \rrbracket-\llbracket \mathbf{u}_{\mathcal{D}} \rrbracket_{\mathcal{D}}, \nabla \mathbf{u}-\nabla^{\mathcal{D}} \mathbf{u}_{\mathcal{D}}$ and $\lambda-\lambda_{\mathcal{D}}$ as a function of the cubic root of the number of cells, using the families of Cartesian (a), tetrahedral (b) and hexahedral (c) meshes.

### 5.2 3D Discrete Fracture Matrix (DFM) model with intersecting fractures

〈test_dfm〉
We consider the domain $\Omega=(0,1, \mathrm{~m})^{3}$ with the fracture network $\Gamma$ depicted in Figure 3, which we discretise using tetrahedral meshes containing $47 \mathrm{k}, 127 \mathrm{k}, 250 \mathrm{k}$ and 450 k cells. To improve accuracy, each of these meshes is further refined along the fracture network by cutting each fracture face into 4 triangles leading to conforming polytopal meshes.

The material is isotropic and homogeneous characterized by its Young's modulus and Poisson's ratio set to $E=4 \mathrm{GPa}$ and $v=0.2$. Dirichlet boundary conditions are imposed at the bottom and top boundaries for the displacement field with $\mathbf{u}=0$ at $z=0$, and $\mathbf{u}={ }^{t}[0 \mathrm{~m}, 0.005 \mathrm{~m},-0.002 \mathrm{~m}]$ at $z=1$. Homogeneous Neumann conditions are imposed at the lateral boundaries. No analytical solution is known for this data set, hence we investigate the numerical convergence of the VEM Nitsche discretisation using the reference fine mesh solution obtained with 450k cells. The Nitsche's parameters are fixed to $\theta=-1$ and to $\beta_{0}=100 \frac{E}{2(1+v)}$ (see [2] for more details motivating this choice). We fix an orthonormal coordinate system $\left(\mathbf{n}, \boldsymbol{\tau}_{1}, \boldsymbol{\tau}_{2}\right)$ on each fracture, and represent in Figures 4 the normal and the $\boldsymbol{\tau}_{2}$-tangential components of the displacement jump on the reference mesh with 450 k
cells．Let us note the non zero penetration error on the normal jump（left part of the figure）with maximum value $610^{-7} \mathrm{~m}$ depending on the mesh size and on the Nitsche＇s penalisation coefficient $\beta_{0}$ ．Figure 5 displays a plot over lines of the normal and $\tau_{2}$－tangential jumps for the four meshes which exhibits the convergence of the scheme to the reference fine mesh solution．Figure 6 exhibits on the four meshes the convergence of the face－wise constant approximation of the normal surface traction（43）．Table 1 investigates the numerical behavior of the scheme in terms of number of nonlinear iterations and CPU time based on a direct sparse linear solver．It shows the robustness of the semi－smooth Newton nonlinear solver with respect to the mesh size．


Figure 3．Polytopal mesh of the 3D DFM with roughly 47 k cells and 6 k fracture faces and obtained from an initial tetrahedral mesh refined along the fracture network by cutting each fracture face in four triangle．
〈cube＿1＿2〉


Figure 4．Normal（left）and $\tau_{2}$－tangential（right）jumps along the fracture network obtained on the finest mesh with 450 k cells．


Figure 5．For the four meshes，plot over line along the diagonal of the left vertical fracture for the normal jump（left）and along the diagonal of the almost horizontal fracture for the $\boldsymbol{\tau}_{2}$－tangential jump （right）．


Figure 6．Normal surface traction $\lambda$ on the fracture network obtained with the four meshes with from left to right $47 \mathrm{k}, 127 \mathrm{k}, 250 \mathrm{k}$ and 450 k cells．
〈1＿n〉

| $\# \mathcal{M}$ | 45 k | 127 k | 250 k | 450 k |
| :---: | :---: | :---: | :---: | :---: |
| d．o．f． | 14 k | 33 k | 64 k | 108 k |
| Newton | 19 | 22 | 20 | 22 |
| CPU（s） | 2647 | 17198 | 66344 | 195229 |

Table 1．Number of cells，of nodal degrees of freedom，number of semi－smooth Newton iterations and CPU time obtained with the four meshes．
〈Table＿1〉

## 6 Conclusion

We have presented in this work a first order VEM polytopal discretisation combined with the Nitsche's formulation for frictionless contact-mechanics based only on the displacement field nodal unknowns. The numerical analysis, performed in the fully discrete framework, provides an optimal error estimate with minimal regularity assumptions. The discretisation and the analysis accounts for networks of fractures including corners, tips and intersections. Following [9, 12, 2], the discretisation readily extends to the Mohr-Coulomb frictional model and the numerical analysis to the Tresca friction. Moreover, it is naturally suited to semi-smooth Newton nonlinear solvers. Numerical experiments illustrate the theoretical convergence and the good behavior of the nonlinear solver. Applications to poromechanical models including fault reactivation by fluid injection and the comparison of the VEM Nitsche's formulation with the VEM mixed discretisation with bubble stabilisation introduced in [20] will be presented in a forthcoming work.
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